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Abstract

This work proposes a language for describing reactive synthesis problems that integrates imperative and declarative elements. The semantics is defined in terms of two-player turn-based infinite games with full information. Currently, synthesis tools accept linear temporal logic (LTL) as input, but this description is less structured and does not facilitate the expression of sequential constraints. This motivates the use of a structured programming language to specify synthesis problems. Transition systems and guarded commands serve as imperative constructs, expressed in a syntax based on that of the modeling language Promela. The syntax allows defining which player controls data and control flow, and separating a program into assumptions and guarantees. These notions are necessary for input to game solvers. The integration of imperative and declarative paradigms allows using the paradigm that is most appropriate for expressing each requirement. The declarative part is expressed in the LTL fragment of generalized reactivity(1), which admits efficient synthesis algorithms. The implementation translates Promela to input for the Slugs synthesizer and is written in Python.
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Chapter 1

Introduction

Over the past three decades system verification has aided design and become practical for industrial application. In the past decade, synthesis of systems from specifications has seen significant development [1, 2], partially owing to the discovery of temporal logic fragments that admit efficient synthesis algorithms [3, 4, 5, 6]. Applications range from protocol synthesis for hardware circuits [4], to correct-by-construction controllers for hybrid systems [7, 8, 9].

Model checking has polynomial complexity in the size of a given Kripke structure, which has motivated the development of a large number of tools and languages for modeling systems. Unlike verification using model checking, the tools for synthesis have been developed much more recently. One reason is that centralized synthesis from linear temporal logic (LTL) has doubly exponential complexity in the length of the specification formula [10], a result that did not encourage further development initially.

As a result, currently LTL is the language used for describing specifications as input to synthesis tools. There are many benefits in using a logic for synthesis tasks, its declarative nature being a major one, because it allows expressing separately individual requirements in a precise way. It also makes explicit the implicit conventions present in programming languages [11]. Another aspect of synthesis problems that makes declarative descriptions appropriate is that we want to describe as large a set of possible designs as possible, in order to avoid overconstraining the search space.

Paradigms However, not all specifications are best described declaratively. There exist synthesis problems whose description involves graph-like structures that are cumbersome for humans to write in logic. For example, robotics problems typically involve graph constraints that originate from possible physical configurations. Properties that specify sequential behavior also lead to graph-like structures, and require use of auxiliary variables that serve as memory. Expressing sequential composition in logic leads to long, unstructured formulas that deemphasize the specifier’s intent. The resulting specifications are difficult to maintain, and writing them is error-prone. In addition, the specifier may need to explicitly write clauses that constrain variables to remain unchanged, in order to maintain imperative state. This leads to longer formulas in which the intent behind individual clauses is less readable.

Borel hierarchy Another motivation stems from the temporal logic, or Borel, hierarchy [12, 13]. The more expressive a syntactic fragment of logic is, the more computationally expensive it is to construct a model, or prove that none exists.

Currently, algorithms of time complexity polynomial in the size of the state space are known for the fragment of generalized reactivity of rank one (one Streett pair), known as GR(1). In the automata hierarchy, the GR(1) fragment corresponds to deterministic Büchi automata [3, 13, 14, 15]. From a game theoretic perspective, deterministic automata describe the winning condition in such a way, that existential branching during synthesis commits to a future strategy, without the ability to recall it.

A large subset of properties that are of practical interest in industrial applications [16, 17, 4] can be expressed in the GR(1) fragment. There do exist properties that cannot be represented by deterministic Büchi automata, e.g., persistence $\Diamond \Box p$ (eventually $p$ holds uninterruptedly). Of these properties, those with Rabin rank equal to one are still amenable to polynomial time algorithms, by solving parity games with
a limited number of colors \[ \mathbb{B} \]. Higher Rabin ranks are not expected to admit solution by algorithms of polynomial complexity, unless \( P = \text{NP} \) \[ 14 \]. This motivates formulating the required properties in GR(1).

Translating properties to deterministic automata can be done automatically, but may lead to more states than manually written properties \[ 14 \]. So the ability to write deterministic automata directly in a structured and readable language avoids the need for conversions, either automatic, or manual.

Synthesis tools have been developed for the GR(1) fragment, so temporal logic can be viewed as a lower level language above the representation used inside a solver, e.g., binary decision diagrams \[ 18 \]. In this context, one can think of temporal logic as an analog of assembly language. It follows that by translating a problem description to logic, it can then be given as input to a suitable synthesis tool.

**Modularization** Another reason why specifications are not always purely declarative is that in many cases we want to synthesize a system using existing components. In other words, we already have a partial model of reality, and we declare to our synthesis tool what properties the controller under design should satisfy with respect to this model. So the partial model is best described imperatively, whereas the goal declaratively, using temporal logic.

**Other** Educationally, the transition for engineering students from a general purpose programming language, like PYTHON or C, directly to temporal logic constitutes a significant leap. Using a multiparadigm language can make this transition smoother.

The preceding arguments on the need for a more structured specification language that spans paradigms do not allude as to whether Promela or some other syntactic variant is more appropriate for this purpose. The selection of syntax will be discussed throughout, and the results can be adapted to any suitable syntax.

**Contents** This work proposes a language that can describe synthesis problems for open systems that react to an adversarial environment. The syntax is derived from that of Promela, whereas the semantics interprets it as a two-player turn-based game of infinite duration. Both synchronous and asynchronously scheduled centralized systems with full information can be synthesized.

In Section 1.1, we review temporal logic and relevant notions about two-player games. The semantics of the language is defined in Chapter 2. The presence of two players requires declaring who controls each variable (Section 2.1), as well as the data flow, and control flow in transition systems (Section 2.2). In addition, the specification needs to be partitioned into assumptions about the environment, and guarantees that the system must satisfy (Section 1.1, Section 2.2). The integration of declarative and imperative semantics is obtained by defining imperative variables (Section 2.1), deconstraining, and executability of actions (Section 2.3.4). In order to be synthesized, the program is translated to temporal logic, as described in Chapter 3. Relevant work is collected in Appendix A.2.

**Acknowledgments** This work was supported in part by the TerraSwarm Research Center, one of six centers supported by the STARnet phase of the Focus Center Research Program (FCRP) a Semiconductor Research Corporation program sponsored by MARCO and DARPA. The first author was partially supported by a graduate research fellowship from the Jet Propulsion Laboratory, over the summer of 2014. The authors would like to thank Scott Livingston for providing helpful comments on an early draft of this document.

### 1.1 Preliminaries

#### 1.1.1 Linear Temporal Logic

Linear temporal logic with past is an extension of Boolean logic used to reason about temporal modalities over sequences. The temporal operators “next” \( \Box \) and “until” \( \mathcal{U} \) suffice to define the other operators \[ 14 \].

Let \( AP \) be a set of variable symbols \( p \) that can take values over \( \mathbb{B} \equiv \{ \bot, \top \} \). A model of an LTL formula is a sequence of variable valuations called a word \( w : \mathbb{N} \rightarrow \mathbb{B}^{AP} \). A well-formed formula is inductively defined by \( \varphi \) \( := p \mid \neg \varphi \mid p \land \varphi \mid p \lor \varphi \mid \varphi \mathcal{U} \varphi \mid \Box \varphi \). A formula \( \varphi \) is evaluated over a word \( w \) at a time \( i \geq 0 \), and \( w, i \models \varphi \) denotes that \( \varphi \) holds at position \( i \) of word \( w \). Formula \( \Box \varphi \) holds at position \( i \) if \( \varphi \) holds at position \( i + 1 \), \( \varphi \mathcal{U} \psi \) holds at \( i \) if there exists a time \( j \geq 0 \) such that \( w, j \models \psi \) and for all \( 0 \leq k < j \), it is \( w, k \models \varphi \). The
operator $\Diamond p \triangleq \text{true} \lor p$ requires that $p$ be “eventually” true, and the operator $\Box p \triangleq \neg \Diamond \neg p$ requires that $p$ be true over the whole word. The past fragment of LTL extends it with the “previous” and “since” operators, $\bigcirc, \mathcal{S}$ respectively [21, 22, 23]. Formula $\bigcirc \varphi$ holds at $i$ iff $i > 0$ and $w, i - 1 \models \varphi$, and formula $\varphi \mathcal{S} \psi$ holds at $i$ iff there exists a time $j$ with $0 \leq j < i$ such that $w, j \models \psi$, and for all $k$ such that $j < k \leq i$ it is $w, k \models \varphi$.

The weak previous operator $\bigcirc$ is defined as $\bigcirc \varphi \triangleq \neg \bigcirc \neg \varphi$, “once” $\Diamond$ as $\Diamond \varphi \triangleq \mathcal{S} \varphi$, and “historically” $\Box$ as $\Box \varphi \triangleq \neg \Diamond \neg \varphi.$

### 1.1.2 Turn-based games

In many applications, we are interested in designing a system that does not have full control over its reality. Some problem variables represent the behavior of another entity, usually referred to as the “environment”. The system reads these input variables and reacts by writing to output variables that it controls, continuing indefinitely. Such a system is called open [24, 25], to distinguish it from closed systems that have no inputs, and so full control.

The synthesis of an open system can be formulated as a two-player adversarial game of infinite duration [26, 27, 28]. The two players in the game are usually called the protagonist (system) and antagonist (environment). We control the protagonist, but not the antagonist. If the players move in turns, then the game is called alternating. Each pair of consecutive moves by the two players is called a turn of the game. In each turn, player 0 moves first, without knowing how player 1 will choose to move in that turn of the game. Then player 1 moves, knowing how player 0 moved in that turn.

Depending on which player we control, there are two types of game. If the protagonist is player 1, then the game is called Mealy, otherwise Moore [29, 30]. Due to the difference in knowledge about the opponent’s next move between the two flavors of game, more specifications are realizable in a Mealy game, than in a Moore game. There exist solvers for both Moore and Mealy games. Here we will consider Mealy games only, but the results can be adapted to Moore games as well.

### 1.1.3 Games in logic

Temporal logic can be used to describe both the possible moves in a game (the arena or game graph), as well as the winning condition (e.g., fairness). Let $\mathcal{X}$ and $\mathcal{Y}$ be two sets of propositional variables, controlled by the environment and system, respectively. Let $\mathcal{X}'$ and $\mathcal{Y}'$ denote primed variables, where $x'$ represents the next value $\bigcirc x$ of variable $x$. We abuse notation by using primed variables inside temporal formulae.

Synthesis from LTL specifications is in 2ExpTime [31, 32], motivating the search for fragments that admit more efficient synthesis algorithms. Generalized reactivity of index one, abbreviated as GR(1), is a fragment of LTL that admits synthesis algorithms of time complexity polynomial in the size of the state space [4]. We use GR(1) in the following [32, 33, 34, 35, 36], but the results can be adapted to larger fragments of LTL, provided that another synthesizer be used [37, 38, 39, 40, 41].

The possible moves in a Mealy game can be specified by initial and transition conditions that constrain the environment and system. Initial conditions are described by propositional formulæover $\mathcal{X} \cup \mathcal{Y}$. Transition conditions are described by safety formulæof the form $\Box \varphi_i$ where, for the environment $i = e$ and $\varphi$ is a formula over $\mathcal{X} \cup \mathcal{X}' \cup \mathcal{Y}$, and for the system $i = s$ and $\varphi$ is a formula over $\mathcal{X} \cup \mathcal{X}' \cup \mathcal{Y} \cup \mathcal{Y}'$. Note that the system plays second in each turn, so it can see $\mathcal{X}'$, whereas the environment cannot see $\mathcal{Y}'$, because it represents future values. The winning condition in a GR(1) game is described using progress formulæof the form $\Box \Diamond \psi_i, i \in \{e, s\}$, where $\varphi_i$ is a propositional formulæover $\mathcal{X} \cup \mathcal{Y}$.

The overall specification of a GR(1) game is of the form

$$
\left( \bigwedge_{i=0}^{n_0} \theta_{e,i} \land \bigwedge_{i=0}^{n_1} \Box \varphi_{e,i} \land \bigwedge_{i=0}^{n_2} \Box \Diamond \psi_{e,i} \right) \rightarrow \left( \bigwedge_{i=0}^{m_0} \theta_{s,i} \land \bigwedge_{i=0}^{m_1} \Box \varphi_{s,i} \land \bigwedge_{i=0}^{m_2} \Box \Diamond \psi_{s,i} \right)
$$

(1.1)

Note that requirements that constrain the environment are called assumptions and guarantees that the system must satisfy are called assertions. Assumptions limit the set of admissible environments, because, in practice, it is impossible to satisfy the design requirements in arbitrarily adversarial environments [24]. The implication above is interpreted by prioritizing between safety and liveness, to prevent the system from
violating its safety assertion in case this would allow it to prevent the environment from satisfying its liveness assumption.

The algorithm for GR(1) synthesis proposed in [3] has complexity $O((nm |\Sigma|)^3)$ and the one later proposed in [4] has complexity $O(nm |\Sigma|^2)$, where $n$ is the size of the assumption formula, $m$ the size of the assertion formula, and $\Sigma$ the state space (all possible valuations of variables), with size $|\Sigma|$ is exponential in the number of variables.
Chapter 2

Language definition

The language we are about to define is syntactically an extension of Promela [42], but its semantics is defined by a translation to turn-based infinite games with full information. Promela is a guarded command language that can represent transition systems, non-deterministic execution, and guard conditions for determining whether statements are executable [42, 43]. Its syntax can be found in the language reference manual [42, 44]. Here we will introduce syntactic elements only as needed for the presentation. Briefly, we mention that a program comprises of transition systems and automata, whose control flow can be described with sequential composition, selection and iteration statements, goto, as well as blocks that group statements for atomic execution.

2.1 Variables

2.1.1 Ownership

In a modeling language for closed systems, one player controls all the variables. In contrast, in a game there are two players. Let \( \mathcal{X} \) denote the variables controlled by the environment, and \( \mathcal{Y} \) those controlled by the system. We call owner of a variable the player that controls it. We use the keywords env and sys to signify the owner of a variable. Variables can be of Boolean, bit, byte, (bounded) integer, or bitfield type. These types are discussed more in Sections 2.1.3 and 4.2.1.

So there are two flavors of variables, depending on who decides their values:

1. controlled variables (system variables, also known as outputs, or output ports)
2. uncontrolled variables (environment variables, also known as inputs, or input ports)

In the global context (i.e., outside proctype declarations), the default owner is the system. Let \( V_p \) denote the set of program variables declared as controlled by player \( p \in \{e, s\} \), for environment and system, respectively. The set \( V_e \) is a subset of \( \mathcal{X} \), because it does not include auxiliary variables that may be introduced by the compiler as described in Chapter 3. From a first-order logic viewpoint, ownership defines quantification [25]. System variables are existentially quantified, whereas environment variables universally.

2.1.2 Declarative and imperative semantics

In imperative languages, variables remain unchanged, unless explicitly assigned new values. In declarative languages, variables are free to change, unless explicitly constrained [45]. In verification, both declarative languages like TLA [46] and SMV [47] have been used, as well as imperative languages like Promela and Dve [48].

In a synthesis problem, there are variables whose behavior can more succinctly be described declaratively, whereas others imperatively. For this reason, we combine the two paradigms, by introducing a new keyword free to distinguish between imperative and declarative variables. Variables whose declaration includes the keyword free are by default allowed to be assigned any value in their domain, unless explicitly
constrained otherwise. Variables without the keyword *free* have imperative semantics, so their value remains unchanged, unless otherwise explicitly stated. Let $V^{\text{free}}$ denote free, and $V^{\text{imp}}$ the imperative program variables, respectively.

### 2.1.3 Ranged integer data type

Symbolic methods for synthesis use binary decision diagrams (BDDs) \[18, 20\]. Reordering variables can be expensive, so reducing the number of bits is a primary objective, because each extra propositional variable of the problem introduces two BDD variables (a primed and an unprimed one). This effect has a milder impact on enumerated methods, because it increases the memory required to store each state, but leaves unaffected the number of reachable states. But for BDDs, the number of BDD nodes is sensitive to the number, and ordering, of variables.

In addition, the complexity of GR(1) synthesis is polynomial in the number $|\Sigma|$ of variable valuations (Section 1.1.3), which grows exponentially with each additional bit. We can reduce the number of bits by using bitfields whose width is tailored to the problem at hand, together with safety constraints. For example, a variable $x$ that can take values in the set $\{0, 1, 2\}$ is represented in logic by two propositional variables $x_0, x_1 \in \mathbb{B}$ and the constraint

$$\square(0 \leq x \leq 2) \iff \square((x_0 \neq 1) \lor (x_1 \neq 1)),$$

which prevents the valuation $x_0 = 1, x_1 = 1$, i.e., $x = 3$.

For convenience, the *ranged* integer type $\text{int}(\text{MIN}, \text{MAX})$ is introduced to define a variable

$$x \in \{\text{MIN}, \text{MIN} + 1, \ldots, \text{MAX}\}.$$

This syntax is a slight extension of the C-like syntax of pure Promela. Ranged integer variables have saturating semantics \[49\]. Safety constraints are automatically imposed on the bitfield representing a ranged integer. Other numerical data types (bits, bytes, bitfields) have mod wrap semantics (modular arithmetic).

### 2.1.4 Notation

Summarizing the notation defined earlier:

- $X$ are all the variables controlled by the system,
- $Y$ are all the variables controlled by the environment,
- $V$ is the set of all variables declared in a program source listing,
- $V_s \subseteq V$ are the program variables controlled by the system,
- $V_e \triangleq V \setminus V_s$ are the program variables controlled by the environment,
- $V^{\text{free}}$ are the declarative program variables, and
- $V^{\text{imp}} \triangleq V \setminus V^{\text{free}}$ are the imperative program variables.

For a set of variables $V$, $V'$ denotes the set of primed variables $u'$, for each variable $u \in V$. The set $\text{Var}(\phi)$ denotes the variables that appear in formula $\phi$. Combinations of subscripts denote intersection, for example $V_s^{\text{imp}} = V^{\text{imp}} \cap V_s$ is the set of imperative system variables.

### 2.2 Game graphs as programs

In many synthesis problems, the specification includes graph-like constraints. These may originate from physical configurations in robotics problems, deterministic automata to express a formula in GR(1), or describe abstractions of existing components that are to be controlled. Program graphs can be used to describe graph-like constraints. A *program graph* is a rooted directed multi-graph $P_r \triangleq (V_r, E_r, u)$ whose
The notions of control flow and data flow are relevant to defining the behavior of a program graph. Control flow is the traversal of edges, whereas data flow is the behavior of program variables along this traversal. A program counter variable $pc_r$ that stores the current node in $V_r$ suffices to define control flow (together with a key variable to distinguish edges with identical source and target nodes). The environment (system) controls the flow of variables in $X$ ($Y$).

A natural question to ask is who controls the program counter. Another question is whose data flow is constrained by the program graph $P_r$. If the same player controls the program counter and is constrained by $P_r$, then the program graph describes an automaton for the behavior of that player only. If one player controls the program counter, and the opponent reacts by choosing a compliant data flow, then the program graph describes a game.

As an example, suppose that the environment controls the program counter, and the system the data flow. At each node, the environment can pick any successor node, and the system must react by selecting a data flow compatible with the program statement that labels the edge that the environment picked. So paths in this program graph are universally quantified, whereas data flow is existentially quantified. This case is schematically depicted in Fig. 2.1c, and can be used to represent a verification problem Section 2.7.

The notion of path quantification corresponds to universal and existential nodes in alternating tree automata, although the program graphs presented here differ in how edges are labeled. If paths are universally quantified, then control flow nondeterminism is known as demonic, p.85, otherwise as angelic. The execution of such a program graph induces a game graph.

2.2.1 Syntax

Program graphs are declared with the proctype keyword of Promela followed by statements enclosed in braces. We use the keyword assume (assert) to declare that a program graph constrains the environment’s (system’s) data flow. These keywords are common in theorem proving and program verification languages. We use the keyword env (sys) to declare that the environment (system) controls the program counter $pc_r$. If the keywords are omitted, the control and data flow context are controlled by the system. We will call program graphs processes, noting that these processes have full information about each other, so they correspond to centralized synthesis, not distributed. The program counter owner is the player that controls variable $pc_r$. The process player is the player constrained by the program graph.

The example of Fig. 2.1c corresponds to

```plaintext
assert env proctype foo(){
    bit x;
    env bit y;
    ...
}
```

Figure 2.1: An assumption (assertion) process constrains the environment (system) variables, and env (sys) declares who chooses the next statement to be executed (when there are multiple).
The default owner of variables declared in a proctype context is the player that controls the data flow. So in the previous code example, the variable $x$ is controlled by the system, because of the keyword assert. The owner of local environment variables in an assertion needs to be explicitly declared, as shown for variable $y$.

2.2.2 Example

For example, the specification in Listing 2.1 defines a game between two players: the Bunny, and Taz, that move in turns. Each logic time step includes a move by Taz from $(x_t, y_t)$ to $(x'_t, y'_t)$, followed by a move by the Bunny from $(x, y)$ to $(x', y')$. The Bunny must reach the carrot, without moving through a cell that Taz is in (assert ltl). Taz can only move between $x_t \in \{1, 2\}$, and has to keep visiting the lower row. Taz can move diagonally, but the Bunny only vertically or horizontally. Both players have an option to stay still (skip). Note that $x_t$ is a declarative variable, so it can change unless constrained.

The process taz constrains the environment variables $x_t, y_t$ (assume) and the environment controls its program counter (env). Similarly for bunny that is controlled by, and constrains the system. The do loops define alternatives that each player must choose from to continue playing the game.

Note how nondeterminism in process taz is demonic (universally quantified), whereas in bunny angelic (existentially quantified), i.e., the design freedom given to the synthesis tool. Each player has full information about all variables in the game, both local, as well as global. The solution is a strategy represented as a Mealy transducer that the Bunny can use to win the game.

Note that the specification corresponds to an alternating time interpretation, i.e., that the two players move in turns (like chess). The subformula $(x == xt) \&\& (y == yt)$ ensures that the Bunny and Taz are not in the same cell at the same turn of the game. It does not specify that the Bunny should avoid Taz moving to its cell in the next turn of the game.

Instead, that requirement is ensured by the conjunct

$$\varphi \equiv \Box \neg ((x = x'_t) \land (y = y'_t)),$$

which prevents the Bunny from moving next to Taz, from where Taz can catch it in the next turn. Note that $\neg x$ and $\neg\neg x$ are the weak and strong “previous” operators, respectively. Using the strong “previous”, this is equivalent to

$$\varphi = \Box \neg ((x = x'_t) \land (y = y'_t))$$

(commented in code).

A naive first attempt could have been $\Box \neg((x = x'_t) \land (y = y'_t))$. However, during solution of the Mealy game, this leads to a controllable predecessor operation of the form $\forall x'_t, y'_t, \ldots : x'_t, y'_t, \ldots, (x = x'_t) \land (y = y'_t)$. This is false, because variables $x, y$ are not quantified (fixed already in the previous time step). Instead, we apply the axiom

$$\Box p = \Box \Box p$$

P4, p.58. This shifts the expression $\neg((x = x'_t) \land (y = y'_t))$ to the past, and yields the equivalent formula $\varphi$, which is suitable for attractor computations. Past LTL is implemented by a translation using temporal testers.

2.3 Expressions

In declarative languages like TLA, SMV, and the input syntax of GR(1) synthesis tools, the temporal operator “next” can be used to refer to values that variables will take in the next time step. Similarly, open Promela expressions can contain variable values at the next time step, extending the expressions of pure Promela. In temporal logic, the value of a variable $x$ at the next time step is denoted by $\Box x$. In open Promela syntax, the value $\Box x$ is denoted by priming the variable as $x'$. The prime is used as syntax for the “next” operator in TLA and for input to several synthesis tools. For readability, in the following we use primed variables also inside equations, so $x'$ denotes $\Box x$.

1 There are two “next” operators, a function and a connective. By abusing notation, the symbol $\Box$ denotes the unary temporal connective “next” $\Box : \text{wff} \rightarrow \text{wff}$ if $x$ is a propositional variable, or the function “next” $\Box : \mathcal{D} \rightarrow \mathcal{D}$ if $x$ is a function variable, where “wff” is the set of well-formed formulae. These are operators of unquantified first-order temporal logic.
Listing 2.1: The code that describes the example shown in Fig. 2.2.

```c
#define H 3

free env int(1, 2) xt;
env int(0, H) yt;

assume env proctype taz(){
    do
    :: yt = yt - 1
    :: yt = yt + 1
    :: skip
    od
}

assume ltl { [](yt == 0) }

sys int(0, 3) x;
sys int(0, H) y;

assert sys proctype bunny(){
    do
    :: x = x - 1
    :: x = x + 1
    :: y = y - 1
    :: y = y + 1
    :: skip
    od
}

assert ltl {
    []( ! ((x == xt) && (y == yt)) &&
    /* [] ! --X ((x' == x) && (y' == y)) && */
    []( ! ((x == xt) && (y == yt)) &&
    [](x == 3) && (y == 2) ) }
```

Figure 2.2: Turn-based game between two adversaries.
2.3.1 Functions, predicates, and connectives

Expressions are built from [14]:

- nullary function variables (integer-valued variables)
- unary function constants: -
- binary function constants: +, -, *, /, %, &, |, ~
- nullary predicate variables (Boolean-valued variables)
- binary predicate constants: <, <=, ==, !=, >=, > (≠, ≤, =, ≠, ≥, >)
- nullary formula connectives false, true (⊥, ⊤)
- unary formula connectives ! (¬)
- unary temporal formula connective ' (next)
- binary formula connectives &&, ||, ->, <->, U, W, R, S

The prime is used as postfix syntax for the temporal operator “next”. For example, x' is the value of variable x at the next time step. There are also temporal logic formulae (with “always”, “eventually”, and “until”) that can appear in ltl blocks, but here we focus on expressions that can appear as statements in a process.

2.3.2 State predicates and actions

Following TLA, we call state predicate an expression that does not contain primed variables [11]. Note that a state predicate does not contain temporal operators, so it has no side effects. In pure Promela, all expressions are state predicates.

An action is an expression that contains primed variables [11]. If controlled variables appear primed in an action, then the action can be regarded as generalization of an assignment, as described next.

2.3.3 Deconstraining

By default, imperative variables are constrained to remain unchanged. If any assumption (assertion) process executes a statement that contains a primed environment (system) variable, then that variable is not constrained to remain unchanged in that time step. Such a variable is called deconstrained.

For example, suppose that the following statements appear in an assertion:
When the statement $x == 0$ is executed, the variable $x$ is constrained by $x' = x$. But when the statement $x' == 1 - y$ is executed, the synthesizer is allowed to pick the next value of $x$ as needed, in order to satisfy the equality $x' = 1 - y$.

Note that if a statement in an assumption (assertion) process contains primed imperative system (environment) variables, these are not deconstrained. The reason is that assumptions (assertions) are relevant only to the environment’s (system’s) data flow.

Moreover, primed environment variables can appear in system processes, because those are past values that the environment just selected. In a Mealy game, primed system variables cannot appear in an assumption process, because they are future values that the system has not yet selected (if the game is interpreted using an alternating time refinement).

For example, suppose that the environment controls variable $x$ and the system controls $y$, and the following code appears in an assertion:

```plaintext
env int(0, 10) x;
sys int(0, 10) y;
(x' == 5) && (y' == 3)
```

The above expression is interpreted as the formula

$$ (x' = 5) \land (y' = 3). $$  \hfill (2.2)

Note that the default constraint $y' = y$ has not been applied, otherwise the action would be satisfiable only if variable $y$ already equals 3. Also, no constraint resulted for variable $x$, because an assertion does not constraint the environment’s data flow.

In implementation, the imperative variables are constrained separately, by collecting all the edges that deconstrain them, as discussed in Chapter 3.

### Primed variables in a Mealy game

In this section, we describe the meaning of primed variables for a Mealy game. The game is alternating. If interpreted with a time refinement to alternating time, then a two-player alternating (turn-based) game is played between an output/input Moore machine and an input/output Mealy machine.

The system (Mealy transducer) looks at the current environment input that reacts to primed environment variables from $X'$, and to the previous environment input (to which it has reacted in the previous turn of the game) by unprimed environment variables from $X$. The environment refers to the current system output to which it reacts by using unprimed system variables from $Y$. In order to refer to the last system output, the environment must use the unary temporal operator “previous” of past LTL. The past fragment of LTL can be used in GR(1), as proved in [4].

### Nested “next”

Using a GR(1) synthesizer as back-end, nest “next” operators cannot be nested within a single statement, because nested next operators cannot appear in safety clauses of a GR(1) formula. If a synthesis tool for full LTL is used [37, 39, 40, 41], or bounded synthesis [35, 38], or the LTL formula that the program is translated to is converted to GR(1) [14], then multiply primed variables can be used, but the complexity is less favorable.

### 2.3.4 Executability

A condition called guard is associated to each statement [33]. The process can execute a statement only if the guard evaluates to true. If a process currently has no executable statement, then it blocks. If no process has an executable statement, then the system will deadlock, and lose the game.
For each statement, its guard is defined by existential quantification of the primed variables of the data flow player. The quantification is applied after the statement is translated to a logic formula. So the guard of a statement is the realizability condition for that statement. It means that, from the local viewpoint of that statement only, given the current values of variables in the game, the constrained player can choose a next move. So the scheduler cannot pick as next process to execute a process that has blocked. Clearly, if all processes block, then that player deadlocks.

Using this definition, the guard of a state predicate is itself, as in PROMELA. In contrast to a state predicate, an action includes primed variables, so it can constrain the values assigned next to variables. As noted earlier, actions can be considered as generalized assignments. Unlike assignments in pure PROMELA, actions are not always executable.

In implementation, variables are quantified using the PYTHON binary decision diagram package dd. If an unsatisfiable guard is found, then the implementation raises a warning.

For example, if we inserted the statement \( xt \land xt' \land y' \) in the process bunny (in Fig. 2.2), then its guard would be \( \exists y'.x_t \land x'_t \land y' = x_t \land x'_t \). Similarly, the guard of an expression \( xt \land xt' \) in the process taz is \( \exists x'_t.x_t \land x'_t = x_t \).

**Alternative** An atomic block can also be used to combine a Boolean expression that acts as guard, with an action. This block forms a compound statement that becomes executable, if, and only if, the guard evaluates to true. Atomic statements are discussed in Section 2.6.

### 2.4 Assignments

Each assignment statement is translated to a formula that has the same effect. In an assumption (assertion), only environment (system) variables can be assigned. The assigned variable is not constrained to remain unchanged, if it happens to be an imperative variable. All other non-free variables (that do not appear inside the left operand) are subject to their default constraints. For example, the expression \( x = (\text{expr}) \) is interpreted (roughly – see Chapter 3 for details) as the formula

\[
(x' = (\text{expr})) \land \bigwedge_{y \in V^{\text{imp}} \setminus \{x\}} (y' = y)
\]

So the assignment operator overrides the default constraints that apply to imperative variables. The statement \( x = x' \) is equivalent to the formula \( x' = x' \), which is a tautology, so true irrespective of the value that variable \( x \) takes next.

As remarked in Section 2.3.3, primed system variables cannot appear in assumptions, so the following assumption statements

\[
\begin{align*}
\text{env bit y;} \\
\text{sys bit x;} \\
\text{x = y';}
\end{align*}
\]

\footnote{dd is a pure PYTHON BDD package by the first author https://github.com/johnyf/dd}
are not well-defined. In particular, \( y' \) is a value that the system will select, after the environment selects \( x' \). Therefore, it can always observe what value the environment assigned to \( y' \), and choose \( x' = \neg y' \) to force the environment to lose the game.

Note that in an assumption (assertion), an imperative local variable of the system (environment) cannot be assigned to, because it is outside the scope of assertion (assumption) statements. Therefore, its default constraints imply that it will remain invariant. So such a local variable is of little use. Local opponent variables are useful only if declarative.

### 2.4.1 Truncation semantics

An assignment states that the next value of the assignee is equal to the value of the expression on the right hand side of the assignment symbol. If the assigned variable has mod-wrap semantics, then the value of the expression is truncated to the bitfield width of the assigned variable. As a result, an assignment to a variable with mod-wrap semantics cannot block.

If the assigned variable has saturation semantics, then the value of the expression is not truncated. So, an assignment to a variable with saturating semantics can block.

To formalize the previous, let \( \text{trunc}(y; w) \) denote a function that truncates the value of expression \( y \) to bitwidth \( w \). An assignment \( x = \text{expr} \) is translated to the logic formula

\[
x' = \text{trunc}(\text{expr}, \text{width}(x)),
\]

if variable \( x \) has mod wrap semantics, and to

\[
x' = \text{expr}
\]

otherwise. If variable \( x \) is imperative, then it is deconstrained.

### 2.4.2 Equality operator in logic

There is no assignment in logic. So only the operator “=” appears in logic formulae. In the input syntax of a solver like gr1c, the code fragment \( x = x + 1 \) is interpreted as the formula \( (x = x + 1) \), which is false, because the current value of variable \( x \) is different than the current value of \( x \) plus one. In contrast, in open Promela the token “=” signifies assignment, so the code fragment \( x = x + 1 \) is interpreted as the formula \( (x' = x + 1) \), which is satisfiable.

### 2.5 Automata products

We introduce the keywords async and sync to define asynchronous and synchronous, respectively, products of program graphs. A product is defined by one of the keywords async, sync, followed by proctype declarations enclosed in braces \{...\}. The product is taken over the processes enclosed in braces. In general, each such block can contain proctype declarations, as well as other products of processes. We will refer to each encapsulated block or proctype contained inside a block as an element of the container block. So the syntax is of the form async{ proctypes or sync products }, and sync{ proctypes or async products }.

A synchronous product blocks, if any program graph in it blocks. Otherwise, the scheduler can select the synchronous product for execution, so all program graphs must execute simultaneously. All program graphs in a synchronous product must constrain the same player.

An asynchronous product is the default top context, as in Promela. The scheduler can select any unblocked program graph (or sync product) inside an asynchronous product as the one that should execute next. The environment controls the scheduler, so if it picks a process whose guard evaluates to true, but its action is not satisfiable (Section 2.3), then the system fails to react and loses the game. If all program graphs of a player are blocked, then that player deadlocks and loses the game. In order to describe the process products discussed above, the Promela extended Backus-Naur form (EBNF) is augmented as described in Appendix A.1. An example of how asynchronous products can be nested is shown in Fig. 2.4.
Figure 2.4: Products of program graphs.

```plaintext
sys proctype foo(){
    ... 
}

env proctype hoo(){
    ... 
}

sync{
    sys proctype boo(){
        ... 
    }
}

env proctype qoo(){
    ... 
}

env proctype moo(){
    ... 
}
```

Figure 2.5: Nesting of synchronous and asynchronous process and player products. The prefix “env” signifies that the asynchronous product is universally quantified.

Note that nesting asynchronous (synchronous) products is equivalent to a single (flat) asynchronous (synchronous) product. Also, note that the asynchronous products between program graphs are in the context of full information, so the system is not asynchronous in the sense of \[66, 67\].

The asynchronous products defined above have universal quantification, because the environment schedules processes to execute. A possible extension is to define controlled asynchronous products, where the system selects the process that will execute. This is existential quantification of an asynchronous product. A prefix by `sys` can be used as syntax, i.e., `sys async{...}`. Currently, controlled asynchronous products are not implemented.

### 2.6 Atomic statements

The presence of two players and the target language (temporal logic) allow for a number of possible alternative interpretations for atomicity. We discuss them in this section.

Pure **Promela** includes two block statements that allow a process to request exclusive execution (of itself) by the process scheduler:
1. **atomic(...)**: the statements inside the block that follows the keyword `atomic` are executed uninterruptedly, *unless* any one of them blocks. If a statement blocks, then atomicity is lost, allowing the scheduler to select the next process from among all the executable processes. Non-determinism is admissible inside an `atomic` statement.

2. **d_step(...)**: the statements inside the block that follows the `d_step` keyword are executed strictly uninterruptedly. No statement is allowed to block. In other words, a `d_step` cannot lose atomicity. If it blocks, then an error is raised. Non-determinism is not interpreted as such, but resolved arbitrarily once, and that choice remains fixed over the entire state space (as obtained by unfolding by the semantics engine).

### 2.6.1 Controllability of process execution

First, we observe that in pure Promela an atomic statement prevents all other (executable) processes from executing. In open Promela though, there are two players that in turn execute steps of the processes that they control. So an `atomic` statement can preempt either:

- all other processes of the player that controls the process that requests atomic execution, or
- all processes, of both players.

The first alternative models time consumed by the system to execute atomic execution, by allowing the environment to keep playing against it in turns. This models the situation where the system can request atomic execution among its own processes, but not from the environment. In other words, the environment acts in a strictly adversarial way, and we assume that the atomic block cannot be ensured to execute in alternation with the environment.

The second alternative models system actions that can either

- be ensured to execute in negligible time, within one turn of the system player, or
- a not totally adversarial environment, that cooperates slightly, by respecting preemption by system processes.

A unifying viewpoint is to consider these two cases of preemption power as another question of controllability:

- Preemption of system processes is controlled by the system in the first variant, but preemption of environment processes is uncontrolled by the system.
- Preemption of both environment and system processes is controlled by the system in the second variant.

The syntax `atomic(sys)`... can be used to define that only system processes are to be preempted. An `atomic...` block results in preemption of all processes, reducing the likelihood of confusion with pure Promela. Currently, preemption of both system and environment processes is implemented, but the syntax `atomic(sys)`... is a direct extension.

### 2.6.2 Expressing atomicity in temporal logic

An `atomic` statement can be represented in temporal logic by introducing auxiliary variables. Formally, atomicity is represented by Eqs. (3.7), (3.38), (3.41), (3.45) and (3.46) in Chapter 3, with some details discussed in Section 3.5. Here, we give an informal overview of how atomicity is represented in logic.

---

3 In Promela, a block is defined as a set of statements contained in a pair of braces {...}.  
4 In verification, the system state is tracked during execution of an atomic block. The reason is to be “prepared” for losing atomicity, because, at that instance, the Kripke model’s state will need to be stored in the state space. Note that in SPIN, a never claim is not evaluated during the execution of an atomic statement. By modeling claims with a guarantee on a process controlled by the environment that observes the system execution, we can say that never claims in SPIN have the same semantics as global preemption, which is discussed later in this section.  
5 For example, due to time-scale separation between the system and its environment, similarly to the synchronous hypothesis
Consider a set of processes that execute asynchronously, and suppose that the scheduler selects a single process to execute next. The process executes its next statement, and can request to execute its next statement without interleaving with any other process, i.e., exclusively. We will call this process a requestor. Such a request is made when, in the program graph, the target node of the executed statement is in atomic context (Eq. (3.3)).

If the next statement is executable, then the scheduler grants the request for exclusive execution by selecting the requestor as the process that will execute next (Eq. (3.3)). Otherwise (i.e., when the next statement blocks), the scheduler selects another process to execute, one that is not blocked. The second case is called loss of atomicity.

In syntax, an atomic block defines nodes of the program graph that are in atomic context. If none of these statements blocks, then the block is executed uninterruptedly, without interleaving with other other processes (provided no statement is a goto with target outside the atomic block). Note that an atomic block cannot appear in a process that is part of a synchronous product.

Note that a request for exclusive execution is made when the target node is in atomic context. This can be the case when either the process enters atomic context, or when the process is already inside atomic context. A process can enter atomic context by either executing a statement that is syntactically the first in an atomic block, or by traversing a goto that jumps from outside, to inside an atomic block, or by resuming execution after losing atomicity.

It is interesting to note that an atomic context does not necessarily comprise of a single syntactic atomic context, because goto statements can jump to another syntactic atomic context, from within the current one, without interruption of atomic execution, as long as the target node is in the interior of an atomic block.

The requestor sets an auxiliary integer variable exs to notify the scheduler of its identity. Upon entering atomic context, the requestor sets exs = j, where j is its identity (pid). If the requestor wants to preempt processes of both players, then it sets the propositional variable pmj, in addition to exs = j. The scheduler reacts by selecting j as the next pid to execute, or not, in case j is blocked.

A process sets exs to its last value if it does not request exclusive execution. The last value is selected to correspond to an existing process (so if there are n processes, then exs can take n + 1 values). The last value is used in order to avoid introducing additional auxiliary Boolean variables, thus economizing on bits for representing the problem. Extending the domain of exs by one increases the number of bits required to represent it only if the number n is already a power of two. Otherwise, no new BDD variables are introduced. For example, if n = 6, then the domains:

- \{0, 1, \ldots, n - 1\} = \{0, 1, \ldots, 5\} and
- \{0, 1, \ldots, n - 1, n\} = \{0, 1, \ldots, 6\}

both require 3 bits to represent them.

Notice that the environment controls the scheduler, so it can serve requests only in the next turn of the game. So if the system’s process j requests atomic execution at turn k, then the scheduler responds in turn k + 1, by pausing the environment and selecting process j to execute in turn k + 1. The environment executes as normal in turn k, when the request was issued. This conforms to the order of play, i.e., the environment in turn k executed before the system issued its request. So indeed, this does not interleave with the statements in the atomic block.

Defining a translation of atomic blocks from Promela to temporal logic extends previous work that did not handle iteration constructs, loss of atomicity, nor non-determinism inside atomic blocks [12, 14, 71].

### 2.6.3 Visibility to properties

If atomic statements execute over multiple time steps in temporal logic, then the intermediate states become visible in the game. A primary purpose of atomic transitions is to model changes of state that are ensured to happen indivisibly in implementation. Therefore, the intermediate states are a modeling artifact, so not relevant to LTL properties or other processes. For this reason, specification properties are not intended to take into account the states produced during atomic execution. In SPIN, these states are ignored in an atomic context, unless atomicity is lost (the last state produced becomes visible to LTL properties and other processes).
Consider an LTL safety property $\varphi$ defined by an \texttt{ltl} block. For the reasons just described, the property needs to be “deactivated” if two conditions hold: some process just requested atomic execution, and the scheduler grants the request, i.e., the requestor did not blocked and lost atomicity. A property that does not contain “next” operators can be deactivated by disjoining it with these two conditions, as in Eqs. (3.45) and (3.46) that are introduced in Section 3.5. Fig. 2.6 shows how other processes “freeze”, and the property $\psi \triangleq \varphi \lor (ps_s = ex_s < n_s)$ deactivates the property $\varphi$, so that it won’t observe any intermediate states produced during atomic execution.

Note that a variation is possible, by allowing a property to observe the intermediate states during atomic execution. Such a property represents a specification for the \textit{internal} operation of that process, but not with respect to other processes. The implementation exposes an option to make atomic execution visible to safety properties.

### 2.6.4 Stutter invariance

The temporal logic representation of atomicity outlined in Section 2.6.2 remains valid under conditions that are discussed in this section. There are three cases to consider:

1. safety GR(1) properties that the user has defined as \texttt{ltl} blocks,
2. asynchronously executing other processes,
3. synchronously executing other processes that are preempted, e.g., Büchi automata.

As discussed next, in order to ensure correctness of the representation of atomicity in logic, some of the above cannot contain the “next” operator. We need to consider two categories of GR(1) safety formulae: those that contain the “next” operator, and those that do not. Note that formulae that contain only primed variables are almost equivalent to their unprimed counterpart.

As shown in Fig. 2.6, there are two different time scales:

---

* Nesting of asynchronous products inside synchronous products and inclusion of atomic statements are not implemented yet, but nevertheless discussed in the analysis.

* The primed version excludes the initial time.
• asynchronous time, which includes the time steps: \( \ldots n - 1, n, m + 1, \ldots \) (macro steps)
• game time, which includes all time steps: \( \ldots n - 1, n, n + 1, \ldots, m, m + 1, \ldots \) (micro steps).

Let us consider how these different time scales appear to the properties and processes listed earlier.

**Asynchronous processes** Suppose that system process \( j \) executes in turn \( n \), and requests exclusive execution. Any other system process \( j + 1 \) that executes asynchronously with process \( j \) has executed its last statement in turn \( n - 1 \). It is currently paused. If the request is granted, then the earliest it may resume is at turn \( m + 1 \). Therefore, expressions in process \( j + 1 \) can refer to primed global variables without being affected by how atomic execution is represented in logic. In other words, asynchronous processes are insensitive to external time refinement, as that introduced by simulating atomic transitions in game time.

**Safety GR(1) properties** In contrast, a safety assertion must refer only to unprimed global variables, i.e., it cannot contain the operator “next”. Referring to primed global variables can lead to incorrect results. For example, in Fig. 2.6 a property \( \varphi \) that refers to \( x' \) and \( y' \) will apply to valuation \( (x_n, x'_n, y_n, y'_n) \). However, this valuation does not correspond to two consecutive time steps of asynchronous time, because the value \( y'_n \) corresponds to an intermediate state during atomic execution. In asynchronous time, the successor state of \( (x_n, y_n) \) is \( (x_{n+1}, y_{m+1}) \), i.e., after the atomic transition has been completed (or exited atomic context due to loss of atomicity). So the correct value is \( y'_n = y_{m+1} \), upon completion of the atomic transition of process \( j \) (note that \( x_n = x'_m = x_{m+1} \)). Therefore, the correct valuation to apply property \( \varphi \) is \( (x_n, x'_m, y_n, y'_m) \). Alternatives that are compatible with properties that include “next” are described in Section 2.6.5.

Not all properties that contain “next” are stutter-sensitive \([22]\). In other words, other formulae must be in a syntactic subset of stutter-invariant properties, namely those that do not include the operator “next” for non-local variables.

**Preempted synchronous processes** Similar observations apply to a preempted process \( j + 2 \) that executes synchronously with process \( j \). A deterministic Büchi automaton may be such a synchronous process (so the “program graph” counterpart of a GR(1) safety property). Processes that execute synchronously with process \( j \) cannot include primed global variables in their statements. This ensures that intermediate states of atomic execution are not visible to guards of statements in those other processes. It also avoids interference of actions in these processes with the atomically executing process (e.g., if \( y'_n \) in Fig. 2.6 appeared in an action of a synchronously executing process that executes its last statement at time \( n \)). Only local variables can appear primed in expressions, or assigned to. Local variables are valid, because they are visible only to process \( j + 2 \), so they do not introduce coupling between different processes. For example, the program counter is a local variable in this sense (with respect to other processes, excluding the scheduler that is aware of all data flow).

**Statements in atomic context** If a statement that is executed atomically refers to environment variables, then these are equal to \( x'_n \), as shown in Fig. 2.6. Therefore, such references are to be understood as the last environment reaction. In other words, only primed environment variables in atomically executing statements correspond to the primed environment variables in asynchronous time. Unprimed environment variables correspond to unprimed environment variables in asynchronous time only for the statement that enters atomic context.

**Remarks** In SPIN, the operator “next” is discouraged, because it reduces the applicability of partial-order reduction. Another reason to avoid stutter-sensitivity in component specifications is to ensure that the specifications remain invariant under time refinement \([11]\).

Some limitations to the use of atomic blocks have been described in this section. Note that these are not fundamental limitations of open Promela itself, but rather of the translation to temporal logic formulae. Instead, an enumerative synthesizer or model checker can interpret open Promela directly, without the need of an intermediate translation to formulae. The limitations about atomic statements that are described above do not apply to an enumerative approach. Also, they do not apply to a less efficient symbolic execution approach of Section 2.6.5 that would employ copies of variables as solver memory, in order to simulate correctly more use cases for atomic block usage.
2.6.5 Alternatives that accommodate stutter-sensitivity

There are two other options for representing atomic blocks in logic:

- Use auxiliary variables (like \( ex_a \)) to request from the process scheduler to preempt other processes.
- Use symbolic execution to derive a single action formula for the entire atomic block in temporal logic.

Duplicate variables All program variables can be duplicated and additional scheduling introduced to “forward” the values \( x_n, y_m \) to time \( m + 1 \) and use them as unprimed values for evaluating a property that contains both primed and unprimed variables, deactivating and activating the property accordingly. This approach increases the size of the state space exponentially in the number of variables. For this reason, it is not discussed further here.

Symbolic execution In the presence of stutter-sensitive properties, symbolic execution has to be used. Two limitations of symbolic execution are that:

- Non-determinism inside an atomic block can cause the formulae resulting from symbolic execution to grow large.
- An iteration construct inside an atomic block cannot be represented with symbolic execution if the number of iterations is not a priori bounded.

For example, the code fragment \( \text{atomic} \{ \text{stmt0}; \text{stmt1}; \text{stmt2} \} \) would be translated to

\[
\text{ite}(\varphi_0, \text{ite}(\varphi_1, \text{ite}(\varphi_2, s[\varphi_0] ][\varphi_1] , s[\varphi_0] ][\varphi_1] , s[\varphi_0] , \text{no change} ) ,
\]

where \( s[\varphi_0] ][\varphi_1] \) is postfix notation for the application of action \( \varphi_0 \) on state \( s \), then action \( \varphi_1 \) on the result.

Instead of symbolic execution, the operator \&\& can be used to conjoin state predicates with expressions containing primed variables, creating arbitrary guarded commands. This avoids the need to write atomic blocks for expressing guarded reactions that involve assignments (a common use case). See Section 2.3.4 for the definition of executability for actions.

For atomic blocks that do not contain iteration statements, a possible compiler optimization is to check if any statement after the entry can block. If none of the interior statements can block, then symbolic execution can be applied without the need for \text{ite} operators, because atomicity cannot be lost in this special case.

2.7 Verification in open Promela

Verification can be approached by either checking that a desired (“positive”) property holds for all possible computations, or that there does not exist a satisfying computation for an undesired (“negative”) property.

Validity If checking whether a property holds, we desire to check all possible control flow paths. So paths are universally quantified. In verification, expressions in a model do not include primed variables (primed variables result only indirectly from assignments). Therefore, each path corresponds to a unique data flow.

The data flow needs to be existentially quantified. The reason is that when no feasible data flow exists, then a deadlock has been found. In this case, existential quantification over an empty set of successors yields the desired result (false), whereas universal does not. In other words, if the environment controlled the data flow, then deadlock would result in trivial realizability, instead of unrealizability (which is the correct result). The combination \text{assert env proctype} can express this use case.

When using a GR(1) synthesizer, the desired property must be in GR(1), so a recurrence property.
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Satisfiability  If checking whether a property does not hold, then a counterexample can be found by quantifying control and data flow existentially (closed system synthesis). In this case, unrealizability implies that the (undesired) property does not hold. When using a GR(1) synthesizer, the undesired property must be in GR(1), thus of the form $\psi \equiv \varphi_i \land \Box \varphi_s \land \Box \Diamond \varphi_r$, since there no environment variables or assumptions are defined. In other words, realizability implies that there exists a system that satisfies $\psi$. This is a counterexample that violates the desired property $\neg \psi = \neg \varphi_i \lor \Diamond \neg \varphi_s \lor \Box \Diamond \neg \varphi_r$.

Otherwise, a either a generalized Rabin(1) or full LTL synthesizer have to be used, in order to check persistence as negative properties, thus recurrence as positive properties.
Chapter 3

Translation to logic

3.1 Notation

A program comprises of processes and products of processes, which may be nested. For each process is identified by a unique integer identifier \( r \in \mathbb{N} \). Each product is identified by a unique integer identifier \( r \in \mathbb{N} \). These identifiers don’t overlap, so there is no process and product that are identified by the same integer. Where appropriate, \( k \) is used, instead of \( r \), to emphasize that a product identifier is meant. By \( p \in \{e, s\} \) we denote a player (environment and system, respectively). The set \( \text{pids}(p) \subseteq \mathbb{N} \) contains the identifiers of processes that constrain the dataflow of player \( p \).

A synchronous product can contain processes and asynchronous products. An asynchronous product can contain processes and synchronous products. In syntax, a synchronous (asynchronous) product inside a synchronous (asynchronous) product is equivalent to placing the contents of the inner product directly under the outer product. So there is no loss of generality in assuming that the same type of product does not appear consecutively in the nesting. The processes and products inside a product are referred to as elements of that product.

In a synchronous product, either all the elements execute, or the don’t. In contrast, in an asynchronous product, a choice has to be made among the elements, for selecting which element will execute next. For an asynchronous product with index \( k \), this choice is made by an environment variable \( ps_k \in X \). The abbreviation “ps” stands for process scheduler. The variable \( ps_k \) takes values in \( \{0, 1, \ldots, n_k\} \), where \( n_k \) is the number of elements in the product \( k \). Each value of \( ps_k \) in \( \{0, 1, \ldots, n_k - 1\} \) selects an element to execute next. If \( r \) is the identifier of an element, then \( m(r) \) is the corresponding index in the asynchronous product that contains that element. In other words, if element \( r \) is inside product \( k \), then setting \( ps_k' = m(r) \) selects element \( r \) to execute. Note that the element may be a process, or another asynchronous product (as an element of a synchronous product inside a synchronous product, as shown in Fig. 3.1).

The last value \( n_k \) is reserved to signify that no process in the asynchronous product \( k \) will execute next. This may be the case if the product is inside a synchronous product that wasn’t selected to execute next, or the dataflow player reached a deadlock, or was preempted by a request for atomic execution by the other player. Let \( ps_e, ps_s \) denote the the variables that correspond to the top asynchronous product of the environment and system, respectively, and \( n_e, n_s \) their maximal values.

A program counter variable \( pc_r \in \mathbb{N} \) stores the current node of the program multi-digraph \((N_r, E_r)\).

If the program graph is an assumption (assertion), then the variable \( pc_r \) is controlled by the environment (system)

\[
pc_r \in \begin{cases} X, & \text{if assume env or assert env} \\ Y, & \text{if assume sys or assert sys} \end{cases}
\]  

The set \( N_r \) of nodes is a contiguous subset of the natural numbers. Define

\[
\text{player}(r) \triangleq \begin{cases} e, & \text{if process } r \text{ constrains environment dataflow (assume)} \\ s, & \text{if process } r \text{ constrains system dataflow (assert)} \end{cases}
\]  

For assume sys processes, an additional auxiliary variable \( \widehat{pc}_r \) is needed for representing their control flow.
Figure 3.1: Product nesting of a synchronous product in an asynchronous product, and another asynchronous product inside the synchronous product. Each element in the asynchronous product $ps_0$ is selected by a value of variable $ps_0$. This value is given by $m(r)$, where $r$ the (unique) integer that identifies the element. In this example, $m(3) = 0, m(6) = 0, m(5) = 1, m(2) = 2, m(4) = 0, m(1) = 1$, where $r \in \{3, 5, 2, 4, 1\}$ identifies single processes. The values $n_0 = 3, n_1 = 2$ serve for keeping an asynchronous product idle. For example, if $ps_0 = 1$, then process 5 must execute, and $ps_0 \neq 0 \rightarrow ps_1 = 2$. Note that process 3 is in the same synchronous product with the asynchronous product 6. For this reason, they share selection index, i.e., $m(3) = 0 = m(6)$.

For each program graph $r$, the function $key(r)$ returns an auxiliary variable controlled by the player that controls $pc_r$. The key distinguishes multi-edges with same source and target nodes. The domain of variable $key(r)$ is sufficiently large to accommodate for the maximal multi-edge multiplicity of a multi-edge in any set of edges $E_r$. This number is typically small, and bounded by the maximal branching factor among program graphs.

The same key variable is reused for program graphs that execute asynchronously. Inside a synchronous product, there exist multiple program graphs that execute at the same time, so multiple key variables are needed in that case. For example, a synchronous product that contains three program graphs requires three key variables.

In addition, in order to avoid conflicts, there are three disjoint collections of variables that serve as keys: environment key variables for $assume env$, system key variables for $assert sys$, and environment key variables for $assert env$. Note that the domain of $key(r)$ can be larger than the multiplicity of any outgoing edge at a given node $i$, in order to accommodate for the multiplicity of outgoing edges at other nodes.

The system variable $ex_s \in \text{N}_{\leq n_p}$ is used by a system process to request that it execute exclusively, and the system variable $pm_s \in \text{B}$ to preempt the environment.

In the following, we use “$=\$”, with the understanding that ”$\leftrightarrow$” must be used instead, if the variables involved are propositional. The indices $i$ and $j$ denote (in most cases) the source and target nodes, respectively, of an edge $(i, j, k) \in E_r$. Let $owner(x)$ denote the player that controls variable $x$.

Define the formula for invariance of a variable $x$ as

$$\text{inv}(x) \triangleq \begin{cases} 
\land_{j=0}^{\text{len}(x)-1} \text{inv}(x_j), & \text{if } x \text{ is an array.} \\
 x' = x, & \text{otherwise}
\end{cases} \quad (3.3)$$

where len($x$) is the length of the array variable $x$. Let $\text{ite}(x, y, z)$ denote the ternary conditional operator “if $x$, then $y$, else $z$”.

Each reference $a[i]$ to an element in an array $a$ is encoded using the (appropriate) ternary conditional
operator
\[
\text{ite}(i = \text{len}(a) - 1, a_{\text{len}(a) - 1},
\text{ite}(i = \text{len}(a) - 2, a_{\text{len}(a) - 2},
\text{ite}(\cdots, 
\text{ite}(i = 1, a_1, a_0))))
\]  

(3.4)

Array indexing errors are prevented by adding an additional safety assumption or assertion of the form
\[
\Box(0 \leq i \leq \text{len}(a) - 1)
\]  

(3.5)

Unless noted otherwise, the formulae that follow are safety assumptions or assertions.

### 3.2 Control and data flow

Each process is parsed and converted to a program graph as outlined in Section 4.1, according to the definitions of control flow constructs in PROMELA [42]. To each edge \((i, j, k) \in E_r\) of process \(r\) corresponds an action formula \(\varphi_{r,i,j,k}\). The statements in each program graph are translated to logic formulae and guards. Each graph, now labeled with formulae, is flattened to an equivalent formula of transitions (Eq. (3.6)), similarly to symbolic model checking [73]. This results in a data flow constraint (Eq. (3.8)).

\[
\text{trans}(r) \triangleq \bigwedge_{i \in N_r} \left( (pc_r = i) \rightarrow \bigvee_{(i,j,k) \in E_r} (\varphi_{r,i,j,k} \land (pc_r = j) \land (key_r = k) \land \text{exclusive}(r, i, j, k)) \right)
\]  

(3.6)

\[
\text{exclusive}(r, i, j, k) \triangleq \begin{cases} 
(\exists x_s = m(s)) \land pm_{s_s}', & \text{if player}(r) = s \text{ and } j \text{ in atomic context} \\
(\exists x_s = n_s) \land \neg pm_{s_s}', & \text{if player}(r) = s \text{ and } j \text{ not in atomic context, and} \\
\top, & \text{there exists a system process with atomic blocks} \\
\end{cases}
\]  

(3.7)

We consider the case of static process instantiation. Dynamic process instantiation is currently not supported, because it requires adding new BDD variables during computations.

The following formula constrains the data flow of player \(p\) to comply to program graph \(r\)
\[
dataflow(r) \triangleq (ps(r)' = m(r)) \rightarrow \text{trans}(r).
\]  

(3.8)

So the scheduler selects element \(m(r)\) to execute by setting \(ps(r)'\) to \(m(r)\). Those program graphs that are not selected to execute must remain idle, i.e., \(\text{inv}(pc_r)\). Note that \(\text{inv}(pc_r)\) does not suffice to distinguish self-loops from an idle program graph. In addition, the variables in the scope of an idle program graph must remain unchanged, as ensured by Eqs. (3.18) and (3.22).

The data flow constraint of Eq. (3.8) suffices for graphs with same control flow and data flow quantification (\texttt{assume env} or \texttt{assert sys}), because it ensures that the player that controls \(pc_r\) and \(key(r)\), and is constrained by action \(\varphi_{r,i,j,k}\), will select appropriate values for them.

However, if the control flow has different quantification than the data flow (\texttt{assume sys} or \texttt{assert env}), then a separate control flow assumption is needed, Eq. (3.12). This formula prevents the environment from selecting edges that have false guards.
The guard of each statement is obtained by existential quantification of the future values of the variables in the formula \( \varphi_{r,i,j,k} \) that corresponds to that statement

\[
guard(r, i, j, k) \triangleq \exists x \in Q'. \varphi_{r,i,j,k}, \tag{3.9}
\]

where

\[
Q \triangleq \begin{cases} 
\mathcal{X}, & \text{if player}(r) = e \\
\mathcal{Y}, & \text{if player}(r) = s
\end{cases} \tag{3.10}
\]

The resulting guards are used to define the behavior of the program counter variables \( pc_r \), as follows

\[
guards(r) \triangleq \begin{cases} 
\bigwedge_{i \in N_r} \left( (pc'_r = i) \rightarrow \left( \bigcirc (i,j,k) \in E_r \text{ guard}(r, i, j, k) \rightarrow \right) \left( \bigvee_{(i,j,k) \in E_r} \left( (\hat{pc}'_r = j) \land (key(r)' = k) \land \right) \right) \right) , \\
\text{if player}(r) = e \text{ and } pc_r \in \mathcal{Y}, \\
\bigwedge_{i \in N_r} \left( (pc_r = i) \rightarrow \left( (i,j,k) \in E_r \right) \left( (pc'_r = j) \land (key(r)' = k) \land \right) \right) , \\
\text{otherwise}
\end{cases} \tag{3.11}
\]

In Eq. (3.11), the guards of an \texttt{assume sys} process \( r \) are primed, because the system has to select the candidate transition \((\hat{pc}'_r, key(r)')\) one time step before the environment scheduler decides whether process \( r \) will execute. This is also the reason why an additional variable \( \hat{pc}_r \) has to be used, instead of the program counter \( pc_r \). The program counter will change only if, in the next time step, the scheduler selects process \( r \) for execution.

\[
\text{control\_flow}(r) \triangleq \text{ite}(ps(r)' = m(r), \text{pc\_trans}(r), \text{inv}(pc_r)) \tag{3.12}
\]

\[
\text{pc\_trans}(r) \triangleq \begin{cases} 
guards(r), & \text{if player}(r) = s \text{ and } pc_r \in \mathcal{X} \text{ (assert env)} \\
\hat{pc}'_r = \hat{pc}_r, & \text{if player}(r) = e \text{ and } pc_r \in \mathcal{Y} \text{ (assume sys)}
\end{cases} \tag{3.13}
\]

\[
\hat{pc}\_trans \triangleq \bigwedge_{r | \text{player}(r) = e \text{ and } pc_r \in \mathcal{Y}} \text{guards}(r). \tag{3.14}
\]

This control flow constraint applies to processes where the control flow is controlled by a different player than the data flow (\texttt{assume sys} and \texttt{assert env} processes). It ensures that the player who controls the program counter selects an existing edge in the program graph, by selecting suitable values for the variables \( pc_r \) and key.

For example, consider a system process \( r \) that is currently at \( pc_r = 0 \) and has two outgoing edges leading to \( pc_r = 1 \) and \( pc_r = 2 \). Suppose that the edge \((i = 0, j = 1, k = 0)\) is currently executable, but the other edge \((i = 0, j = 2, k = 1)\) is not. If the environment selected \( ps(r) = m(r) \) and \( pc'_r = 2 \), then the system would be blocked. This environment behavior is prevented by Eq. (3.13).

### 3.2.1 Initial conditions

Each variable has a default initial value, depending on its semantics. If a value is assigned to the variable upon declaration, then that value overrides the default initial value. For example, \texttt{free bit x = 1}. By default,

- a free variable is not constrained initially,
- a Boolean (numerical) imperative variable is initially \texttt{false} (zero),
- an imperative ranged integer is initially equal to the minimal value in its range.
Each element of an array variable is initialized separately.

Let assert_sys_pids, assume_env_pids, assert_env_pids denote the process identities declared with the corresponding path and data flow quantification. The system should initially satisfy

\[
(ex_s = n_s) \land \neg pm_s \land (\forall r \in \text{assert}_\text{sys}_\text{pids}. (pc_r = P_r.\text{root})).
\]

The environment is assumed to initially satisfy

\[
(\forall r \in \text{assume}_\text{env}_\text{pids}. (pc_r = P_r.\text{root})) \land \\
(\forall r \in \text{assert}_\text{env}_\text{pids}. (pc_r = P_r.\text{root})).
\]

In an assume sys process, the program counter is controlled by the system, and the variables pc_r and \( \hat{pc}_r \) are used to represent its behavior. These need to be initialized according to the initial nodes of process \( r \), because the initial value of pc_r is its roots node, and if the scheduler selects process \( r \) in the first turn, then the initial value of \( \hat{pc}_r \) will be used for the first transition of process \( r \). The initial condition of variable \( \hat{pc}_r \) should take into account the initial valuation of guards on edges outgoing from the root node, as follows

\[
\text{init}(\hat{pc}_r) \triangleq \left( \bigvee_{(P_r.\text{root}, j, k) \in E_r} \text{guard}(r, P_r.\text{root}, j, k) \Rightarrow \bigvee_{(P_r.\text{root}, j, k) \in E_r} ((\hat{pc}_r = j) \land (\text{key}(r) = k) \land \text{guard}(r, P_r.\text{root}, j, k)) \right)
\]

Note that \( \text{Var}(\text{guard}(r, P_r.\text{root}, j, k)) \subseteq \mathcal{X} \cup \mathcal{Y} \), because environment statements do not refer to primed system variables (future values), and primed environment variables have been quantified in Eq. (3.11). Therefore, the guard can be a conjunct in the initial condition of the system.

### 3.3 Invariance of variables

Eq. (3.18) ensures that local declarative variables remain invariant if their scope doesn’t execute.

\[
\text{local\_free}(p, r) \triangleq (ps(r)' \neq m(r)) \rightarrow \bigwedge_{x \in V_{p,r}^\text{free}} \text{inv}(x),
\]

where \( V_{p,r}^\text{free} \) is the set of free variables that are controlled by player \( p \in e, s \) and declared in the scope of program graph \( r \).

A related formula constrains the free environment variables when the environment does not execute (only if the system is granted exclusive execution, Section 3.5)

\[
\text{freeze\_env\_free} \triangleq \begin{cases} 
\bigwedge_{x \in V_{e,\text{globals}}^\text{free} \cup \bigcup_{r \in \text{pids}(x)} V_{e,r}^\text{free}} \text{inv}(x), & \text{if there exists a system process with atomic blocks} \\
\top, & \text{otherwise}
\end{cases}
\]

An imperative variable \( x \) is constrained to remain unchanged only if none of the currently executed statements deconstrains \( x \). Statements that deconstrain an imperative variable are

- an assignment to the variable, or
- an action that contains the primed value of the variable, i.e., an action statement with \( x' \in \text{Var}(\varphi_{r,i,j,k}) \cap (V_{p,r}^\text{imp})' \)

If any of these two conditions is true for a given edge \( (i, j, k) \in E_r \), it is denoted by deconstrained\((x, r, i, j, k)\).

Note that primed imperative variables that appear in an expression that comprises the right hand side of an assignment are not deconstrained (an assignment is understood as unidirectional, not as a balance equation).
It is possible that multiple statements are executed at the same time, by program graphs that are in the same synchronous product. So the constraints should be formulated at the scope that the variable \( x \) is defined, to account for all the program graphs that can refer to variable \( x \), and so also change it. This is ensured by Eqs. (3.21) and (3.22). For brevity, in the following we use the auxiliary definition

\[
edge(r, i, j, k) \triangleq \begin{cases} 
(ps(r)' = m(r)) \land (pc_r = i) \land (\overline{pc_r} = j) \land (\text{key}(r) = k), \\
\text{if player}(r) = e \land pc_r \in \mathcal{Y} \text{ (assume sys)} \\
(ps(r)' = m(r)) \land (pc_r = i) \land (pc_r' = j) \land (\text{key}(r)' = k), \\
\text{otherwise}
\end{cases}
\] (3.20)

Eq. (3.21) ensures that primed references to elements in imperative arrays deconstraint only the referenced array element(s).

\[
\text{array}_\text{inv}(r) \triangleq \bigwedge_{a \in \text{arrays}(i, j, k) \in E_r} \bigwedge_{l=0}^{\text{len}(a)-1} \bigg( \left( \bigwedge_{e \in \text{idx}(a, i, j, k)} (e \neq l) \rightarrow \text{inv}(a_l) \right) \bigg),
\] (3.21)

where \( \text{idx}(a, i, j, k) \) is the set of expressions that appear as indices of primed references to elements of array \( a \) in action \( \varphi_{r, i, j, k} \). This ensures that all array elements \( a_l \) other than those that appear primed in \( \varphi_{r, i, j, k} \) remain invariant \( (e \neq l) \). The index expression \( e \) can be a variable, so its value is not fixed, thus conjunction over all array elements \( (l \in \mathbb{N}_{\text{len}(a)}) \) is necessary.

Eq. (3.22) ensures that imperative variables remain invariant, unless a statement that deconstraints them is executed (Section 2.3).

\[
\text{imperative}_\text{inv}(p, r) \triangleq \text{array}_\text{inv}(r) \land \bigwedge_{x \in \text{V}_p^{\text{imp}}} \left( \text{inv}(x) \lor \bigvee_{(i, j, k) \in E_r \mid \text{deconstraint}(x, r, i, j, k)} \text{edge}(r, i, j, k) \right)
\] (3.22)

Eq. (3.22) applies also to global variables (by considering the global scope, instead of scope \( r \)).

Finally, a safety constraint is added for each ranged integer variable

\[
\text{ranged}_\text{int}(p) \triangleq \bigwedge_{x \in \text{ranged}_\text{ints}(V_p)} \left( \text{min}(\text{dom}(x)) \leq x \leq \text{max}(\text{dom}(x)) \right),
\] (3.23)

where \( \text{dom}(x) \) denotes the domain of variable \( x \).

### 3.4 Process scheduler

In this section, we describe how processes are selected for execution. Note that all processes inside a synchronous product constrain the same player, and that each \texttt{proctype} inside a synchronous product is limited to 1 active instance.

#### 3.4.1 Nested products

Let \( k \) be the identifier of an asynchronous product that is not the top one. By definition of the product nesting, it follows that product \( k \) is the element of some synchronous product. Any synchronous product appears as an element of some asynchronous product. This “parent” asynchronous product has selector variable \( ps(k) \). To avoid confusion, recall that \( ps_k \) is the selector variable of product \( k \), so \( ps_k \) is a different variable from \( ps(k) \). We will now impose two conditions that represent the nesting of asynchronous products.

If the asynchronous product \( k \) is not selected for execution \( (ps(k)' \neq m(k)) \), then no element in product \( k \) executes

\[
(ps(k)' \neq m(k)) \rightarrow (ps_k = n_k).
\] (3.24)

If the asynchronous product \( ps(k) \) selects the synchronous product that contains product \( ps_k \), then some element of product \( ps_k \) should execute

\[
\begin{align*}
(ps(k)' = m(k)) \land (ps_k' \neq n_k) & \rightarrow (ps_k' \neq n_k) \\
& \rightarrow (ps_k' = m(k)) \\
& \rightarrow (ps_k' = n_k) \rightarrow (ps(k)' \neq m(k)).
\end{align*}
\] (3.25)
The blocking conditions are defined recursively as

\[ \text{selectable}(r) \triangleq \text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)). \]  

The scheduler cannot select a blocked process to execute. A process blocks if at a given node \( i \), all outgoing edges \((i, j, k) \in E_r\) have false guard \( \text{guard}(r, i, j, k) \)

\[ \text{blocked}(r) \triangleq \bigvee_{i \in N_r} \left( (pc_r = i) \land \bigwedge_{(i, j, k) \in E_r} \neg \text{guard}(r, i, j, k) \right), \]  

\[ \text{selectable}(r) \triangleq \text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)). \]

The condition \( \text{blocked}(r) \) tests whether a process has blocked, and \( \text{selectable}(r) \) prevents the scheduler from selecting it if it is blocked.

Analogously, we can define when a product blocks.

- A synchronous product is blocked iff any element inside it is blocked
- An asynchronous product is blocked iff all elements inside it are blocked.

To formalize these, let \( R_k \) denote the identifiers of all elements in product \( k \). Redefine Eq. (3.28) to address both elements that are processes, and elements that are products

\[ \text{selectable}_\text{element}(r) \triangleq \text{element}_\text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)). \]

The blocking conditions are defined recursively as

\[ \text{element}_\text{blocked}(r) \triangleq \begin{cases} \text{blocked}(r), & \text{if } r \text{ is a process} \\ \text{sync}_\text{blocked}(r), & \text{if } r \text{ is a synchronous product} \\ \text{async}_\text{blocked}(r), & \text{if } r \text{ is an asynchronous product.} \end{cases} \]  

\[ \text{sync}_\text{blocked}(r) \triangleq \bigvee_{r \in R_k} \text{element}_\text{blocked}(r) \]  

\[ \text{async}_\text{blocked}(r) \triangleq \bigwedge_{r \in R_k} \text{element}_\text{blocked}(r) \]

The recursion in this definition terminates, because a program comprises of a finite number of elements, and so the bottom products must contain only processes.

By substituting these definitions in Eq. (3.24), we obtain three constraints

\[ \text{selectable}_\text{element}(r) = \text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)) \]

\[ \text{selectable}_\text{element}(r) = \text{sync}_\text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)) \]

\[ \text{selectable}_\text{element}(r) = \text{async}_\text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)). \]

Eq. (3.33) is Eq. (3.28). It suffices to require Eqs. (3.26) and (3.28). Next, we prove that Eqs. (3.26) and (3.28) imply both Eqs. (3.34) and (3.35).

This claim is proved for a synchronous product as follows

\[ \bigwedge_{r \in R_k} \text{selectable}_\text{element}(r) = \bigwedge_{r \in R_k} \left( \text{element}_\text{blocked}(r) \rightarrow (ps(r)’ \neq m(r)) \right) \]

\[ = \left( \bigvee_{r \in R_k} \text{element}_\text{blocked}(r) \right) \rightarrow (ps(k)’ \neq m(k)) \]

\[ = \text{sync}_\text{blocked}(k) \rightarrow (ps(k)’ \neq m(k)), \]

because all elements in the synchronous product \( k \) are selected by the same value \( m(k) \) (for all \( r \in R_k \), \( m(r) = m(k) \)) of the same variable \( ps(r) \) (for all \( r \in R_k \), \( ps(r) = ps(k) \)). For an asynchronous product, the
claim is proved as follows

\[
\bigwedge_{r \in R_k} \text{selectable}\_element(r) = \bigwedge_{r \in R_k} \left( \text{element}\_\text{blocked}(r) \rightarrow (ps(r) \neq m(r)) \right) \\
= \bigwedge_{r \in R_k} \left( \text{element}\_\text{blocked}(r) \rightarrow (ps(r) \neq m(r)) \right) \\
= \left( \bigwedge_{r \in R_k} \text{element}\_\text{blocked}(r) \right) \bigwedge_{i=0}^{n_k-1} (ps_k \neq i) \\
= \bigwedge_{0 \leq ps_k \leq n_k} \text{async}\_\text{blocked}(k) \rightarrow (ps_k' = n_k) \\
= \text{Eq. (3.26)} \rightarrow (ps(k) \neq m(k)).
\] (3.37)

Note how Eq. (3.26) was used to recurse one level above in the nesting of products, from the product ps_k to its “parent” product ps(k)'.

This completes our proof of Eqs. (3.33) to (3.35) (equiv. Eq. (3.29) under the definitions Eqs. (3.30) to (3.32)), using as premises only Eq. (3.28) and Eq. (3.26).

The nesting of products forms a tree, with a finite number of nodes. The leaves are processes, as mentioned earlier (otherwise the nesting would never terminate). This provides the base case, by ensuring that the asserted Eq. (3.28) holds for all elements of the bottom products. The induction step reduces the number of nodes in the tree for which it has been proved that Eq. (3.29) holds. Assume that for all nodes below a product node, Eq. (3.29) holds. By the preceding proofs, this implies that Eq. (3.29) holds also for that node. The finiteness of the syntax tree implies termination of the induction. The only products for which Eq. (3.29) was not proved are the top ones. The top products are not nested in any other product, so the condition is undefined. Instead, other conditions are imposed on the top products, as discussed in the next section.

### 3.4.2 Top products (asynchronous)

A system process can request to execute atomically, meaning that it will be granted uninterrupted execution, until it exits atomic context, because it either blocked (Eq. (3.38)) or reached non-atomic context (Eq. (3.7)).

\[
\text{grant}_s \triangleq \bigwedge_{r \in \text{pids}(s)} \left( \left( \text{ex}\_s = m(r) \right) \land \text{frozen}\_\text{unblocked}(r) \right) \rightarrow (ps(r) = m(r)) \tag{3.38}
\]

\[
\text{frozen}\_\text{unblocked}(r) \triangleq \begin{cases} 
\bigvee_{i \in N_r} \left( pc_r = i \right) \land \bigvee_{(i,j,k) \in E_r} \text{guard}\_\text{test}(r,i,j,k) \, , \text{ if } \text{player}(r) = s \\
\neg\text{blocked}(r) \, , \text{ otherwise}
\end{cases} 
\tag{3.39}
\]

\[
\text{guard}\_\text{test}(r,i,j,k) \triangleq \begin{cases} 
\text{guard}(r,i,j,k) \bigg|_{x/x'} \text{ for } x \in X, \text{ if } i \text{ in atomic context} \\
\text{guard}(r,i,j,k), \text{ otherwise}
\end{cases} 
\tag{3.40}
\]

If a system process requests atomic execution, and its next transition is not blocked, then the environment must grant the request Eq. (3.38). For this test only, the environment must check for loss of atomicity in the case that nothing changed until the requestor attempts its next transition. What could change is the valuation of X', because the environment decides for loss of atomicity at the same time that it could change X'. In other words, leaving primed environment variables in the guard expressions would allow the environment to force loss of atomicity by choosing a suitable valuation of X'. By substituting unprimed for primed environment variables in guard(r,i,j,k), Eq. (3.40), the check of Eq. (3.34) corresponds to the case that the environment did not change anything in the meantime.

If the check fails, then the requestor is blocked, and atomicity is lost. In this case, the environment can play freely. Note that if atomicity is lost, then the next environment move could select values for X' that result in the requesting system process becoming unblocked, as decided by Eq. (3.11) (because the
guard expressions in Eq. (3.11) have no renames). The scheduler could then select that same process (that requested atomic execution) to execute next, but is not required to do so by Eq. (3.38).

If all elements in the top product (asynchronous) of player \( p \) have blocked, then the scheduler sets variable \( ps_p \) to its maximal value \( n_p \), as a consequence of the proof in Eq. (3.37). This holds for both the environment and system. It does not restrict what happens when the some element remains unblocked.

Unless we restrict the scheduler’s behavior in that case, the environment could choose to remain always inactive, and also keep the system inactive forever. One way to avoid this is to impose fairness assumptions. Fairness assumptions are more expensive than safety assumptions. For this reason, we decide to impose safety constraints that ensure that no player stops executing, unless it either blocks, or the other player is executing atomically. Replacing these safety assumptions with weak fairness (using a GR(1) synthesis algorithm), or strong fairness (using a full LTL synthesis algorithm) is an interesting direction of future research, with a higher computational cost.

The safety constraints are as follows. If no environment process is executing, then the environment has deadlocked and loses the game, unless the reason is that some system process currently paused the environment processes, in order to execute atomically (Eq. (3.41)).

\[
\text{pause}_\text{env}_if\_\text{req} \triangleq \begin{cases} 
(ps'_e = n_e) \leftrightarrow (pm_s \land (ps'_s = ex_s < n_s)), & \text{if sys has any atomic blocks} \\
ps'_e \neq n_e, & \text{otherwise}
\end{cases} \tag{3.41}
\]

The environment must execute some element in the top asynchronous product of the system, unless all elements have blocked

\[
\text{sys}_\text{deadlock} \triangleq (ps'_s = n_s) \rightarrow \bigwedge_{i \in \text{async_top}_\text{sys}} \text{element_blocked}(i). \tag{3.42}
\]

Finally, if no system process executes, then the system loses the game. By Eq. (3.42), this can only happen if the system has deadlocked.

\[
\text{sys}_\text{never}_\text{deadlock} \triangleq ps'_s \neq n_s. \tag{3.43}
\]

Labeled program statements induce labeled nodes in the program graph. If the label string contains the word “progress”, then a recurrence constraint is added to the liveness assumption or assertion, as in Eq. (3.44).

\[
\text{progress}(p) \bigwedge_{r \in \text{pids}(p)} \bigwedge_{i \in N^\text{progress}_r} \Box \Diamond (ps(r) = m(r)) \land (pc_r = i). \tag{3.44}
\]

A summary of the translation is given in Table 3.1, including the separation into assumption and assertion formulae.

### 3.5 Exclusive execution

If atomic blocks are included in system processes, then the above translation to remains valid provided that ltl properties do not contain primed variables, and atomic blocks cannot appear inside synchronous products. The issues with priming and atomic blocks are discussed in Section 2.6.4. Note that Section 2.6.4 discusses also the case of a preempted process that is in a synchronous product with the atomically executing process. In this section, the restriction of atomic blocks to processes in the top asynchronous product implies that such cases do not arise.

#### 3.5.1 Stuttering and visibility

Safety LTL formulae in ltl blocks are deactivated during atomic execution (Eqs. (3.43) and (3.46)), as for PROMELA. In other words, a safety requirement does not apply to atomic execution (the implementation exposes an option to make atomic execution visible to safety properties). Note that they are re-activated as
Table 3.1: Summary of translation to temporal logic, separated into assumptions and assertions.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Assumption</th>
<th>Assertion</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. (3.5)</td>
<td>if $a$ is sys variable</td>
<td>if $a$ is env variable</td>
<td>array index bound</td>
</tr>
<tr>
<td>Eq. (3.8)</td>
<td>if player($r$) = $e$</td>
<td>if player($r$) = $s$</td>
<td>data flow</td>
</tr>
<tr>
<td>Eq. (3.12)</td>
<td>if $pc_r \in X$</td>
<td>if $pc_r \in Y$</td>
<td>control flow</td>
</tr>
<tr>
<td>Eq. (3.14)</td>
<td>if player($r$) = $e$ and $pc_r \in Y$</td>
<td></td>
<td>control flow</td>
</tr>
<tr>
<td>Eq. (3.15)</td>
<td>yes</td>
<td></td>
<td>sys init</td>
</tr>
<tr>
<td>Eq. (3.16)</td>
<td>yes</td>
<td></td>
<td>env init</td>
</tr>
<tr>
<td>Eq. (3.17)</td>
<td>yes</td>
<td></td>
<td>$pc_r$ init</td>
</tr>
<tr>
<td>Eq. (3.18)</td>
<td>for $p = e$</td>
<td>for $p = s$</td>
<td>local free var inv</td>
</tr>
<tr>
<td>Eq. (3.22)</td>
<td>for $p = e$</td>
<td>for $p = s$</td>
<td>imperative var default inv</td>
</tr>
<tr>
<td>Eq. (3.25)</td>
<td>for $p = e$</td>
<td>for $p = s$</td>
<td>ranged integer safety</td>
</tr>
<tr>
<td>Eq. (3.26)</td>
<td>yes</td>
<td></td>
<td>(async) product nesting</td>
</tr>
<tr>
<td>Eq. (3.28)</td>
<td>yes</td>
<td></td>
<td>unblocked processes selectable</td>
</tr>
<tr>
<td>Eq. (3.38)</td>
<td>yes</td>
<td></td>
<td>grant if unblocked, else loses atomicity</td>
</tr>
<tr>
<td>Eq. (3.41)</td>
<td>yes</td>
<td></td>
<td>pause env only if preempted by sys</td>
</tr>
<tr>
<td>Eq. (3.42)</td>
<td>yes</td>
<td></td>
<td>pause sys only if blocked</td>
</tr>
<tr>
<td>Eq. (3.43)</td>
<td>yes</td>
<td></td>
<td>sys loses if paused</td>
</tr>
<tr>
<td>Eq. (3.44)</td>
<td>for $p = e$</td>
<td>for $p = s$</td>
<td>progress labels</td>
</tr>
<tr>
<td>Eq. (3.45)</td>
<td>yes</td>
<td></td>
<td>mask env LTL</td>
</tr>
<tr>
<td>Eq. (3.46)</td>
<td>yes</td>
<td></td>
<td>mask sys LTL</td>
</tr>
</tbody>
</table>

soon as atomicity is lost.

$$
\text{mask}_\text{env}_\text{ltl} \triangleq \text{ite}(pm_s \land (ps'_s = ex_s < n_s), \text{freeze}_\text{env}_\text{free}, \bigwedge_{\psi \in \text{safety}(\text{ltl}, e)} \psi) \quad (3.45)
$$

$$
\text{mask}_\text{sys}_\text{ltl} \triangleq (ps'_s = ex_s < n_s) \lor \bigwedge_{\psi \in \text{safety}(\text{ltl}, s)} \psi \quad (3.46)
$$

If $i = e$ ($i = s$), then the formula $\text{safety}(\text{ltl}, e)$ denotes the safety assumptions (assertions) that are declared inside $\text{ltl}$ blocks.

### 3.5.2 Unbounded loops

If unbounded loops appear inside atomic context, then there can be no liveness assumptions. The reason is that the system can “hide” in atomic execution forever, preventing the environment from satisfying its liveness assumptions, thus winning trivially. Requiring that the system infinitely often exit from its atomic execution is insufficient, because the system is discharged of the recurrence assertion if it can force the environment to violate the recurrence assumption. In order to avoid this, the environment recurrence goals must be disjoined with a persistence property to obtain $\boxtimes (\text{env goal}) \lor \Diamond (\text{sys in atomic execution})$, a strong fairness formula. Persistence ($\Diamond (\Box)$) is outside $\text{GR}(1)$. 
Chapter 4

Implementation

The implementation is written in Python and available under a BSD license. It comprises of a translator from open Promela to linear temporal logic with both (bounded) integer and Boolean variables, and an encoder of bounded integer arithmetic into propositional temporal logic. The result is used as input to the GR(1) synthesis tool slugs.

The front-end uses a lexer and parser written with PLY (Python lex-yacc) that takes a Promela program source and returns an abstract syntax tree. The abstract syntax tree is then translated to a program graph. The program graph is a directed graph that has nodes that represent program states and edges labeled with program statements.

The program graph is flattened to logic in two passes by the compiler architecture as shown in Fig. 4.1. The first pass converts each statement that labels an edge to a guard formula and an action formula, producing a semi-symbolic representation. The second pass flattens the graph into a transition relation over primed and unprimed variables, introducing program counters and keys to distinguish multiedges. This flattening is applied to the program graph of each process to yield the formulae defined in Section 3.2.

These formulae are used to define the process scheduler, as described in Sections 3.4 and 3.5. Note that (orthogonally) the previous formulae are separated into an assumption clause and an assertion (guarantee) clause, as described in Table 3.1. The environment is obliged to satisfy the assumption and the system the assertion.

Up to this stage, the formulae are over both Boolean and (bounded) integer variables with modular arithmetic. In a second stage, the formulae are parsed and modular arithmetic is encoded into propositional logic, discussed in Section 4.2. The result is a propositional temporal logic formula that can be given as input to the slugs synthesizer. The synthesizer takes the formula and checks realizability using binary decision diagrams (BDDs). If the problem described by the program is realizable, then the synthesizer produces a winning strategy in the form of a Mealy machine. The Mealy machine can be represented either as a BDD, or as an enumerated graph (the latter is currently used). Note that the algorithm solves a two-player game of perfect information, in other words, every process can observe what other processes are doing internally and each player controls all its variables in a centralized way (even though these variables may be local to different system processes).

An example is shown in Figs. 4.5a and 4.5b for the process:

```plaintext
assert active sys proctype foo(){
    do
        :: (x > 0); x = x - 1
        :: (x < 3); x = x + 1
        :: (y > 0); y = y - 1
        :: (y < 2); y = y + 1
        :: skip
    od
}
```
Figure 4.1: The compiler architecture that translates PROMELA source code to a propositional linear temporal logic specification that belongs to the fragment of generalized reactivity of rank 1.

Figure 4.2: Parser front-end: the open Promela lexer and parser are subclasses of the pure Promela lexer and parser.

Figure 4.3: Architecture of subpackage tulip.spec.
Figure 4.4: The logic AST in (sub)package `spec` is produced by a factory function. Passing a different operator map to this function results in AST nodes with flatteners to a different target syntax. In addition, node classes can be subclassed after being produced by the factory. The main reason for subclassing an AST node class is to override its `flatten` method.

(a) Program graph for an example process.

(b) Graph annotated with action formulae. The symbol “<<>>” denotes truncation of the left operand to the bitwidth defined by the right operand.

Figure 4.5: Program graph and graph of logic formulae.
4.1 Program graph construction

The program graph is constructed by recursively converting the syntax tree to nodes and edges. There are two categories of AST nodes: those that define nodes and edges in the program graph, and those that represent expressions. Expressions comprise of operators (with arity 1 or 2) and terminals (variable references, integers, Boolean nullary connectives). Most other AST nodes represent part of the program graph.

We can distinguish roughly four types of AST nodes that define control flow:

1. edge: assignment, expression statement, assertion, else statement, printf, receive, send
2. simple paths: sequence
3. branching and merging: options (do, if)
4. jumps: break, goto, labels

The lists above are not exhaustive of all Promela constructs. Note that jumps can be regarded also as a special form of branching: two edges with common source node, and one edge guarded by false.

In order to convert an AST to a program graph, we need to define what nodes and edges result from each of the above four cases. During the recursion, each of the above returns a pair \((e_{in}, v)\) of incoming edges \(e_{in} \subseteq E_r\) and out-node \(v\).

A statement that corresponds to an edge is converted to a fresh target node \(v\), together with its incoming edge \((*, v, \text{stmt})\) that has a yet unspecified source node and is labeled with the statement, Fig. 4.6.

A sequence \(\text{stmt}_0, \text{stmt}_1, \ldots, \text{stmt}_n\) assembles the edges that it contains, by connecting each out-node \(v\) with the incoming edges of its successor. The result is again a pair \((e_{in,0}, v_n)\), where \(e_{in,0}\) are the incoming edges of the first element \(\text{stmt}_0\) and \(v_n\) the out-node of the last element \(\text{stmt}_n\), Fig. 4.7. Sequences are used to define a context (the body of an atomic or d_step block) and to mark option guards as such.

Selection and repetition statements have similarity in their conversion. A fresh target node \(v\) is created first. For each option sequence, its incoming edges \(e_{in,j}\) are collected in \(e_{in}\) and the out-node \(v_j\) is connected to the target node \(v\), by a new goto edge \((v_j, v)\). For a repetition construct, backward edges are also added, by connecting the target node \(v\) as source for the incoming edges \(e_{in,j}\).

---

1 In pure Promela, expression statements are known as conditions, implying that they are guards. However, in open Promela an expression statement can contain primed variables, so it is an action. Actions are not pure guards, so they are called expression statements. See Section 2.3.4 for details of how guards are defined for actions.

2 If a sequence is an option in a selection or repetition construct, then its first element is an option guard. Note that the first element may comprise of options, and in that case repetition and selection constructs yield slightly different nodes and edges.
The result is a pair of incoming edges with an out-node. For an if statement, the out-node is the target node \( v \) and the incoming edges are those collected in \( e_{in} \) for the options, Fig. 4.9. For a do statement, the out-node is a fresh node \( w \) different than the target node \( v \), Fig. 4.8. Any break statements inside a do statement are equivalent to goto statements that lead to \( w \) (of the innermost do statement, in case of nested repetitions), Fig. 4.8. If a do statement is not itself an option guard, then a goto to the target node \( v \) is returned as incoming edge (instead of the collected \( e_{in} \)), Fig. 4.8a. Otherwise, the edge set \( e_{in} \) is returned, as for an if statement, Fig. 4.8b.

It remains to describe how jumps contribute to the program graph, Fig. 4.10. As already remarked, a break statement is equivalent to a goto to the out-node of the (immediate) enclosing repetition structure. A goto S0 statement results in a pair \((e_{in}, v)\) of fresh out-node \( v \) and a single incoming edge labeled with "goto" and the label-node \( u_{S0} \) as target, corresponding to the label S0, Fig. 4.10a.

Note that in the special case that a break or goto statement appears as option guard, then a condition statement true is used to annotate the incoming edge, instead of "goto". This ensures that the edge will not be contracted later.

A labeled statement, as for example S0: \( x = 1 \), is treated very similarly to a goto statement. Let \((e_{in}, v)\) be the incoming edges and out-node of the statement that is labeled, here \( x = 1 \). The label-node \( u_{S0} \) is created and connected as source node to the edges \( e_{in} \). A single edge labeled with "goto" and with target node \( u_{S0} \) is returned as incoming edge for the labeled statement. The node \( v \) is returned as out-node for the labeled statement. The result is shown in Fig. 4.10b.

Some of the conversions described so far produce edges labeled with "goto". In order to obtain the final program graph, these edges are contracted. A necessary condition for contraction is that the source node have a unique outgoing edge, so that after the contraction, no new outgoing edges be added to the target node (unless the target node also has a unique incoming edge – the edge that will be contracted). This
Figure 4.10: Jump statements.

condition is satisfied by the edges annotated with goto, because the only case that violates this condition is a goto statement that appears immediately after branching. Such a goto statement must be an option guard, and as noted earlier, it is replaced by a true condition statement.

Besides control flow, context can be defined by enclosing blocks of statements in braces preceded by the keywords atomic or d_step. Parsing represents a block of statements as a sequence, so the context is stored in the corresponding AST node. All program graph nodes produced by statements inside the sequence are marked with the enclosing context. Note that goto statements add edges to special label-nodes (\(u_{S0}\) above), but do not create the label-nodes. The context of a label-node is determined by the context of the corresponding labeled statement.

This completes the conversions of statements to program graph edges and nodes. In addition to control flow, variable definitions are collected and used to populate the table of symbols.

### 4.2 Bitwise encoding

The Promela program is translated to logic formulae that contain (bounded) integer arithmetic. They are encoded in logic formulae over bitfields by a translation commonly known as bitblasting. Both signed and unsigned integers are supported and represented in two’s complement. The operations currently supported are:

- addition
- subtraction
- multiplication
- quotient and remainder
- truncation to given constant width
- (dynamic) shift of a bitfield by a bitfield
- (static) shift of a bitfield by a given constant

The implementation uses the abstract syntax tree (AST) for first-order temporal logic available in the omega.logic subpackage. For each AST node class, a subclass is defined that overrides the flatten method. These flattening methods translate temporal logic (temporal because it involves primed variables) with signed arithmetic of bounded integers to the input syntax of the synthesizer slugs.

The truncation operator is necessary for representing the effect of assignment to variables with mod-wrap semantics, as in pure Promela. The distinction between assignment and equality results from the language definition. In Promela, each expression is evaluated by:

1. represent all values as signed integers in C,
2. apply all operations in the expression to the precision allowed by the machine’s arithmetic-logic unit (ALU) and the conventions defined by the C standard.

After the above steps for evaluating an expression have been completed, then there are two cases:

1. the expression is a condition statement, so use its truth value (defined as equality to zero)

2. a variable is assigned the value defined by this expression.

In the first case, it follows from the evaluation rules that full machine precision applies. So truncation occurs when the bitfield width required for operations reaches either the value 32 or 64, depending on the hardware and operating system.

In synthesis applications, current capabilities are limited to domains much below 32 bit integers. This suggests that the ALU width is not expected to be reached frequently. However, the result of a multiplication requires a bitfield with width equal to the sum of widths of its operands. This implies that nested multiplications increase the required ALU bitwidth exponentially. For example, a 5-bit unsigned integer variable can lead to overflow if it appears inside three nested multiplications. In any case, the truncation operator can be applied as normal when this occurs.

The second case, involving assignment, is more interesting. It also constitutes the essential difference between the assignment:

\[ x = y + 1 \]

and the equality condition obtained by replacing the assigned variable with the corresponding primed variable, and the assignment statement with the equality operator:

\[ x' \equiv y + 1 \]

In pure Promela, assignment truncates the right-hand side to the width of the datatype representing the variable \( x \) on the left-hand side. Let \( \text{width}(x) \) denote the width of the bitfield representing variable \( x \). For a given variable declaration, the value \( \text{width}(x) \) is fixed. For a bitfield \( a \in \mathbb{B}^l \) and an integer constant \( k \) with \( 0 < k \leq l \), the truncation operator \( \text{trunc} \) defined as

\[ \text{trunc}(a, k) \in \mathbb{B}^k \quad \text{and} \quad \forall j \in \mathbb{N}, j \leq k \implies \text{trunc}(a, k)_j = a_j. \]  

(4.1)

This says that \( \text{trunc}(a, k) \) is a bitfield of width \( k \leq l \), and each bit \( \text{trunc}(a, k)_j \) is equal to the corresponding bit \( a_j \) of the given bitfield \( a \).

Using these definitions, the previous assignment statement is equivalent to the logic formula

\[ x' = \text{trunc}(y + 1, \text{width}(x)) \]

It becomes evident that the assignment \( x = y + 1 \) differs from the action \( x' \equiv y + 1 \), because, in general, the formula \( \text{trunc}(y + 1, \text{width}(x)) \) is different than the formula \( y + 1 \). From a synthesis perspective, the assignment is always realizable, because the result is truncated according to the width of \( x \). In contrast, if the value of \( y + 1 \) does not fit the width of the bitfield representing \( x \), then the formula \( x' = y + 1 \) is not realizable. The reason is that the system fails to match the value of \( y + 1 \) by \( x \), because \( x \) cannot take sufficiently large values.

### 4.2.1 Modwrap and saturating semantics

Assignment in C and Promela truncates the right hand side expression, before setting the value of the left hand side variable to be equal to the right hand side expression. This is called mod-wrap semantics. For variables whose domain corresponds to a bitfield, modwrap semantics are computationally viable.

We defined a ranged integer data type. Except for ranged integers with minimal value 0 and maximal value that is a power of two, the rest cannot take all the values that the underlying bitfield can. This raises the question of how we should interpret an assignment to a ranged integer.

We choose to not apply any truncation to a value assigned to a variable with saturating semantics. The motivation is computational efficiency of the induced BDD operations. Next, we discuss the reasons that led to this decision.
Suppose that we decided to truncate, using as base the interval range \( \max(\text{dom}(x)) \) (suppose for now that \( \min(\text{dom}(x)) = 0 \)). If the range is a power of two, then modulo a power of two corresponds to truncation. Truncation does not increase the size of the bitvector formula. Unlike base two, modulo an arbitrary base requires BDDs of exponential size. Therefore, this natural choice for truncation semantics is not computationally viable.

The remaining option is to define the semantics using modulo operations with base two. One option is to truncate to the width of the underlying bitfield, and if the result is outside the range, then that causes a safety violation. This semantics is confusing, because it is an indirect definition with little relation to the variable’s actual domain. The other option is to first truncate modulo the binary representation, then subtract the range (the result is ensured to belong to the variable’s domain, so assignment is always possible in this case). The problem with this approach is, again, its confusing semantics.

In summary, ranged integers serve as a shorthand for a longer bitfield, together with a safety formula, and deactivation of truncation during assignments.

### 4.2.2 Bitfield representation of signed ranged integers

A ranged integer declared as \( \text{int}(a, b) \) \( x \) is represented as a bitvector as follows. Let \( a, b \in \mathbb{Z} \) be the endpoints of the interval \([a, b]\) over which the integer can take values. Define the magnitude \( m \triangleq \max(|a|, |b|) \). At least \( \xi \triangleq \lfloor \log_2 m \rfloor \) bits are required to represent \( m \) with an unsigned bitfield.

If \( a < 0 \) and \( 0 < b \), then \( x \) has varying sign, so a bitfield of width \( \xi + 1 \) is used. This bitfield contains the representation of an integer in two’s complement. This integer takes values over \( \mathbb{N} \cap [-2^\xi, 2^\xi - 1] \). To restrict this interval to the subset \([a, b]\), the safety constraint \( \Box(a \leq x \leq b) \) is imposed.

Otherwise, \( a \leq 0 \) and \( b \leq 0 \), or \( 0 \leq a \) and \( 0 \leq b \), so \( x \) has fixed sign. In this case, a bitfield of width \( \xi \) is used. This bitfield contains \( \xi \) bits of the two’s complement representation. It does not contain the sign bit, because it is constant. In this case, before using the bitfield in bitvector formulae, the (fixed) sign bit is appended to it. To restrict the resulting integer to the subset \( \mathbb{N} \cap [a, b] \), again the safety constraint \( \Box(a \leq x \leq b) \) is imposed.

### 4.2.3 Arithmetic as bitvector logic

**Addition and subtraction** All arithmetic operations can be computed using as main element an adder-subtractor, Fig. 4.13, that comprises of half-adders, Fig. 4.12. An adder-subtractor can do both addition and subtraction. A half-adder computes the functions

\[
\text{sum}(a, b, c_{\text{in}}) \triangleq a \oplus b \oplus c_{\text{in}}
\]

\[
\text{carry}(a, b, c_{\text{in}}) \triangleq (a \land b) \lor ((a \lor b) \land c_{\text{in}}),
\]

where \( \oplus \) denotes exclusive disjunction (XOR), i.e., \( x \oplus y \triangleq (x \land \neg y) \lor (\neg x \land y) \). An adder-subtractor can perform both addition and subtraction (by setting the input signal \( c_{\text{in}} \)). The result is

\[
\text{addsub}(a, b, c_{\text{in}}) \triangleq a + (1 - 2c_{\text{in}})b.
\]

**Relational operators** An adder-subtractor can be used to compute equality and strict inequality as follows

\[
a = b \iff \bigwedge_{i=0}^{i-1} \neg(a_i \oplus b_i)
\]

\[
a < b \iff \text{addsub}(a, b, 1).c_{\text{out}} \oplus \neg(a_{i-1} \oplus b_{i-1}).
\]

Negated equality and non-strict inequality are obtained by negating the previous

\[
a \neq b \iff \neg(a = b)
\]

\[
a \geq b \iff \neg(a < b).
\]

By symmetry, these suffice to compute \( a > b \) and \( a \leq b \). This is a brief overview (including errata) of the encoding described in [18], where more can be found, e.g., about sign extension.
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Two’s complement  The circuit of Fig. 4.13 becomes a subtractor if the carry input bit $c_n$ is 1. This value of $c_n$ triggers the computation of two’s complement for the second input $b$. Computing two’s complement is equivalent to bitwise negation plus one. Therefore, the carry-in $c_n$ plus the bitwise negation of the representation in two’s complement of $b$ is the representation in two’s complement of $-b$. This turns addition of $a$ and $b$ to addition of $a$ and $-b$, thus subtraction.

Note that $2^l$ requires $l + 1$ bits to be represented. It holds that

$$2^l = \underbrace{0b10\ldots0}_{l+1} = (\underbrace{0b011\ldots1}_{l+1}) + 1 = (\underbrace{0b11\ldots1}_{l}) + 1,$$

where the prefix $0b$ signifies base two notation. A positive number $0 < x < 2^{l-1}$ in two’s complement representation is

$$0b x_{l-1} x_{l-2} \ldots x_0 = 0b0x_{l-2} \ldots x_0,$$

because $0 < x < 2^{l-1} \implies x_{l-1} = 0$. A negative number $x$ with $-2^{l-1} \leq x < 0$ in two’s complement representation is (Fig. 4.11)

$$2^l - |x| = (\underbrace{0b11\ldots1}_{l}) - (\underbrace{0b|x|_{l-1} \ldots |x|_0}_{l}) + 1$$
$$= (\underbrace{0b(1 - |x|_{l-1}) \ldots (1 - |x|_0)}_{l}) + 1$$
$$= (\underbrace{0b(-|x|_{l-1}) \ldots (-|x|_0)}_{l}) + 1.$$

By the bounds on $x$, it is

$$-2^{l-1} \leq x < 0 \iff 0 \leq 2^{l-1} + x < 2^l \iff 2^{l-1} + 2^l - (-x) < 2^l + 2^{l-1} \iff$$

$$2^{l-1} \leq 2^l - |x| < 2^l \implies (2^l - |x|)_{l-1} = 1$$

Up to this point we have noted the conversion from binary magnitude and separate bit sign representation to two’s complement representation.

Next, it is shown that two’s complement negates a number $x$. In other words, the two’s complement of the representation $y$ of $x$ in two’s complement yields the two’s complement $z$ of the negated $-x$. In addition, it is shown that it corresponds to the elementwise negation and carry-in $c_n = 1$ that turns a ripple-carry adder into a subtractor.

$$2^l - (\underbrace{0by_{l-1} \ldots y_0}_{l}) = (\underbrace{0b1 \ldots 1}_{l}) + 1 - (\underbrace{0by_{l-1} \ldots y_0}_{l})$$
$$= (\underbrace{0b(1 - y_{l-1}) \ldots (1 - y_0)}_{l}) + 1$$
$$= (\underbrace{0b(y_{l-1}) \ldots (y_0)}_{l}) + c_m.$$

This is exactly the operation performed when $c_n = 1$. If $x$ is positive, then its two’s complement $y$ has $y_{l-1} = 0$ and $|x| = \underbrace{0by_{l-2} \ldots y_0}_{l}$. As already shown, the above $(z)$ is the two’s complement of $-|x|$. If $x$ is negative, then its two’s complement $y$ has $y_{l-1} = 1 \implies -y_{l-1} = 0$, and $\underbrace{0b(y_{l-2} \ldots (y_0)}_{l} + 1 = 2^{l-1} - (2^l - |x| - 2^{l-1}) = 2^{l-1} + 2^{l-1} - 2^l - |x| = -|x|$. 

Figure 4.11: Two’s complement on the line of integers.
Figure 4.12: Full adder.

\[(a + (1 - 2c_{in})b)_{t-1}\]

\[(a + (1 - 2c_{in})b)_1\]

\[(a + (1 - 2c_{in})b)_0\]

Figure 4.13: Ripple-carry adder-subtractor.
Multiplication  A shift-and-add circuit as described \(^3\) in [77] is used. Given signed bitfields \(u, v\), the stages of the multiplier are defined recursively as follows

\[
\begin{align*}
 n & \triangleq \text{width}(u) + \text{width}(v) \\
 a & \triangleq \text{extend}(u, n) \\
 b & \triangleq \text{extend}(v, n) \\
 \text{multiplier}(a, b, s) & \triangleq \begin{cases} 
 0_n, \text{ if } s = -1 \\
 \text{multiplier}(a, b, s - 1) + \lambda_j (b_s \land (a \ll s)_j), \text{ if } s \in \{0, 1, \ldots, \text{width}(b) - 1\}
\end{cases}
\end{align*}
\]

(4.11)

where \(\text{extend}(x, w)\) denotes the sign extension of bitfield \(x\) from \(l\) to \(w\) bits, by appending bits \(x_{l+1}, \ldots, x_w, x_l, \ldots, x_{l-1}\), each one equal to the sign bit \(x_{l-1}\). The index \(s\) identifies the stage in the multiplier. By \(0_n\) we denote a bitfield of width \(n\) with all bits equal to 0. Note that \(\text{width}(b)\) must be used in \(\text{multiplier}(a, b, s)\) to address the case of negative \(v\) (whose sign extension to width \(n\) contains 1 in the \(\text{width}(u)\)-most significant bits \(b_{n-1}, b_{n-2}, \ldots, b_{n-\text{width}(u)}\)).

Division  Division of integers is implemented using non-restoring division of positive integers. Non-restoring division of positive integers is implemented using memory buffers as follows. Assume that the integers \(u\) and \(v\) are given in two’s complement representation. The absolute value can be computed as

\[
|x| \triangleq \text{ite}(\text{sgn}(x), 0 - x, x)
\]

(4.12)

where an extension by 1 bit (to \(\xi + 1\) bits) ensures that \(x = -2^\xi\) with \(|x| = 2^\xi\) does not overflow. Define the rectified operands

\[
a \triangleq |u|, \quad d \triangleq |v|.
\]

(4.13)

So \(a\) is the dividend and \(d\) the divisor for the unsigned division. Let \(q\) denote the quotient, and \(r\) the remainder. Let \(n \triangleq \text{width}(a)\) and \(\hat{d} \triangleq \hat{d} \ll n\). The multiplier comprises of stages that are defined recursively as follows

\[
\begin{align*}
p_{-1} & \triangleq \text{pad}(a, 2 \text{ len}(a)) \\
q_s & \triangleq (p_{s-1} \ll 1) - \hat{d} \\
r_s & \triangleq -\text{sgn}(r_s) \\
p_s & \triangleq \text{ite}(q_s, r_s, p_{s-1} \ll 1)
\end{align*}
\]

(4.14)

where stage \(s \in \{-1, 0, \ldots, n - 1\}\), \(q_s\) is the \(s^{th}\) quotient bit, and \(p_s\) the partial remainder (at stage \(s\)). This circuit yields both the quotient and remainder, used to implement division and modulo. The remainder and divisor have the same sign, as in C99 semantics, §6.5.5 \(^7\).

The signs are restored after the division stage

\[
\begin{align*}
\text{quotient}(u, v) & \triangleq \text{ite}(\text{sgn}(u) \oplus \text{sgn}(v), -q, q) \\
\hat{p} & \triangleq \lambda j \in \{0, 1, \ldots, n - 1\}. p_{n+j} \\
\text{remainder}(u, v) & \triangleq \text{ite}(\text{sgn}(u), 0 - \hat{p}, \hat{p}).
\end{align*}
\]

(4.15)

Note that \(\hat{p} = \text{trunc}(\rho \gg \text{arithmetic } n, n)\).

\(^3\)Eqs.6.50–6.51 in [77] with 0 in 6.50, and explicitly noting the initial sign extension.
Appendix A

Appendices

A.1 Open Promela syntax

A.1.1 Lexemes

The following new keywords have been introduced:

- `env`, `sys` for declaring variables and control flow controlled by the environment and system, respectively,
- `free` for declaring symbolic variables,
- `assume`, `assert` for declaring data flow constraints on the environment and system, respectively,
- `sync`, `async` for declaring synchronous and asynchronous products.

The new operators are:

- `PRIME “'”` as postfix “next” operator for variables (`◯`),
- `-X”weak previous”,
- `--X”strong previous”,
- `-[]”historically”,
- `<>”once”,
- `S”since”.

A.1.2 Grammar

The following new parser production rules have been introduced (in union with existing production rules for the same nonterminals). Upper case denotes new keywords, or tokens like `PRIME`. Nonterminals are to be found in the language reference [42] and in the `promela.yacc` module of the parser in PYTHON.

\[ \langle ltl \rangle ::= [\text{ASSUME} | \text{ASSERT}] \text{LTL } \{ (expr) \} \]

\[ \langle module \rangle ::= (async) | (sync) \]

\[ \langle async \rangle ::= [ \text{ENV} | \text{SYS} ] \text{SYNC } \{ (async-body) \} \]

\[ \langle async-body \rangle ::= [ (async-body) ] \text{async-unit} \]

\[ \langle async-unit \rangle ::= (sync) | (proc) | (one-decl) | (semi) \]
A.1.3 The keyword step

The two statements atomic and d_step serve three of the possible use cases, as depicted in Table A.1. The d_step without the prefix d_ is a natural candidate for denoting strictly uninterrupted execution that can exhibit non-determinism, i.e., blocks of the form verb{...}. Such a block allows conditioning the selection of a block of statements on the a priori executability of all statements in the block. An atomic block cannot used for this purpose, because it can be interrupted. A d_step may be undesirable, to leave design freedom to the synthesizer. The step keyword is currently not implemented, but may be introduced in the future.
A.2 Relevant work

Our approach has common elements with program repair [79], program sketching [80], and syntax-guided synthesis [81]. Program repair aims at modifying an existing program in a conventional programming language. Syntax-guided synthesis uses a grammar to “slice” the admissible search space of terminating programs. Here, we are interested in reactive programs. Similarly, program sketching uses templates to restrict the search space and give hints to the synthesizer for obtaining a complete program.

The translation from Promela to declarative formalisms has been considered in [70, 71, 69] and decision diagrams in [82]. These translations aim at verification, do not have LTL as target language, and either have limited support for atomicity [69], no details [70], or do not handle program graphs correctly [71].

TLA [11, 46] subsumes the language proposed here, since it includes quantification, but is intended as a theorem proving activity, is declarative, and is aimed at verification. Nonetheless, one can view the proposed translation as from (open) Promela to TLA. SMV is a declarative language with “next” operator, as well as synchronous and asynchronous processes, but no notion of assumptions/assertions, controllability, or imperative variables [73, 47]. JTLV [33] takes as input an SMV-like language for synthesis specifications, but with no imperative constructs. AspectL TL is a further declarative extension for aspect-oriented programming [83].

RPromela is an extension of Promela that adds synchronous-reactive constructs (not in the sense of reactive synthesis) that include synchronous products and channels called ports [84, 85]. Its semantics are defined in terms of stable states, where the synchronous product blocks, waiting for message reception from its global ports. RPromela does not address modeling of the environment, nor declarative elements.

Synchronous-reactive languages can be considered as potential candidates for expressing synthesis specifications. These include imperative textual languages like Esterel, Esterel-C, Java-Esterel, Quartz, Reactive-C, imperative graphical languages like Statecharts, Argos, and SyncCharts, and declarative textual ones like Lustre and Lucid Synchrone, and declarative graphical ones like SIGNAL [34, 68]. These languages are by definition deterministic, intended for direct design of transducers [84, 38, 87]. In synthesis, non-determinism is an essential feature of the specification. Extending Esterel with nondeterminism has been considered, but not in the context of transducers and verification [88], and using guarded command languages like Promela as example.

The approach proposed here has common elements with constraint imperative programming (CIP), introduced with the experimental language Kaleidoscope [89, 60, 91, 92], one of the first attempts to integrate the imperative and declarative constraint programming paradigms. An observation from [89], which applies also here, is that specifiers need to express two types of relations: long-lived (best described declaratively), and sequencing relations (more naturally expressed in an imperative style). However, CIP does not ensure correct reactivity, because the constraints are solved online. Constraints are a related approach that uses constraints for indirect assignment to imperative variables [93].

In the following sections, we discuss some of the above in more detail.

A.2.1 RPromela and RSPIN

An earlier extension of Promela that adds synchronous-reactive constructs has been proposed under the name RPromela, which stands for “reactive Promela” [84, 85]. The term “reactive” here refers to the synchronous-reactive semantics of languages like Esterel and not to reactivity as defined by Manna and Pnueli [63]. The seven new keywords it adds are

automaton, in, proctype, inport, outport, link, external

RSPIN is reported as a preprocessor to SPIN that translates RPromela models to Promela models. An example code fragment is
A reactive process type, denoted by the keyword `rproctype`, encapsulates a number of automata. The automata inside a single `rproctype` are composed synchronously. The semantics of synchronous composition are based on the concept of “stable states”. A state is “stable” if it is a receive statement from channels external to the `rproctype`, and so can block. When a reactive process reacts, it receives from its `inports` (representing a transducer), computes until it blocks at the next stable state, and so produces its outputs by writing to its `outports`. The automata inside a single reactive process communicate exclusively by means of channels local to that `rproctype`. Not all automata need to execute during a synchronous reaction, i.e., at least one should be unblocked, but each of the remaining ones can be blocked or not. The synchronous product is taken statically by RSPIN, producing `Promela` code as output. The semantics of synchronous product are different than here (implicit “stable states”, linking via channels), as well as its syntax. RPromela is designed to use channels heavily, which quickly leads to state space explosion in explicit model checking. The semantics are based on transitions (explicit) and not “stable states” as in [85, 84] (implicit). Stable states associate implicit semantics to the synchronous products that can cause confusion more easily. Overall, RPromela is an interesting approach, that suggests a syntax for defining synchronous products in `Promela` and a useful resource for ideas that discusses the issues involved.

RPromela is not suitable for synthesis specifications, for the limitation of synchronous-reactive languages to be deterministic, with the intent of representing transducer implementations. Besides, there are several points that are treated differently here, because of differences in semantics, e.g., the synchronous product, additional semantics for open systems that are not considered in RPromela, (notions of imperative/declarative, primed variables and their owners/quantification, assertions/assumptions, and pro), as well as practical considerations for syntax, e.g., the keyword `sync` instead of `rproctype` that has small lexical distance from `proctype`.

### A.2.2 Kaleidoscope

Kaleidoscope is an object-oriented constraint imperative programming language that was introduced by Bjorn Freeman-Benson in 1990 [89]. It was a research language and although the authors discuss an implementation, currently an implementation cannot be found online. Nonetheless, it constitutes one of the first attempts to integrate the imperative and the declarative constraint programming paradigm. It introduces the term `Constraint Imperative Programming` (CIP). An observation from [89] that applies to some extent also here is that programmers (and specifiers alike) need to specify two types of relations:

1. Long-lived relations (more suitably described with a declarative paradigm)
2. Sequencing relations between program states (more naturally expressed in an imperative paradigm).

The integration of two paradigms serves this purpose in a single syntax.

Assignment in Kaleidoscope has some similarity to variable semantics as defined here. In particular, the `very_weak stay` constraint is very similar to the default invariance of imperative variables here.

An innovative feature of Kaleidoscope is the distinction between statements and the advancement of time. The statement `separator` is “;”, whereas the variable valuation `streams` are advanced by “#”. All constraints between two consecutive hash marks hold simultaneously, much like the semantics of synchronous-reactive languages. Note the difference with synchronous-reactiveness though, in that the advancement of
time is explicit, instead of implicit. Instead of explicit time advancement, synchronous constrains in open

Promela can be expressed by conjoining them into a single expression.

An interesting observation is that constraints in CIP languages are expressed using keywords like **always** (“durable relations”), **once** (“transitory relations”), and **while ... assert**, which effectively express temporal logic specifications.

However, the approach in Kaleidoscope is based on solving constraints at runtime using a constraint solver and a constrain hypergraph. This solution approach does not ensure satisfaction of temporal logic specifications, as is the case here. In other words, it does *not* produce designs that are correct by construction.

In addition, there is no notion of reactiveness in Kaleidoscope – no adversarial environment. Reactiveness is a significant motivation in this work, and distinguishes it from previous work in CIP languages.

The constraint imperative languages are full programming languages, with a lot of emphasis placed on type systems, constraints as objects, and the design of compilers and run-time constraint solvers interfaced to the virtual machine executing the program. They have been developed with the design of user interfaces in mind, as for example the graphical interface of an operating system.

This leads to another difference: Kaleidoscope is fundamentally object-oriented, whereas modeling Kripke structures in Promela is procedural (both are imperative) paradigms. Constraints in Kaleidoscope are intended to be applied to objects, so that object relations can be maintained. Note that this viewpoint is a direct consequence of aiming at the specification of behavior for geometric elements comprising a graphical user interface.

Another concept of Kaleidoscope and other CIP languages is that of a **constraint hierarchy**, that distinguishes between **required** constraints, and **optional** constraints that are ranked based on a subjective prioritization. Such constraint hierarchies cannot be expressed in a qualitative synthesis context and require quantitative games.

A recently proposed descendant of Kaleidoscope is Babelsberg, a new language that improves on those ideas (supported by the work on constraint satisfaction solvers, as for example Cassowary, that is used as the layout engine in OS X Lion).
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