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ABSTRACT

It is well known that maximum-likelihood (ML) decoding in many digital communication schemes reduces to solving an integer least-squares problem, which is NP hard in the worst-case. On the other hand, it has recently been shown that, over a wide range of dimensions and signal-to-noise ratios (SNR), the sphere decoder can be used to find the exact solution with an expected complexity that is roughly cubic in the dimension of the problem. However, the computational complexity of sphere decoding becomes prohibitive if the SNR is too low and/or if the dimension of the problem is too large. In recent work [7], we have targeted these two regimes and attempted to find faster algorithms by employing a branch-and-bound technique based on convex relaxations of the original integer least-squares problem. In this paper, using ideas from $H^\infty$ estimation theory, we propose new lower bounds that are generally tighter than the ones obtained in [7]. Simulation results show the advantages, in terms of computational complexity, of the new $H^\infty$-based branch-and-bound algorithm over the ones based on convex relaxation, as well as the original sphere decoder.

1. INTRODUCTION

In this paper we are interested in solving exactly the following problem

$$\min_{\mathbf{w} \in \mathcal{D} \subset \mathbb{Z}^m} \| \mathbf{x} - \mathbf{H}\mathbf{w} \|_2,$$

where $\mathbf{x} \in \mathbb{R}^m$, $\mathbf{H} \in \mathbb{R}^{m \times m}$, and $\mathcal{D}$ refers to some subset of the integer lattice $\mathbb{Z}^m$. The main idea of the sphere decoding algorithm [1] for solving (1) is based on finding all points $\mathbf{s}$ such that $\mathbf{H}\mathbf{s}$ lies within a sphere of some adequately chosen radius $d$ centered at $\mathbf{x}$, i.e., on finding all $\mathbf{s}$ such that

$$d^2 \geq \| \mathbf{x} - \mathbf{H}\mathbf{s} \|^2,$$

and then choosing the one that minimizes the objective function. Using the QR-decomposition $\mathbf{H} = QR$, with $\mathbf{Q}$ unitary and $\mathbf{R}$ upper triangular, we can reformulate (2) as

$$d^2 \geq \| \mathbf{y} - \mathbf{Rs} \|^2,$$

where we have defined $\mathbf{y} = Q^\ast \mathbf{x}$.

Now using the upper-triangular property of $\mathbf{R}$, (3) can be further rewritten as

$$d^2 \geq \| \mathbf{y}_{k:m} - \mathbf{R}_{k:m,k:m}\mathbf{s}_{k:m} \|^2 + \| \mathbf{y}_{1:k-1} - \mathbf{R}_{1:k-1,1:k-1}\mathbf{s}_{1:k-1} - \mathbf{R}_{1:k-1,k:m}\mathbf{s}_{k:m} \|^2,$$

for any $2 \leq k \leq m$, where the subscripts determine the entries of various vectors and matrices over run. A necessary condition for (3) can therefore be obtained by omitting the second term on the RHS of the above expression to yield

$$d^2 \geq \| \mathbf{y}_{k:m} - \mathbf{R}_{k:m,k:m}\mathbf{s}_{k:m} \|^2.$$

The sphere decoder finds all points $\mathbf{s}$ in (2) by proceeding inductively on (5), starting from $k = m$ and proceeding to $k = 1$. (For more details on the sphere decoder and for an explicit description of the algorithm the reader may refer to [1, 6, 3].) Although the sphere decoding algorithm introduces the nice idea of searching over the dimensions of the unknown vector one at a time, its worst case complexity is exponential. However, in communications application where the system model can be described as

$$\mathbf{x} = \mathbf{H}\mathbf{s} + \mathbf{w},$$

and where the entries of $\mathbf{w}$ represent noise and are independent $\mathcal{N}(0,\sigma^2)$ random variables, it can be shown (see [3]) that for appropriate choice of $d$ the expected complexity of the sphere decoding algorithm is roughly cubic over a wide range of SNR’s and dimensions. Still, in low SNR regimes and for large dimensions the complexity of the sphere decoder defined in (5) becomes increasingly prohibitive. In those cases one usually turns to heuristics approaches (see, e.g., [4]) or some kind of statistical pruning (see, e.g., [5]).

In previous work [7], we attempted to reduce the computational complexity of the sphere decoder while still finding the exact solution. The main idea was that instead of using the sphere decoder as defined in (5) we used the one described by

$$d^2 - LB \geq \| \mathbf{y}_{k:m} - \mathbf{R}_{k:m,k:m}\mathbf{s}_{k:m} \|^2,$$

where LB is a lower bound on the RHS of (4), i.e.

$$LB = LB(\mathbf{y}_{1:k-1}, \mathbf{R}_{1:k-1,1:m}, \mathbf{R}_{k:m}) \leq \min_{\mathbf{s}_{1:k-1} \in \mathcal{D} \subset \mathbb{Z}^m} \| \mathbf{y}_{1:k-1} - \mathbf{R}_{1:k-1,1:k-1}\mathbf{s}_{1:k-1} - \mathbf{R}_{1:k-1,k:m}\mathbf{s}_{k:m} \|^2.$
As it was noticed in [7], (7) is certainly a more restricted condition than (5) and so will lead to the elimination of more points from the tree. Furthermore, using (7) instead of (5) in the sphere decoder algorithm will not result in missing any lattice points defined by (2) since we use a lower bound for the remainder of the cost in (4).

Clearly, the tighter the lower bound LB, the more points that will be pruned from the tree. This essentially means that in order to obtain a sphere decoder with lower complexity we have to find as tight as possible lower bounds on the integer least-squares problem

$$\min_{a_{k-1} \in \mathbb{D}_{k-1}} \| z_{1:k-1} - R_{1:k-1} a_{k-1} s_{1:k-1} \|^2,$$  \quad (8)

where we have defined $z_{1:k-1} = y_{1:k-1} - R_{1:k-1} a_{k-1} s_{1:k-1}$. Finding such lower bounds was the focus of [7]. In particular, in [7] we considered two techniques for finding lower bounds on the the integer least-squares problem (8). The first one is based on the relaxation of the discrete search space to a sphere or to a polytope. The second one is based on duality theory. As shown in [7], the duality theory based lower bounds are tighter and therefore will prune the search tree the most. However, they require cubic computational complexity per node visited in the search tree, whereas the spherical relaxation lower bound, say, requires only quadratic complexity per visited node.

In this paper, we address this issue by constructing lower bounds for the integer least-squares problem (8) based on ideas from $H^\infty$ estimation theory. We show that computing these bounds requires only quadratic complexity, and that they are tighter than the sphere and polytope constrained bounds of [7], by virtue of the fact that they subsume them as special cases.

For simplicity, in this paper we assume that the symbols are points from a BPSK (or QPSK, in the complex case) constellation. This implies that $\mathbb{D} = \{-\frac{1}{2}, \frac{1}{2}\}^{k-1}$. However, extensions of the results to higher constellation is straightforward.

2. H-INFINITY BASED LOWER BOUND

In this section, we propose finding the lower bound LB in (7) based on $H^\infty$ theory. To simplify notation, we rewrite (8) as

$$\min_{a_{k-1} \in \mathbb{D}_{k-1}} \| b - La \|^2,$$  \quad (9)

where $a = s_{1:k-1}$, $b = z_{1:k-1}$, and $L = R_{1:k-1}$.1,1:k-1.

Consider an estimation problem where $a$ and $b - La$ are unknown vectors, $b$ is the observation, and the quantities we want to estimate are $a$ and $b$. In the $H^\infty$ framework, the goal is to construct estimators $\hat{a} = f_I(b)$ and $\hat{b} = f_2(b)$, such that for some given $\gamma$ and $\alpha > 0$, we have

$$\|a - \hat{a}\|^2 + \|b - \hat{b}\|^2 \leq \gamma^2$$  \quad (10)

for all $a$ and $b$ (see, e.g., [8]).

Obtaining the desired lower bound from (10) is now straightforward. Note that for all $a$ and $b$ we can now write

$$\|b - La\|^2 \geq \gamma^{-2} \left( \|a - \hat{a}\|^2 + \|b - \hat{b}\|^2 \right) - \frac{1}{\alpha} \|a\|^2,$$

and, in particular,

$$\min_{\mathbb{D}} \|b - La\|^2 \geq \gamma^{-2} \left( \|a - \hat{a}\|^2 + \frac{1}{\alpha} \|a\|^2 \right) + \gamma^{-2} \|b - \hat{b}\|^2.$$  \quad (11)

The minimization on the RHS of (11) is straightforward since it can be done componentwise. Thus, for any $H^\infty$ estimators, $\hat{a} = f_I(b)$ and $\hat{b} = f_2(b)$, (11) provides a readily computable lower bound. The issue, of course, is how best to obtain $\hat{a}$ and $\hat{b}$ (and $\alpha$ and $\gamma$). To this end, let us assume that the estimators are linear, i.e., $\hat{a} = K_1 b$ and $\hat{b} = K_2 b$ for matrices $K_1$ and $K_2$ of the appropriate size. Introducing $c = \frac{1}{\sqrt{\alpha}} a$ and $T = \sqrt{\alpha} (I - K_1 L) K_1^T L - K_1$ we have from (11) that for all $c$ it must hold that

$$c^T T c \leq \gamma^2 c^T I c,$$

(see [8]). This implies the matrix inequality

$$T^T T \leq \gamma^2 I.$$  \quad (12)

The tighter the bound in (12), the tighter will be the bound in (11). Hence we will attempt to choose $K_1$ and $K_2$ to make $\gamma^{-2} T^T T$ as close to identity as possible.

After multiplying the left-hand side with the unitary matrix

$$\begin{bmatrix} \sqrt{\alpha} L^{-1} & \sqrt{\alpha} L \Delta^{-*} \\ -\sqrt{\alpha} L \Delta^{-1} & \Delta^{-*} \end{bmatrix},$$

and the right-hand side with

$$\begin{bmatrix} \sqrt{\alpha} L^{-1} & \Delta^{-*} \\ -\sqrt{\alpha} L \Delta^{-1} & \Delta^{-*} \end{bmatrix},$$

where $\alpha L^* L + I = \nabla^* \nabla$ and $\alpha L L^* + I = \Delta \Delta^*$, and noting that $T = \begin{bmatrix} \sqrt{\alpha} L & 0 \\ \sqrt{\alpha} L^* & I \end{bmatrix} K_1 K_2^T [\sqrt{\alpha} L \nabla, I]$, (12) can be reformulated as

$$\begin{bmatrix} AA^* + BB^* & BC^* \\ CB^* & CC^* \end{bmatrix} \leq \gamma^2 I,$$

(13)

where $A = \sqrt{\alpha} \nabla^{-1}$, $B = \alpha L \Delta^{-*} - K_1 \Delta$, and $C = (I - K_2 L) \Delta$. We have many degrees of freedom. Let us set
$C^* = \gamma \Gamma I$, for some $0 < \gamma_1 < \gamma$. To make half the eigenvalues of $\gamma^{-1}\Gamma^* U$ vanish, we can now set the Schur complement of the $(1,1)$ entry to zero, i.e., $(\gamma^2 - \gamma_1^2)I - CB^*(\gamma^2 I - (AA^* + BB^*))^{-1}BC^* = 0$. From these two, it easily follows that $BB^* = (1 - 2\gamma^2)\gamma_1 I - AA^*$. Furthermore, for all this to hold, we must have $\gamma^2 I - (AA^* + BB^*) \geq 0$ or, in other words, $\gamma^2 \geq \frac{1}{\gamma + \lambda_{\text{min}}(L^* L)}$. Putting everything together, we establish a lower bound on the objective function in (9) $LB_{\text{hin}}$ as

$$LB_{\text{hin}} = \min_{a \in \mathbb{D}} \gamma^{-2}\|a-K_1 b\|^2 + \frac{\gamma^2}{\gamma_1^2}\|\Delta^{-1} b\|^2 - \frac{k-1}{4\alpha},$$

where $K_1 = aL^*(aLL^* + I) - D$. $B$ is any matrix such that $BB^* = (1 - 2\gamma^2)\gamma_1 I - AA^*$, and $\alpha$, $\gamma$ and $\gamma_1$ are real positive scalars such that $\gamma^2 \geq \frac{1}{\gamma + \lambda_{\text{min}}(L^* L)}$ and $\gamma > \gamma_1$.

It should be noted that we have several degrees of freedom in choosing the parameters $(\gamma_1, \gamma, \alpha, B)$ to tighten the bound in (14) as much as possible. How to do this is currently under investigation. However, a simple choice is to let $\gamma_1 \rightarrow \gamma$. This has two benefits: it maximizes the second term in (14) and it sets $y_1$ is real positive scalars such that $\gamma^2 \geq \frac{1}{\gamma + \lambda_{\text{min}}(L^* L)}$ and $\gamma > \gamma_1$.

The above discussion provides that the lower bound from (14) simplifies to

$$LB_{\text{hin}} = ||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha} + \min_{a \in \mathbb{D}} \frac{1}{\alpha} + \lambda_{\text{min}}(L^*) ||a - \alpha L^*(\alpha LL^* + I)^{-1} b||^2.$$  

(15)

Although we have already chosen parameters $\gamma_1$ and $\gamma$, the value of $LB_{\text{hin}}$ in (15) is still dependent on the choice of the parameter $\alpha$. Ideally, $\alpha$ should be chosen so that it maximizes $LB_{\text{hin}}$ in (15). However, this optimization appears to be computationally difficult, and hence we choose $\alpha$ as

$$\hat{\alpha} = \arg \max_{\alpha} ||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha}. \tag{16}$$

With the choice of $\hat{\alpha}$ as in (16), we obtain the value of a lower bound for the integer least-squares problem (8) as

$$LB_{\text{hin}} = \begin{cases} LB_{\text{hin}}^{(\text{shf})} + DLB & \text{if } ||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha} > 0 \\ 0 & \text{otherwise} \end{cases} \tag{17}$$

where $LB_{\text{hin}}^{(\text{shf})} = ||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha}, \Delta^* = \hat{\alpha} LL^* + I, b = z_{1:k-1}, L = R_{1:k-1,1:k-1},$ and $DLB = \min_{a \in \mathbb{D}, c_{\mathbb{Z}}} \| c_{\mathbb{Z}} - (\hat{\alpha} + \lambda_{\text{min}}(L^* L)) ||a - \hat{\alpha} L^*(\hat{\alpha} LL^* + I)^{-1} b||^2.$

In the following section we will show that $LB_{\text{hin}}^{(\text{shf})} = ||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha}$ with $\hat{\alpha}$ as defined in (16) is precisely the value of the lower bound on the integer least-squares problem in (8) or (9) if $||\Delta^{-1} b||^2 - \frac{k-1}{4\alpha} > 0$, in the case when the search space is relaxed to the sphere. This will mean that computing $LB_{\text{hin}}^{(\text{shf})}$ will be of quadratic complexity as shown in [7]. Furthermore, computing $DLB$ is also of quadratic complexity per each node. The reason is that the inversion of $(\hat{\alpha} LL^* + I)$ only requires inversion of its eigenvalues. This latter operation is linear per node since the SVD decomposition of $L$, required for finding $LB_{\text{hin}}^{(\text{shf})}$, can be done off-line as we discuss in the following section.

For the completeness we now state the modification of the sphere-decoding algorithm using lower bounds found based on the $H^\infty$ approach suggested in this section.

**Input:** $Q, R, x, y = Q^* x, d.$

1. Set $k = m, d_m^2 = d^2, y_{m:m+1} = y_m$
2. (Bounds for $s_k$) Set $UB(s_k) = \left[ \frac{d^2 - LB_{\text{hin}}^{(\text{shf})} + y_k l_{k+1}}{r_{k,k}} \right], s_k = \left[ \frac{d^2 - LB_{\text{hin}}^{(\text{shf})} + y_k l_{k+1}}{r_{k,k}} \right] - 1, \text{where } LB_{\text{hin}}^{(\text{shf})}$ is given by (17) (in (17), index $k$ which indicates the dimension of the problem is omitted for convenience; furthermore $LB_{\text{hin}}^{(\text{shf})} = 0$)
3. (Increase $s_k$) $s_k = s_k + 1$. If $s_k \leq UB(s_k)$ go to 5, else go to 4.
4. (Increase $k$) $k = k + 1$; if $k = m + 1$ terminate algorithm, else go to 3.
5. (Decrease $k$) If $k = 1$ go to 6. Else $k = k - 1$, $y_{k+1} = y_k - \sum_{j=k+1}^{m} r_{j,k} s_j, d_k^2 = d_{k-1}^2 - (y_{k+1} r_{k+1,k+2} - r_{k+1,k+1} s_{k+1})^2 - LB_{\text{hin}}^{(\text{shf})}$, and go to 2.
6. Solution found. Save $s$ and its distance from $x, d_m^2 - d_k^2 + (y_1 - r_1,s_1)^2$, and go to 3.

3. **SPECIAL CASES**

In this section, we show how the lower bound derived in the previous section is related to the lower bounds based on the relaxation of the search space studied in [7].

3.1. **Spherical Relaxation**

Let us recall from [7] how the lower bound on the problem (8) can be evaluated in case when the search space is relaxed to a sphere. Let $LB_{\text{shf}}^{\text{shf}} = ||z_{1:k-1} - R_{1:k-1,1:k-1} s_{1:k-1}||^2$ where $s_{1:k-1}$ is the solution of the following optimization
problem
\[
\min_{\mathbf{s}_{1:k-1}} \left\| \mathbf{z}_{1:k-1} - R_{1:k-1,1:k-1} \mathbf{s}_{1:k-1} \right\|_2^2
\]
subject to \( \sum_{i=1}^{k-1} s_i^2 \leq \frac{k-1}{4}. \) \hfill (18)

Let SVD of \( R_{1:k-1,1:k-1} = U \Sigma V^T \) and let \( q = U \mathbf{z}_{1:k-1,1:k-1} = U \Sigma V^T \mathbf{z}_{1:k-1} \). Then if \( \sum_{i=1}^{r}(q_i)^2 > \frac{k-1}{4} \), the solution \( \mathbf{s}_{1:k-1} \) can be calculated as
\[
\mathbf{s}_{1:k-1} = \sum_{i=3}^{r} \left( \frac{\sigma_i q_i}{\sigma_i^2 + \lambda^*} \right) v_i
\]
where \( \lambda^* \) is obtained as a solution of
\[
\sum_{i=1}^{r} \left( \frac{\sigma_i q_i}{\sigma_i^2 + \lambda^*} \right)^2 = \frac{k-1}{4}.
\]

Clearly, if \( \sum_{i=1}^{r}(q_i)^2 \leq \frac{k-1}{4} \), we obtain \( LB_{\text{Sph}} = 0 \).

Now, it is not difficult to show that, upon differentiating (16), one obtains 1/\( \hat{\lambda} \) = \( \lambda^* \) in the case when \( \sum_{i=1}^{r}(q_i)^2 > \frac{k-1}{4} \), which corresponds to \( ||\hat{\Delta}^{-1}b||^2 - \frac{k-1}{46} > 0 \). Furthermore, it is easy to show that in this case \( LB_{\text{Sph}} = LB_{\text{Inf}} = ||\hat{\Delta}^{-1}b||^2 - \frac{k-1}{46} \). When \( \sum_{i=1}^{r}(q_i)^2 \leq \frac{k-1}{4} \), we obtain that \( LB_{\text{Sph}} = 0 \), and thus in the corresponding case \( ||\hat{\Delta}^{-1}b||^2 - \frac{k-1}{4} \leq 0 \) in (17) we also have \( LB_{\text{Inf}} = 0 \). Since for \( ||\hat{\Delta}^{-1}b||^2 - \frac{k-1}{4} \geq 0 \) from (17) follows that \( \Delta LB \geq 0 \), we conclude that the lower bound \( LB_{\text{Inf}} \) on the integer least-squares problem defined in (8) is tighter than the lower bound \( LB_{\text{Sph}} \) on the same problem obtained with the relaxation of the search space to a sphere.

We may remark that had we started with the following \( H^\infty \) problem
\[
||b - Lb_2 b||^2 \leq \gamma^2 \quad \text{with} \quad \frac{1}{\delta} || \mathbf{a} ||^2 + ||b - L \mathbf{a} ||^2 \leq \gamma^2
\]
then we would have immediately obtained the spherical relaxation. (10) is therefore more general in the sense that there is an extra term in the numerator.

To summarize, the lower bound (17) on the problem (8) is tighter than the one obtained relaxing the search space to a sphere. We formally refer to the use of the lower bound \( LB_{\text{Inf}} \) defined in (17) in the sphere decoding algorithm as \( \text{HINFSD-algorithm} \) and to the use of the lower bound \( LB_{\text{Sph}} \) as \( \text{SPHSD-algorithm} \). Their performances are compared in Figure 1. The simulation results presented in Figure 1 are obtained with the radius initially chosen as suggested in [3] and updated each time we reach the bottom of the tree. Additionally, Schnor-Euchner strategy was employed in searching the tree points at each level. For the plots we present we have chosen \( m = 45 \) and so SNR = \( 10 \log_{10} \frac{\| \mathbf{w} \|}{\| \mathbf{n} \|} \), where \( \sigma^2 \) is the variance of each component of the noise vector \( \mathbf{w} \). As can be seen, the total flop count of the standard sphere decoder to which we refer as the SD-algorithm is improved at low SNRs. Also on Figure 1, the distributions of the number of visited nodes per level in the search tree are shown. As it can be seen the newly suggested algorithms prune the number of points in the tree by several order of magnitude. However, only \( \text{HINFSD-algorithm} \) improves the total flop count since it uses the tighter lower bound that the \( \text{SPHSD-algorithm} \).

3.2. Polytope relaxation

In this subsection, we show that the lower bound on the integer least-squares problem (8) in case when the search space is relaxed to a polytope is yet another special case of the lower bound derived in Section 2.

Now, if we instead of (19) use
\[
||b - Lb_2 b||^2 \leq \gamma^2 \quad \text{with} \quad \frac{1}{\delta} || \mathbf{a} ||^2 + ||b - L \mathbf{a} ||^2 \leq \gamma^2
\]
where \( D \) is diagonal positive semi-definite matrix but with possibly different elements on the diagonal, we will clearly tighten the bound obtained using spherical relaxation. Furthermore, it is not too difficult to show that the bound defined in (20) corresponds to the bound obtained by relaxing the search space to a polytope. The performance of the polytope relaxation, as well as the way to evaluate the lower bound in this case, is already analyzed in earlier work. We omit the details and refer the interested reader to [7].

4. SUMMARY AND DISCUSSION

In this paper, we attempted to improve the computational complexity of sphere decoding in the regimes of low SNR.
and/or high dimensions, by further pruning points from the search tree. The main idea is based on computing a lower bound on the remainder of the cost function as we descend down the search tree (the standard sphere decoder simply uses a lower bound of zero). If the sum of the current cost at a given node and the lower bound on the remaining cost from that node exceeds the cost of an already found solution, then that node (and all its descendants) are pruned from the search tree. In this sense, we are essentially using a "branch and bound" technique.

The main contribution of this paper is a new method of computing the lower bounds. The method we proposed is based on $H^\infty$ estimation. In general, the bounds based on this approach depend on the simultaneous choice of several parameters. One possible choice of these parameters results in a bound that is guaranteed to be better than the one obtained by simply relaxing the search space to a sphere. These lower bounds appear to be promising since, in an earlier work, we have noted that lower bounds tighter than the ones obtained by relaxing the search space to a sphere yet still being of quadratic computational complexity would improve the performance of the sphere decoder algorithm. We presented simulation results which demonstrated that the new lower bound leads to a modified sphere decoding algorithm significantly faster than the standard sphere decoder algorithm in the regimes of low SNR and/or high dimensions.

Although we found a possible choice of the free parameters such that the new lower bound is better than the previously used spherical one, we did not address finding the best value of these parameters. This means that, in general, with a better choice of the parameters in (14), our lower bound may perform even better. Finding a better way of selecting these parameters is currently under investigation.
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