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ABSTRACT

We develop a self-contained theory for linear estimation in Krein spaces. The theory is based on simple concepts such as projections and matrix factorizations, and leads to an interesting connection between Krein space projection and the computation of the stationary points of certain second order (or quadratic) forms. We use the innovations process to obtain a rather general recursive linear estimation algorithm, which when specialized to a state space model yields a Krein space generalization of the celebrated Kalman filter with applications in several areas such as $H^\infty$-filtering and control, game problems, risk sensitive control, and adaptive filtering.

I. INTRODUCTION

We have recently shown that $H^\infty$-estimation and control, and several related problems such as risk-sensitive estimation and control, finite memory adaptive filtering, and others, can be studied in a simple and unified way by relating them to Kalman filtering problems not in the usual (stochastic) Hilbert space but in a special kind of indefinite metric space known as a Krein space. Though the two types of spaces share many characteristics, they differ in special ways that turn out to mark the difference between the LQG or $H^2$ theories and the more recent $H^\infty$ theories. In this paper we develop a self-contained theory for linear estimation in Krein spaces. The ensuing theory is much more rich than the conventional Hilbert space case, which is why it yields a unified approach to the above mentioned problems. We shall, for brevity, omit several details and most of the proofs, which will be published elsewhere. For alternative points of view and for results on $H^\infty$-filtering and related questions, the reader may consult [1]-[6], and the references therein.

The remainder of the paper is organized as follows. We introduce Krein spaces and define the corresponding notion of projection in Section 1.1. Contrary to the Hilbert space case where projections are always unique, the Krein space projection is unique (unambiguous) iff a certain Gramian matrix is nonsingular. In Section II, we first remark that while quadratic forms in Hilbert space always have minima (or maxima), in Krein spaces one can only assert that they will always have stationary points. Further conditions will have to be met for these to be minima or maxima. We explore this by first considering the problem of finding a vector $k$ to stationarize a quadratic form $<z - k^*\gamma, z - k^*\gamma>_\gamma$ where $<., .>_\gamma$ is an indefinite inner product and $*$ denotes conjugate transpose. $\gamma$ is a collection of vectors in the Krein space and $z$ is a vector outside the linear space spanned by the $\gamma$. If the Gramian matrix $R_{\gamma} = <\gamma, \gamma>_\gamma$ is nonsingular, then there is a unique stationary $k^*\gamma$, which is given by the projection of $z$ onto the linear space spanned by the $\gamma$; the stationary point will be a minimum iff $R_{\gamma}$ is strictly positive definite as well. In a Hilbert space of course, the nonsingularity of $R_{\gamma}$ and its strict positive definiteness are equivalent properties, but this is not true with $\gamma$ in a Krein space.

Now in the Hilbert space theory it is well known that a certain deterministic quadratic form (arising from a Bayesian approach to the problem) is also minimized by the same element $k^*\gamma$. In the Krein space case, $k^*\gamma$ also yields a stationary point of the corresponding deterministic quadratic form, but now this point will be a minimum iff $R_{\gamma} - R_{\gamma} R_{\gamma}^{-1} R_{\gamma}$ is positive definite, where the $R_{\gamma}, R_{\gamma} R_{\gamma}^{-1}$, and $R_{\gamma}$ are the usual Gramians and cross Gramians of $z$ and $\gamma$. In Krein space, unlike Hilbert space, the conditions $R_{\gamma} > 0$ and $R_{\gamma} - R_{\gamma} R_{\gamma}^{-1} R_{\gamma} > 0$ need not hold simulta-
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This simple distinction turns out to be crucial in understanding the difference between $H^2$ and $H^\infty$ estimation as we show in the companion papers [7, 8]. In the present paper, we continue with the general theory, by exploring the consequences of assuming that $(z, Y)$ are based on some underlying state-space model. This will then lead us to recursions of the same form as those of the celebrated Kalman filter, except that in Krein space the Riccati variable $P_t$ and the innovations Gramian $R_e,i$ are not necessarily positive (semi)definite. Moreover, the distinctions between the results for the stochastic and deterministic quadratic forms stand out quite clearly. These results are developed in Sections II and III.

I.1 Krein Spaces and Projections

A Krein space $\{K, <. , \rangle\}$ is a vector space that satisfies the following: (i) $K$ is linear over $C$, the complex numbers, (ii) $K$ possesses a bilinear form $< , >_K$ such that for any $x, y, z \in K$, and for any $a, b \in C$, we have $< x, y >_K = < x, y >_K$ and $< ax + by, z >_K = a < x, z >_K + b < y, z >_K$, and (iii) $K$ admits a direct orthogonal sum decomposition $K = K_+ + K_-$ such that $\{K_+ , < , >_K\}$ and $\{K_-, < , >_K\}$ are Hilbert spaces, and $< x, y >_K = 0$ for any $x \in K_+$ and $y \in K_-$. The symbol $*$ denotes complex conjugation. Also, elements in a Krein space will be denoted by bold face letters.

Given $z \in K$ and the elements $\{y_0, y_1, \ldots, y_N\}$ also in $K$, we define $\tilde{z}$ to be the projection of $z$ onto the linear space spanned by $\{y_0, y_1, \ldots, y_N\}$ iff $z = \tilde{z} + \hat{z}$ where $\tilde{z} \in \text{span}(y_0, y_1, \ldots, y_N)$ and $\hat{z}$ satisfies the orthogonality condition $< \tilde{z}, y_i >_K = 0$ for $i = 0, 1, \ldots, N$. It is straightforward to verify that in a Hilbert space setting, projections always exist and are unique, whereas in the general Krein space setting, $\tilde{z}$ will exist and be unique iff the Gramian matrix, $R_Y = < Y, Y >_K$, is nonsingular. In this case, $\tilde{z}$ is given by $\tilde{z} = < z, y >_K < y, y >_K^{-1} Y = R_y Y R_Y^{-1} Y$.

II. QUADRATIC FORMS

It turns out that projections determine the stationary point of certain second-order forms. To clarify this point, consider an arbitrary linear combination $z_0(k) = k^* Y$ of the observation vectors $\{y_i\}$. A natural object to study is the error Gramian $E(k) = < z - z_0(k), z - z_0(k) >_K = R_z - R_y Y k^* R_y Y + k^* R_y Y k$. In a Hilbert space, where the inner product is positive definite, $E(k)$ is a norm and is a measure of the closeness of $z$ and $z_0(k)$. That interpretation does not extend to Krein spaces, where a minimum of $E(k)$ does not necessarily exist. However, a stationary point is always guaranteed to exist. The matrix $k_e$ is said to be the stationary point of $E(k)$ iff $k_e$ is a stationary point of the scalar second-order form $a^* E(k) a$ for all complex column vectors $a$, viz., $\partial (a^* E(k) a) / \partial (ka) = 0$ at $k = k_e$. Moreover, the stationary point of $E(k)$ is a minimum iff for all $k$ we have $\partial^2 (a^* E(k) a) / \partial (ka^2) > 0$.

Calculating the stationary point of $E(k)$, and the corresponding condition for a minimum, is now straightforward and leads to our first result on the significance of the Krein space projection of $z$ on the span of $Y$. If $R_Y$ is nonsingular, then the projection $\hat{z}$ defined in the previous section is equal to $k_e^* Y$, where $k_e = R_y Y R_y^{-1} Y$. Moreover, $E(k_e) = R_z - R_y Y R_y^{-1} Y > 0$ is a minimum iff $R_Y > 0$.

We refer to this as a vector, or stochastic, interpretation of the notion of projection since $\{y_0, \ldots, y_N\}$ and $z$ can be viewed as random quantities in the special case of a Hilbert space of stochastic variables. We can however consider a second interpretation for the projection, which we shall refer to as deterministic, because it involves computing the stationary point of a certain scalar second order form. To this end, consider the following scalar second order form

$$J(z, Y) \equiv [ z^* Y^* ] \begin{bmatrix} R_z & R_y Y \hline R_y Y & R_Y \end{bmatrix}^{-1} \begin{bmatrix} z \\ Y \end{bmatrix},$$

where $z$ and $Y$ are no longer bold face, meaning that they are to be regarded as (ordinary) vectors of complex numbers, and the quantities $R_z, R_y Y, R_y Y, R_Y$ are as above. We can also verify that if $R_Y$ is nonsingular, then the stationary point $z_0$ of $J(z, Y)$ is given by $z_0 = R_y Y R_y^{-1} Y$, with $J(z_0, Y) = Y^* R_y^{-1} Y$, and this point is a minimum iff $R_z - R_y Y R_y^{-1} Y > 0$.

This last result implies that the stationary point $z_0$ is given by the exact same expression as the projection $\hat{z}$ defined above. It is important to clearly understand what is shown here. The stationary point $z_0$ of the scalar quadratic form $J(z, Y)$ is given by a formula similar to that for the projection of a Krein space vector $z$ on the linear span of Krein space vectors $Y$. However, $z$ and $Y$ are just vectors in Euclidean space, with no Krein space involved, and $z_0$ is not the "projection" of $z$ on the vector $Y$. What the above result shows is that by properly defining the scalar quadratic form $J(z, Y)$ using coefficient matrices $R_z, R_y Y, R_y Y, R_y Y$ that are ar-
brary, but that can be regarded as being obtained from Gramians and cross-Gramians of some vectors \( z, Y \) in Krein space, we can get a result similar to that of minimizing a matrix quadratic forms via projections in Krein spaces. This distinction does not happen in the Hilbert space setting since the conditions \( R_{x} - R_{xY} R_{Y}^{-1} R_{Yx} > 0 \) and \( R_{Y} > 0 \) occur simultaneously.

### III. STATE-SPACE STRUCTURE

We now assume that the components \( \{ y_{j} \} \) of \( Y \) arise from an underlying state-space model: \( x_{j+1} = F_{j} x_{j} + G_{i} u_{j} + v_{j} \), where \( x_{0}, \{ u_{j} \} \), and \( \{ v_{j} \} \) are assumed to be uncorrelated elements in a Krein space \( K \) such that \( < u_{i}, u_{j} >_{K} = Q_{i} \delta_{ij}, < v_{i}, v_{j} >_{K} = R_{i} \delta_{ij}, < x_{0}, x_{0} >_{K} = \Pi_{0}, \) where \( \delta_{ij} \) denotes the Kronecker delta function. Let \( h_{j} \) be the response at time \( j \) to an impulse at time \( k < j \) (assuming \( x_{0} = 0 \) and \( v_{k} = 0 \) for all \( k \)), and define

\[
Y = \begin{bmatrix} y_{0} \\ \vdots \\ y_{N} \end{bmatrix},
U = \begin{bmatrix} u_{0} \\ \vdots \\ u_{N} \end{bmatrix},
V = \begin{bmatrix} v_{0} \\ \vdots \\ v_{N} \end{bmatrix}.
\]

Then \( Y = C x_{0} + \Gamma U + V \), where

\[
C = \begin{bmatrix} H_{0} \\ H_{1} F_{0} \\ \vdots \\ H_{N} F_{N-1} \cdots F_{0} \end{bmatrix},
\Gamma = \begin{bmatrix} h_{0} & 0 & \cdots & 0 \\ 0 & h_{0} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & h_{20} \end{bmatrix}.
\]

In state-space estimation problems, one may regard as fundamental quantities the projections of \( x_{0} \) and \( U \) onto the space spanned by \( Y \), which we shall denote by \( \hat{x}_{0} | N \) and \( \hat{U} | N \) respectively. Note that the span of \( \{ x_{0}, U, V \} \) is equivalent to the span of \( \{ \hat{x}_{0}, \hat{U}, \hat{V} \} \) and hence, due to linearity, the projection of any other quantity of interest on \( Y \) can be obtained as a linear combination of \( \hat{x}_{0} | N \) and \( \hat{U} | N \).

Also, the Gramian of \( Y \) has the form \( R_{Y} = C \Pi_{0} \Gamma^{*} + C Q C^{*} + R \), where we have defined \( Q = Q_{0} \oplus Q_{1} \oplus \cdots \oplus Q_{N} \) and \( R = R_{0} \oplus R_{1} \oplus \cdots \oplus R_{N} \).

We are then led to the following stochastic interpretation.

**Lemma 1** Suppose \( x_{0}, U, \) and \( Y \) are related through a state space model as above, and that \( R_{Y} \) is nonsingular. Then the stationary point of the error Gramian

\[
< x_{0} U >_{K} - \begin{bmatrix} x_{0}^{T} U^{T} \\ x_{0} U \end{bmatrix} >_{K}
\]

over all \( x_{0}^{T} U^{T} \) in the span of \( Y \) is given by

\[
\begin{bmatrix} \hat{x}_{0} | N \\ \hat{U} | N \end{bmatrix} = \begin{bmatrix} \Pi_{0} & 0 \\ 0 & Q \end{bmatrix} \begin{bmatrix} \Gamma^{*} \\ \Gamma \end{bmatrix} R_{Y}^{-1} Y ,
\]

which is the projection of \( x_{0} U \) on the span of \( Y \).

Moreover, this stationary point is a minimum if, and only if, \( R_{Y} > 0 \).

Now let us consider the (deterministic) scalar form analog of Lemma 1. We shall first identify the corresponding scalar quadratic form. For this, we recall that the projection of \( x_{0} U \) onto \( Y \) also yields the stationary point (over \( x_{0} \) and \( U \)) of the following second order form,

\[
[ x_{0}^{*} \ U^{*} \ Y^{*} ] = [ R_{X0} \ R_{X0} \ U \ R_{X0} \ Y ]^{-1} [ x_{0} \ U \ Y ],
\]

where we assume that the (ordinary) vectors \( x_{0}, U, \) and \( Y \) obey the (state-space) constraints: \( x_{j+1} = F_{j} x_{j} + G_{i} u_{j} + y_{j} = H_{j} x_{j} + v_{j}, \) and where \( U \) and \( Y \) are defined accordingly. To compute the actual coefficient matrix in the above expression, it will be convenient to make a change of variables through the following easily verifiable relation:

\[
[ x_{0}^{*} \ U^{*} \ Y^{*} ] = \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & R \end{bmatrix} [ x_{0} \ U \ Y ],
\]

which implies that the above quadratic form is equal to

\[
[ x_{0}^{*} \ U^{*} \ Y^{*} ] = \begin{bmatrix} \Pi_{0} & 0 & 0 \\ 0 & Q & 0 \\ 0 & 0 & R \end{bmatrix}^{-1} [ x_{0} \ U \ Y ].
\]

We are then led to the following deterministic interpretation.

**Lemma 2** The element

\[
[ x_{0} | N \\ \hat{U} | N ] = \begin{bmatrix} \Pi_{0} & 0 \\ 0 & Q \end{bmatrix} \begin{bmatrix} \Gamma^{*} \\ \Gamma \end{bmatrix} R_{Y}^{-1} Y
\]

is the stationary point of the following second order form:

\[
J_{N} = x_{0}^{*} \Pi_{0}^{-1} x_{0} + \sum_{j=0}^{N} u_{j}^{T} Q_{j}^{-1} u_{j} + \sum_{j=0}^{N} (y_{j} - H_{j} x_{j})^{*} R_{j}^{-1} (y_{j} - H_{j} x_{j}).
\]

The value of \( J_{N} \) at the stationary point is \( Y^{*} R_{Y}^{-1} Y \).
III.1 Conditions for a Minimum

It remains to further explore the effect of the state-space assumption on the condition that the above stationary point is actually a minimum. We recall that the condition is that the Gramian matrix

$$M = R_z - R_zYR_Y^{-1}R_Yz$$

be positive,

where $z = \begin{bmatrix} x_0^T & U^T \end{bmatrix}^T$. The assumption of state-space structure gives

$$M = \begin{bmatrix} \Pi_0 - \Pi_0Q^*R_Y^{-1}\Pi_0 & -\Pi_0Q^*R_Y^{-1}Q \\
-Q^*R_Y^{-1}\Pi_0 & Q - Q^*R_Y^{-1}Q \end{bmatrix}.$$

One characterization of the fact that $M > 0$ is that the $(1,1)$ block entry and its Schur complement must be positive definite. The $(1,1)$ is by definition the norm of the error $x_0 - \hat{x}_0|N|$, i.e.,

$$\Pi_0 - \Pi_0Q^*R_Y^{-1}\Pi_0 = <x_0 - \hat{x}_0|N, x_0 - \hat{x}_0|N >_\varepsilon = P_0|N.$$

So one conclusion is $P_0|N > 0$. As for the Schur complement of the $(1,1)$ block entry of $M$, say $\Delta$, it can be shown that $\Delta^{-1} = Q^{-1} + \Gamma^*R^{-1}\Gamma$, so that we have the following result.

**Lemma 3** A necessary and sufficient condition for the stationary point of Lemma 2 to be a minimum is that $P_0|N > 0$ and $Q^{-1} + \Gamma^*R^{-1}\Gamma > 0$.

Now Lemma 3 gives just one set of conditions for testing the positivity of $M$. Many others can be obtained by various congruence transformations on $M$. We see that Lemma 3 involves the smoothing error $P_0|N$. In ordinary least-squares theory, more often computed is the one-step prediction error (the innovations variance),

$$P_{N+1} = <\hat{x}_{N+1} - \hat{x}_{N+1}, \hat{x}_{N+1} - \hat{x}_{N+1} >_\varepsilon ,$$

where $\hat{x}_{N+1}$ denotes the estimate of $x_{N+1}$ based on $\{y_0, \ldots, y_N\}$. Exploration of such facts leads us to the result of Lemma 4, which will turn out to be more useful than Lemma 3, for reasons that will appear later. This does not mean, however, that other sets of conditions may not be as or even more useful in certain circumstances.

**Lemma 4** Assuming that the $\{F_i\}$ are invertible, then a necessary and sufficient condition for the stationary point of Lemma 2 to be a minimum is that $P_{N+1} > 0$ and $Q^{-1} + \Gamma^*R^{-1}\Gamma - C^*P_{N+1}C > 0$,

where

$$C = \begin{bmatrix} F_N \ldots F_1 G_0 F_N \ldots F_2 G_1 \ldots G_N \end{bmatrix}.$$

IV. RECURSIVE FORMULAS

The key consequence of state-space structure in Hilbert space is that the computational burden of finding the estimates and the error variances can be significantly reduced by using the celebrated Kalman filter recursions for the quantities $\{x_{i+1}, P_i\}$. We shall see that similar recursions hold in Krein space as well, provided we have the additional assumption that $R_Y$ is strongly nonsingular (or strongly regular), in the sense that all its leading minors are nonzero. From the properties of the Krein space projection described earlier, recursive projection onto the $\{y_j\}$ is possible only if all leading submatrices of $R_Y$ are nonsingular. The condition of strong regularity is well known to imply that $R_Y$ has a unique triangular decomposition $R_Y = LDL^*$, where $D$ is diagonal and $L$ is lower triangular with unit diagonal. A very useful geometric insight into this factorization is that it is an easy consequence of a Gram-Schmidt orthogonalization on the vectors $\{y_j\}$. Namely, if we define the innovations $e_j = y_j - \hat{y}_j$, where $\hat{y}_j \equiv \hat{y}_{j-1}$ is the projection of $y_j$ onto the linear space spanned by $\{y_0, \ldots, y_{j-1}\}$, then the uniqueness of the triangular decomposition implies that

$$Y = \begin{bmatrix} y_0 \\ \vdots \\ y_N \end{bmatrix} = L \begin{bmatrix} e_0 \\ \vdots \\ e_N \end{bmatrix} = LE$$

so that $D = LE$. We should also point out that the value at the stationary point of $J_N$ in terms of the innovations is given by $Y^*R_Y^{-1}Y = \sum_{j=0}^N \epsilon_j^*R_{\epsilon_j}\epsilon_j$. Now the state-space structure allows us to compute the innovations recursively and efficiently. Moreover, once the innovations have been found, many other estimates such as $\hat{x}_0|N$ and $\hat{U}_0|N$ can be readily computed, as described at the end of this section. The derivation leads to an extension of the Kalman filter algorithm to Krein spaces.

**Theorem 1** Consider the Krein-space state equations

$$x_{i+1} = F_ix_i + G_iu_i, \quad 0 \leq i \leq N$$

$$y_i = H_ix_i + v_i$$

with

$$\begin{bmatrix} u_j \\ v_j \\ x_0 \end{bmatrix} >_\varepsilon = \begin{bmatrix} Q_j\delta_{jk} & 0 & 0 \\ 0 & R_j\delta_{jk} & 0 \\ 0 & 0 & I_0 \end{bmatrix}.$$

Assume that $R_Y = \begin{bmatrix} <y_i, y_j >_\varepsilon \end{bmatrix}$ is strongly regular. Then the innovations can be computed via the
formulas
\[
\begin{align*}
\mathbf{e}_i &= \mathbf{y}_i - H_i \hat{\mathbf{x}}_i, \quad 0 \leq i \leq N \\
\mathbf{x}_{i+1} &= F_i \hat{\mathbf{x}}_i + K_{p,i}(\mathbf{y}_i - H_i \hat{\mathbf{x}}_i), \quad x_0 = 0 \\
K_{p,i} &= F_i P_i H_i^T R_{e,i}^{-1}
\end{align*}
\]
where \( R_{e,i} = <\mathbf{e}_i, \mathbf{e}_i >_\mathbf{K} = R_i + H_i P_i H_i^T \), and the \( \{ P_i \} \) can be recursively computed via the (Riccati) recursions:
\[
P_0 = \Pi_0, \\
P_{i+1} = F_i P_i F_i^T - K_{p,i} R_{e,i} K_{p,i}^* + G_i Q_i G_i^*.
\]

We note that \( \mathbf{x}_{i+1} \) is the projection of \( \mathbf{x}_{i+1} \) on the linear span of \( \{ \mathbf{y}_0, \ldots, \mathbf{y}_i \} \), and that \( P_i = < \mathbf{x}_i - \hat{\mathbf{x}}_i, \mathbf{x}_i - \hat{\mathbf{x}}_i >_\mathbf{K} \). The derivation of the above algorithm follows the usual pattern as in the Kalman filter theory (see, e.g., [9]) and is therefore not repeated here. The only remark to be made is that unlike the usual theory, none of the matrices \( \{ Q_i, R_i, R_{e,i}, P_i \} \) need be positive, and that the invertibility of \( R_{e,i} \) follows from the assumption that \( R_{\mathbf{K}} \) is strictly regular. Moreover, in Kalman filter theory there are many variations of the above formulas such as the measurement update formulas, the time update formulas, the information filter form, and the square-root forms. These will be discussed elsewhere. Furthermore, for constant systems, or in fact for systems where the time-variation is structured in a certain way, the Riccati recursions and the square-root recursions, both of which take \( O(n^3) \) elementary computations (flops) per iteration (where \( n \) is the dimension of the state-space), can be replaced by the more efficient Chandrasekhar recursions, which require only \( O(n^2) \) flops per iteration [10, 11]. We shall not present these square-root and Chandrasekhar equations here, because, despite their formal similarity with the Hilbert space case, these recursions will only exist if the projection performs a certain minimization. In this case even though the \( R_{e,i} \) are not necessarily non-negative definite, it turns out that their inertia has a certain property that allows generalized square-roots to be defined, and appropriate square-root and Chandrasekhar recursions to be devised. This will be done elsewhere.

Before closing this section we note that it is not difficult to verify that the innovations can also be used to recursively compute the projections \( \mathbf{x}_{0:N} \) and \( \hat{\mathbf{U}}_{0:N} \) as follows:
\[
\begin{align*}
\hat{\mathbf{x}}_{0:i} &= \sum_{k=0}^{i} <\mathbf{x}_0, \mathbf{x}_k >_\mathbf{K} H_k^T R_{e,k}^{-1} \mathbf{e}_k \\
\hat{\mathbf{u}}_{0:i} &= \sum_{k=0}^{i} <\mathbf{u}_0, \mathbf{x}_k >_\mathbf{K} H_k^T R_{e,k}^{-1} \mathbf{e}_k
\end{align*}
\]

where the inner products satisfy the recursive formulas
\[
<\mathbf{x}_0, \hat{\mathbf{x}}_{i+1} >_\mathbf{K} = (F_i - K_{p,i} H_i) <\mathbf{x}_0, \hat{\mathbf{x}}_i >_\mathbf{K} , \\
<\mathbf{u}_j, \hat{\mathbf{x}}_{i+1} >_\mathbf{K} = (F_i - K_{p,i} H_i) <\mathbf{u}_j, \hat{\mathbf{x}}_i >_\mathbf{K} ,
\]
with \( <\mathbf{x}_0, \mathbf{x}_0 >_\mathbf{K} = \Pi_0, <\mathbf{u}_j, \mathbf{x}_{i+1} >_\mathbf{K} = Q_j G_j^T, K_{p,i} = F_i P_i H_i^T R_{e,i}^{-1}, \) and \( P_{i+1} = P_i^{-1} + H_i^T R_{e,i}^{-1} H_i \).

IV.1 Recursive Estimation and Second-Order Forms

The scalar quadratic form associated with projecting \( \mathbf{x}_0 \) and \( U \) onto \( \mathbf{Y} \) has already been identified in Lemma 2. We shall presently study the condition for the existence of a minimum in more detail, and present a recursive procedure for testing this condition.

Recall from Lemma 4 that if the \( \{ F_j \} \) are nonsingular then the condition for a minimum for the scalar quadratic form can be expressed as \( P_{N+1} > 0 \) and
\[
Q^{-1} + \Gamma^T R^{-1} \Gamma - C^T P_{N+1}^{-1} C > 0.
\]

In order to identify the above condition, the following result will be useful.

Lemma 5 (Complementary Model) Consider the backwards state-space model
\[
\begin{align*}
\mathbf{x}_{j}^c &= F_j^T \mathbf{x}_{j+1}^c + H_j^T \mathbf{u}_j, \quad N \geq j \geq 0 \\
\mathbf{y}_{j}^c &= G_j^T \mathbf{x}_{j+1}^c + \mathbf{v}_j^c
\end{align*}
\]
with \( <\mathbf{u}_j, \mathbf{u}_k^c >_\mathbf{K} = R_j^{-1} \delta_{jk}, <\mathbf{v}_j^c, \mathbf{v}_k^c >_\mathbf{K} = Q_j^{-1} \delta_{jk}, \) and \( <\mathbf{x}_{N+1}^c, \mathbf{x}_{N+1}^c >_\mathbf{K} = -P_{N+1}^{-1} \), and define the corresponding column vector \( \mathbf{Y}_c^T = [\mathbf{y}_0^T \ldots \mathbf{y}_N^T]^T \). Then \( R_{\mathbf{Y}_c} = Q^{-1} + \Gamma^T R^{-1} \Gamma - C^T P_{N+1}^{-1} C \).

There are a variety of ways to motivate this state-space model (for example via duality), however, we shall pursue this line of thought elsewhere. Now that we have identified the matrix in (1) as the Gramian of a state-space model, we can recursively test condition (1) by checking the positivity of the innovations of this model. This is obtained by developing the corresponding Krein Kalman filter for the backwards model.

Lemma 6 If the \( \{ F_j \} \) are nonsingular, then the Gramian of the innovations of the complementary state-space model is given by:
\[
Q_j^{-1} - G_j^T P_{j+1}^{-1} G_j, \quad N \geq j \geq 0.
\]
where $P_j$ satisfies the usual Riccati recursion:

$$P_{j+1} = F_j P_j P_j^* - K_{p,j} R_{e,j} K_{p,j}^* + G_j Q_j G_j^*$$

with $K_{p,j} = F_j P_j R_{e,j}^{-1}$, $R_{e,j} = R_j + H_j P_j H_j^*$ and $P_0 = \Pi_0$.

The condition for a minimum can now be written as $P_{N+1} > 0$ and $Q_j^{-1} - G_j^* P_j^{-1} G_j > 0$ for $j = 0, \ldots, N$. But it can be verified that the matrices $(P_{j+1} \oplus Q_j^{-1} - G_j^* P_j^{-1} G_j)$ and $((P_j^{-1} + H_j^* R_j^{-1} H_j)^{-1} \oplus Q_j^{-1})$ are congruent. Hence, we obtain the following result, which is one of the most important in this presentation, and will be of use in a variety of applications.

**Theorem 2** If $R_Y$ is strongly regular, then the Krein space Kalman filter

$$\dot{x}_{j+1} = F_j x_j + K_{p,j} e_i, \quad x_0 = 0,$$

with $K_{p,j} = F_j P_j H_j^* R_{e,j}^{-1}$, $R_{e,j} = R_j + H_j P_j H_j^*$, $e_i = y_i - \hat{y}_i = y_i - H_j x_i$, and $P_j$ satisfying the Riccati recursion

$$P_{j+1} = F_j P_j F_j^* + G_j Q_j G_j^* - K_{p,j} R_{e,j} K_{p,j}^*, \quad P_0 = \Pi_0,$$

recursively computes the stationary point of the following second-order form

$$J_i = x_i^* \Pi_i^{-1} x_0 + \sum_{j=0}^{i} u_j^* Q_j^{-1} u_j + \sum_{j=0}^{i} (y_j - H_j x_j)^* R_j^{-1} (y_j - H_j x_j)$$

over $\{x_j\}$ and $\{u_j\}$, subject to the state-space constraint $x_{j+1} = F_j x_j + G_j u_j$. The value of $J_i$ at the stationary point is equal to $\sum_{j=0}^{i} e_j^* R_{e,j}^{-1} e_j$. If the $\{F_j\}_{j=0}^{i}$ are nonsingular, then the stationary point will correspond to a minimum iff, $Q_j > 0$ and $P_j^{-1} = P_j^{-1} + H_j^* R_j^{-1} H_j > 0$ for $j = 0, 1, \ldots, i$.

**IV. CONCLUDING REMARKS**

Briefly, the major conclusion is that given a deterministic quadratic form in Krein space, (to which $H^\infty$ problems lead almost by inspection), one can relate them to a corresponding stochastic problem for which the Kalman filter solution can be written down immediately; moreover, the condition for a minimum can also be expressed in terms of quantities easily related to the basic Riccati equations of the Kalman filter. Several applications are described in the companion papers [7, 8].
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