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Abstract—Several ways of relating the concept of error-correcting codes to the concept of neural networks are presented. Performing maximum likelihood decoding in a linear block error-correcting code is shown to be equivalent to finding a global maximum of the energy function of a certain neural network. Given a linear block code, a neural network can be constructed in such a way that every local maximum of the energy function corresponds to a codeword and every codeword corresponds to a local maximum. The connection between maximization of polynomials over the \(n\)-cube and error-correcting codes is also investigated; the results suggest that decoding techniques can be a useful tool for solving problems of maximization of polynomials over the \(n\)-cube. The results are generalized to both nonbinary and nonlinear codes.

I. INTRODUCTION

Our main goal is to explore the connections between the three concepts appearing in the title. A neural network is a computational model type that has recently been attracting much interest because it seems to have properties that are similar to those of both biological and physical systems. The usual computation performed in a neural network is the maximization of the so-called energy function. The state space of a neural network can be described by the topography defined by the energy function associated with the network.

The main problem in the field of error-correcting codes is to design good codes: codes that can correct many errors and whose encoding and decoding procedures are computationally efficient. An error-correcting code can be described by a topography, with the peaks of the topography being the codewords. The decoding of a corrupted word (a point in the topography that is not a peak) is then equivalent to looking for the closest peak in the topography.

The analogy between the two subjects just described was the initial motivation for this work. It turns out that both neural networks and error-correcting codes can be described by polynomials over the \(n\)-cube. Thus the connection between the two concepts can be established. The representation of error-correcting codes using polynomials over the \(n\)-cube also provides a new perspective to the subject that enables us to derive some new proofs to already known results. The problem of the maximization of polynomials over the \(n\)-cube is known in operations research and computer science. The connection with error-correcting codes suggests a new tool for solving these problems, namely, decoding techniques. The other direction, that is, maximum likelihood decoding using known techniques of maximization of polynomials, is not addressed in this paper but is an interesting subject for future research.

The paper is organized as follows. In Section II we present some background on neural networks. We review the basic definitions of the Hopfield model. We discuss stable states and the different modes of operation of the network. We conclude the section by proving that finding a global maximum of the energy function of the network is equivalent to finding a minimum cut in a certain graph. The generalization to energy functions of a higher degree is also reviewed.

In Section III we establish a connection between the Hopfield model and graph theoretic codes. We prove that maximum likelihood decoding in a graph theoretic code is equivalent to finding the minimum cut in a certain graph. By the description in the previous section, this implies that maximum likelihood decoding in a graph theoretic code is equivalent to finding a maximum of the energy in a neural network.

In Section IV we extend the results of Section III to general linear block codes. The key idea is to represent the binary symbols \(0,1\) by the symbols \(1,-1\) with the operation being multiplication instead of exclusive OR. A general energy function, not necessarily quadratic, is defined based on the generator matrix of a given linear block code. We show that finding the global maximum of this energy function is equivalent to maximum likelihood decoding in the code. A generalization of the results to nonbinary codes is presented in Appendix I while a generalization of the results to nonlinear codes is presented in Appendix II.

In Section V we study the energy function associated with the parity check matrix of a code. When this matrix is written in systematic form, we show that each codeword corresponds to a local maximum of the polynomial associated with the parity check matrix and that each local maximum corresponds to a codeword. We interpret the results of this section as dual to the ones in Section IV for defining the maximum likelihood problem.
In Section VI we consider the problem of solving unconstrained nonlinear 0–1 programs. This is basically the problem of maximizing a polynomial on $n$ variables, with each variable being either zero or one. It is known that this problem is NP-hard. The known solvable cases use the concept of the conflict graph. We found that the family of polynomials associated with Hamming codes results in a recognition and maximization technique that is based on the conflict graph which is not bipartite in general (i.e., for which an efficient algorithm is not known). For the family of polynomials associated with Hamming codes, efficient maximization techniques are presented.

A note regarding the notation is in order. Since $G$ denotes a graph in graph theory and a generator matrix in coding theory, we put carets on all letters that are used to denote graphs. Thus, a graph is denoted by $\tilde{G} = (\tilde{V}, \tilde{E})$, while a generator matrix of a code is denoted by $G$.

II. BACKGROUND ON NEURAL NETWORKS

The neural network model is a discrete-time system that can be represented by a weighted undirected graph. There is a weight attached to each edge of the graph and a threshold value attached to each node (neuron) of the graph. The order of the graph is the number of nodes in the corresponding graph. Let $N$ be a neural network of order $n$; then $N$ is uniquely defined by $(W, T)$ where

- $W$ is an $n \times n$ symmetric zero-diagonal matrix where $W_{i,j}$ is equal to the weight attached to edge $(i, j)$,
- $T$ is a vector of dimension $n$ where $T_i$ denotes the threshold attached to node $i$.

Every node (neuron) can be in one of two possible states, either 1 or -1. The state of node $i$ at time $t$ is denoted by $V_i(t)$. The state of the neutral network at time $t$ is the vector $V(t)$. The next state of a node is computed by

$$V_i(t + 1) = \text{sgn}(H_i(t)) = \begin{cases} 1, & \text{if } H_i(t) \geq 0 \\ -1, & \text{otherwise} \end{cases}$$

where $H_i(t) = \sum_{j=1}^{n} W_{i,j} V_j(t) - T_i$.

The next state of the network, i.e., $V(t + 1)$, is computed from the current state by performing the evaluation (1) at a subset of the nodes of the network, to be denoted by $S$. The modes of operation are determined by the method by which the set $S$ is selected in each time interval.

If the computation is performed at a single node in any time interval, i.e., $|S| = 1$, then we will say that the network is operating in a serial mode, and if $|S| = n$, then we will say that the network is operating in a fully parallel mode. All the other cases, i.e., $1 < |S| < n$, will be called parallel modes of operation. The set $S$ can be chosen at random or according to some deterministic rule. A state $V(t)$ is called stable if and only if $V(t) = \text{sgn}(WV(t) - T)$, i.e., there is no change in the state of the network no matter what the mode of operation is.

Example: Consider the network in Fig. 1 with $W_{1,2} = -1$ and $T$ the 0 vector. It can be verified that the stable states of this simple network are $(-1, 1)$ and $(1, -1)$.

![Fig. 1. Neural network with two nodes.](image)

One of the most important properties of the model is its convergence property, as summarized by the following proposition.

**Proposition 1** [5], [8], [14]: Let $N = (W, T)$ be a neural network, with $W$ a symmetric matrix; then the network $N$ always converges to a stable state while operating in a serial mode and to a cycle of length at most two while operating in a fully parallel mode.

The main idea in the proof of the convergence property is to define a so-called energy function and to show that this energy function is nondecreasing when the state of the network changes as a result of computation. The energy function used in the proof of Proposition 1 is

$$E(t) = V^T(t)WV(t) - 2V^T(t)T.$$  \(2\)

A neural network when operating in a serial mode will always get to a stable state that corresponds to a local maximum of the energy function. This suggests the use of the network as a device for performing a local search algorithm for finding a maximal value of the energy function [4], [5], [15]. Clearly, every optimization problem that can be defined in a form of a quadratic function over $(-1, 1)^n$ as in (2) can be mapped to a neural network which will perform a search for its optimum. One of the optimization problems that is not only representable by a quadratic function but is actually equivalent to it is the problem of finding the minimum cut in a graph [5], [19].

To clarify the above statement, let us start by defining the term "cut" in a graph.

**Definition:** Let $G = (\tilde{V}, \tilde{E})$ be a weighted and undirected graph, where $\tilde{V}$ denotes the set of nodes of $\tilde{G}$ and $\tilde{E}$ denotes the set of edges of $\tilde{G}$. Let $W$ be the symmetric matrix that corresponds to the weights of the edges of $\tilde{G}$. For example, for the network in Fig. 1 we have

$$W = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}.$$  \(2\)

Let $\tilde{V}_i$ be a subset of $\tilde{V}$, and let $\tilde{V}_{-i} = \tilde{V} - \tilde{V}_i$. The set of edges each of which is incident at a node in $\tilde{V}_i$ and at a node in $\tilde{V}_{-i}$ is called a cut in $\tilde{G}$.

**Definition:** The weight of a cut is the sum of its edge weights. A minimum cut (MC) of a graph is a cut with minimum weight.

The equivalence between the MC problem and the problem of maximizing the energy function of a neural network is summarized by the following theorem (generalizations of this equivalence can be found in [4], [5]). We include the proof to exhibit a principle that will be useful later.
Proposition 2 [5], [19]: Let $N = (W, T)$ be a neural network with all thresholds being zero; i.e., $T = 0$. The problem of finding a state $V$ for which the energy $E$ is maximum is equivalent to finding a minimum cut in the graph corresponding to $N$.

Proof: Since $T = 0$, the energy function is

$$E = \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij}V_iV_j. \quad (3)$$

Let $W^{++}$ denote the sum of weights of edges in $N$ with both endpoints equal to 1, and let $W^{--}$ and $W'^-$ denote the corresponding sums of the other two cases. It follows that

$$E = 2(W^{++} + W^{--} - W'^-) \quad (4)$$

which also can be written as

$$E = 2(W^{++} + W^{--} + W'^-) - 4W'^+. \quad (5)$$

Since the first term in the above equation is constant (it is the sum of the weights of the edges), it follows that the maximization of $E$ is equivalent to the minimization of $W'^-$. Clearly, $W'^-$ is the weight of the cut in $N$ with $\bar{V}$ being the nodes of $N$ with a state equal to 1. Q.E.D.

Hence a neural network operating in a serial mode is equivalent to performing a local search algorithm for finding a minimum cut in the network. Changing the state of a node in the network is equivalent to moving it from one side of the cut to the other in the local search algorithm.

The foregoing definition of the model results in an energy function that is quadratic. The definition of the model can be generalized to energy functions of a higher degree [1]. In the general case, every neuron computes an algebraic threshold function that is equivalent to checking which state (either 1 or -1) will result in a higher value of the energy function.

Example: Consider the energy function

$$E = W_{1,2,3}V_1V_2V_3 + W_{1,3}V_1V_2 + W_{2,3}V_2V_3 + W_1V_1,$$

For example, the generalization of (1) for node 1 is

$$V_1(t + 1) = \text{sgn} \left( H_1(t) \right)$$

where

$$H_1(t) = W_{1,2,3}V_2V_3 + W_{1,2}V_2 + W_1.$$

We will start by investigating the connections between quadratic energy function and error-correcting codes and then continue by looking at general energy functions.

III. NEURAL NETWORKS AND GRAPH THEORETIC CODES

The main goal of this section is to establish the relations between neural networks and graph theoretic error-correcting codes. Let us start by defining the family of graph theoretic codes (for more details see [9], [18]).

Let $\hat{G} = (\hat{V}, \hat{E})$ be an undirected graph. A subset of the set of edges of $\hat{G}$ can be represented by a characteristic vector of length $|\hat{E}|$, with edge $e_i$ corresponding to the $i$th entry of the characteristic vector. That is, every $S \subseteq \hat{E}$ can be represented by a vector denoted by $1_i$ such that

$$1_i(i) = \begin{cases} 1, & \text{if } e_i \in S \\ 0, & \text{otherwise} \end{cases}. \quad (6)$$

Definition: The incidence matrix of a graph $\hat{G} = (\hat{V}, \hat{E})$, denoted by $D_{\hat{G}}$, is a $|\hat{V}| \times |\hat{E}|$ matrix in which row $i$ is the characteristic vector of the set of edges incident upon node $i \in \hat{V}$.

The following facts from graph theory [3] are the basis for the definition of the family of graph theoretic codes.

Fact 1: The set of characteristic vectors that corresponds to the cuts in a connected graph $\hat{G} = (\hat{V}, \hat{E})$ forms a linear vector space over $GF(2)$ of dimension $|\hat{V}|-1$. The linear vector space that corresponds to the cuts of a graph $\hat{G}$ will be called the cut space of $\hat{G}$. It is interesting to note that the circuits in a graph also constitute a linear vector space.

Fact 2: Given a connected graph $\hat{G} = (\hat{V}, \hat{E})$, the incidence matrix of $\hat{G}$ has rank $|\hat{V}|-1$. Every row in $D_{\hat{G}}$ is a characteristic vector of a cut, and every $|\hat{V}|-1$ rows of $D_{\hat{G}}$ form a basis for the cut space of $\hat{G}$.

Hence given a connected graph $\hat{G}$, the cut space of the graph is a linear block code [16], [18] of dimension $|\hat{V}|-1$; thus every connected graph has an $|\hat{E}|,|\hat{V}|-1$ code associated with its cuts. The code associated with the cuts of a graph $\hat{G}$ will be denoted by $C_{\hat{G}}$.

The codes associated with graphs, that is, cut codes and circuit codes, are called graph theoretic codes. In this paper only cut codes will be discussed.

Example: Let $\hat{G}$ be the graph in Fig. 2; $\hat{G}$ has five nodes and eight edges. The incidence matrix of the graph $\hat{G}$ is

$$D_{\hat{G}} = \begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \end{pmatrix}. \quad (7)$$

Fig. 2. Graph corresponding to [8,4] code.

Any four rows of $D_{\hat{G}}$ form a basis of the cut space of $\hat{G}$. For example, the matrix consisting of the first four rows of $D_{\hat{G}}$ is a generator matrix of the error-correcting linear block code associated with $\hat{G}$. As is easily observed, $\hat{G}$ does not contain a cut with fewer than three edges (apart from the empty cut); thus the code $C_{\hat{G}}$ has minimum Hamming distance 3 and can correct one error.
Given a graph $\hat{G}$, an interesting question is how to formulate the maximum likelihood decoding (MLD) problem of the code $C_0$ in a graph theoretic language. That is, given a graph $\hat{G} = (\hat{V}, \hat{E})$ and a vector $Y$ in $\{0,1\}^{|\hat{E}|}$, what is the codeword in $C_0$ closest to $Y$ in Hamming distance? The following lemma will answer this question.

**Lemma 1:** Let $\hat{G} = (\hat{V}, \hat{E})$ be a connected graph. Let $C_0$ be the code associated with $\hat{G}$. Let $Y$ be a vector over $\{0,1\}^{|\hat{E}|}$. Construct a new graph, to be denoted by $\hat{G}_Y$, by assigning weights to the edges of $\hat{G}$ as follows:

$$W_i = (-1)^{y_i}.$$  

(8)

$W_i$ is the weight associated with edge $i$ in $\hat{G}$. Then MLD of $Y$ with respect to $C_0$ is equivalent to finding the minimum cut in $\hat{G}_Y$.

**Proof:** Assume the number of ones in $Y$ is $a$. Let $M$ be an arbitrary codeword in $C_0$. Let $N^{1,0}$ denote the number of positions in which $M$ contains an $i \in \{0,1\}$ and $Y$ contains a $j \in \{0,1\}$. Clearly,

$$a = N^{0,1} + N^{1,1}.$$  

Thus

$$-N^{1,1} + N^{1,0} = N^{0,1} - a + N^{1,0}.$$  

(9)

Minimizing the right side in (9) over all $M \in C_0$ is equivalent to finding a codeword which is the closest to $Y$. On the other hand, minimizing the left side is equivalent to finding the minimum cut in $\hat{G}_Y$.

From Lemma 1 we have the following.

**Theorem 1:** Let $\hat{G} = (\hat{V}, \hat{E})$ be a connected graph. Then MLD of a word $Y$ with respect to $C_0$ is equivalent to finding the maximum of the energy function $E$ of the neural network defined by the graph $\hat{G}_Y$ with all its threshold values equal to zero.

**Proof:** By Lemma 1 MLD of $Y$ with respect to $C_0$ is equivalent to finding the minimum cut in $\hat{G}_Y$. By Proposition 2 finding the minimum cut in a graph is equivalent to finding the maximum of the energy function of a neural network defined by a graph with all thresholds being zero.

Q.E.D.

Graph theoretic error-correcting codes are limited in the sense that [9]

$$d^* \leq \frac{2|\hat{E}|}{|\hat{V}|}$$  

(10)

where $d^*$ is the minimum distance of the code. For example, a [7,4] Hamming code is not a graph theoretic code because it has minimum distance 3, and $14/5 < 3$. Hence an interesting question is whether the equivalence stated by Theorem 1 can be generalized to all linear block codes.

The energy function associated with the MLD of graph theoretic codes is quadratic. The energy function associated with the MLD of a general linear block code turns out to be a polynomial over the $n$-cube. The discussion regarding the generalization is the subject of Section IV.

**IV. ERROR-CORRECTING CODES AND ENERGY FUNCTIONS**

In this section we will extend the results of Section III and show that the MLD problem of linear block codes is equivalent to the maximization of polynomials over the binary $n$-cube. This result is generalized to nonbinary codes in Appendix I and to nonlinear codes in Appendix II.

Consider a binary linear $[n,k]$ error-correcting block code, to be denoted by $C$ [16], [18]. The code $C$ is defined by a $k \times n$ generator matrix $G$. An information vector $b = (b_1, b_2, \ldots, b_k)$ is encoded into the codeword $v = (v_1, v_2, \ldots, v_n)$ by

$$v_j = \oplus_{i=1}^{k} b_i g_{i,j}, \quad 1 \leq j \leq n$$

where $\oplus$ denotes exclusive or.

The key idea in the derivation is to represent the symbols of the additive group $Z_2$ as symbols in the multiplicative group $\{1, -1\}$ through the transformation

$$a \rightarrow (-1)^a$$

that is,

$$0 \rightarrow 1, \quad 1 \rightarrow 1.$$  

We will use a different notation for the $\{1, -1\}$ representation. The information vector $b = (b_1, b_2, \ldots, b_k)$ is represented by $x = (x_1, x_2, \ldots, x_k)$, where $x_i = (-1)^{b_i}$, and the encoded codeword $v = (v_1, v_2, \ldots, v_n)$ is represented by $y = (y_1, y_2, \ldots, y_n)$. Hence

$$y_j = (-1)^{v_j} = \prod_{i=1}^{k} (-1)^{b_i x_i} = \prod_{i=1}^{k} x_i^{b_i}.$$  

(11)

**Example:** Consider the [7,4] systematic Hamming code whose generator matrix is given by

$$G = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{pmatrix}.$$  

Given the four information symbols $(b_1, b_2, b_3, b_4)$, the corresponding codeword is

$$v = (b_1, b_2, b_3, b_4, b_2 \oplus b_4 \oplus b_3, b_1 \oplus b_3 \oplus b_4, b_1 \oplus b_2 \oplus b_4).$$

In the $\{1, -1\}$ representation, this looks like

$$y = (x_1, x_2, x_3, x_4, x_5x_3x_4, x_1x_3x_4, x_1x_2x_4)$$

where $x_5 = (-1)^{b_2}$.  

**Definition:** In the $\{1, -1\}$ representation of a code instead of a generator matrix, given an information vector $x = (x_1, x_2, \ldots, x_k)$, we will use an encoding procedure $x \rightarrow y$, where $y = (y_1, y_2, \ldots, y_n)$ and every $y_j$ is a monomial that consists of a subset of the $x_i$. An encoding procedure is systematic if and only if $y_j = x_j$ for $1 \leq j \leq k.$
In the example, the [7,4] Hamming code is described by the systematic encoding procedure
\[ (x_1, x_2, x_3, x_4) \rightarrow (x_1, x_2, x_3, x_4, x_2x_3x_4, x_1x_3x_4, x_1x_2x_4). \] (12)

Another example, the first-order (shortened) Reed–Muller code \( R(1,3) \) [16], is described by the systematic encoding procedure
\[ (x_1, x_2, x_3) \rightarrow (x_1, x_2, x_3, x_1x_2, x_1x_3, x_2x_3) \]
while the first-order Reed–Muller code \( R(1,3) \) is described by the encoding procedure
\[ (x_0, x_1, x_2, x_3) \rightarrow (x_0, x_0x_1, x_0x_2, x_0x_1x_2, x_0x_3, x_0x_1x_3, x_0x_2x_3, x_0x_1x_2x_3). \] (13)

The generalization to any \( R(1, m) \) first-order Reed–Muller code is obvious.

**Definition:** Let \( G \) be a \( k \times n \) matrix of ones and zeros. The polynomial representation of \( G \) with respect to a vector \( w \in \{1, -1\}^n \), denoted by \( E_w(x) \), is
\[ E_w(x) = \sum_{j=1}^{n} w_j \prod_{i=1}^{k} x_i^{\delta_{ij}}. \] (14)

Consider the linear block code defined by the generator matrix \( G \) (or, equivalently, by the encoding procedure associated with \( G \)). The polynomial representation of \( G \), i.e., \( E_w(x) \), will be called the energy function of \( w \) with respect to the encoding procedure \( x \rightarrow y \).

**Theorem 2:** Given an \( [n, k] \) code \( C \) defined by an encoding procedure \( x \rightarrow y \), and a vector \( w \in \{1, -1\}^n \), the closest codeword (in Hamming distance) to \( w \) in \( C \) corresponds to an information vector \( b = (b_1, b_2, \ldots, b_k) \) if and only if
\[ E_w(b) = \max_{x \in \{1, -1\}^k} E_w(x). \]

**Proof:** Notice that, for any information vector \( x \in \{1, -1\}^k \),
\[ E_w(x) = \sum_{j=1}^{n} w_j y_j(x) \]
\[ = \left| \{ j : w_j = y_j(x) \} \right| - \left| \{ j : w_j \neq y_j(x) \} \right| \]
\[ = n - 2 \left| \{ j : w_j \neq y_j(x) \} \right| \]
\[ = n - 2 d_H(\omega, y) \]
where \( d_H \) denotes Hamming distance. This expression implies that \( E_w(b_1, b_2, \ldots, b_k) \) will achieve a maximum if and only if \( d_H(\omega, y) \) achieves a minimum. Q.E.D.

**Example:** Consider the \([7,4]\) Hamming code, defined by the encoding procedure in (12). Assume that we want to perform MLD of the received word \( \omega = (1, -1, -1, 1, 1, -1, 1) \). Then,
\[ E_w(x_1, x_2, x_3, x_4) = x_1 - x_2 - x_3 + x_4 + x_2x_3x_4 - x_1x_3x_4 + x_1x_2x_4. \]
The maximum of this polynomial occurs at \( E_w((1, -1, -1, 1, 1, -1, 1)) \). Thus, the received word is decoded as \((1, -1, -1, 1, 1, -1, 1)\).

**Example:** Consider the \( R(1,3) \) first-order Reed–Muller code, defined by the encoding procedure in (13). Given the received word \( \omega = (\omega_0, \omega_1, \cdots, \omega_7) \), the energy function is
\[ E_w(x_0, x_1, x_2, x_3) = x_0(\omega_0 + \omega_1x_1 + \omega_2x_2 + \omega_3x_3x_2 + \omega_4x_2 + \omega_5x_1x_3 + \omega_6x_2x_3 + \omega_7x_1x_2x_3) \]
\[ = x_0(\omega_0 + E_w(x_1, x_2, x_3)) \]
where
\[ E_w(x_1, x_2, x_3) = \omega_1x_1 + \omega_2x_2 + \omega_3x_1x_2 + \omega_4x_3 + \omega_5x_1x_3 \]
\[ + \omega_6x_2x_3 + \omega_7x_1x_2x_3. \]
Hence it is enough to find
\[ \max_{x_1, x_2, x_3 \in \{1, -1\}} |E_w(x_1, x_2, x_3)|. \]
If the energy that corresponds to the maximum is positive, then \( x_0 = 1 \); otherwise, \( x_0 = -1 \). Assume that we receive \( w = (-1, 1, 1, 1, -1, 1, 1, -1) \). We have,
\[ E_w(x_1, x_2, x_3) = x_1 + x_2 - x_1x_2 + x_3 + x_1x_3 \]
\[ + x_2x_3 - x_1x_2x_3; \]
then
\[ \max_{x_1, x_2, x_3 \in \{1, -1\}} |E_w(x_1, x_2, x_3)| = E_w(1,1,1) = 3. \]
Since the energy is positive, the received word is decoded as \((1,1,1,1)\). In this case the decoding is not unique, since the maximum is achieved at more than one point.

Given an encoding procedure, we can use the same argument as in Theorem 2 to express the minimum distance of the code. Consider the encoding procedure
\[ x = (x_1, x_2, \cdots, x_k) \rightarrow y = (y_1, y_2, \cdots, y_n) \]
and the energy function with \( \omega = (1, 1, \cdots, 1) \)
\[ E(x_1, x_2, \cdots, x_k) = y_1 + y_2 + \cdots + y_n. \]
As before,
\[ E(x_1, x_2, \cdots, x_k) = n - 2d_H((11 \cdots 1), (y_1, y_2, \cdots, y_n)) \]
and
\[ \min_{(x_1, x_2, \cdots, x_k) \neq (11 \cdots 1)} d_H((11 \cdots 1), (y_1, y_2, \cdots, y_n)) \]
occur at
\[ M \overset{\text{def}}{=} \max_{(x_1, x_2, \cdots, x_k) \neq (11 \cdots 1)} E(x_1, x_2, \cdots, x_k). \]
The conclusion is therefore that \( d^* \) (the minimum distance
of the code) is given by
\[ d^* = \frac{n - M}{2}. \]  \hspace{1cm} (15)

Example: For the [7, 4] Hamming code,
\[ M = \max_{(x_1, x_2, x_3, x_4) \neq (1111)} x_1 + x_2 + x_3 + x_4 = 7. \]
Thus
\[ d^* = \frac{n - M}{2} = \frac{7 - 1}{2} = 3. \]

Example: For the R(1, 3) first-order Reed–Muller code,
\[ M = \max_{(x_0, x_1, x_2, x_3) \neq (1111)} x_0(1 + x_1 + x_2 + x_3) + x_2x_3 + x_1x_2x_3 \]
which can be written as
\[ M = \max_{(x_0, x_1, x_2, x_3) \neq (1111)} x_0(1 + x_1)(1 + x_2)(1 + x_3). \]  \hspace{1cm} (16)
The maximum in (16) is \( M = 0 \), because at least one of the \( x_i \) (for \( i > 1 \)) must be equal to \(-1\). Thus
\[ d^* = \frac{n - M}{2} = \frac{8}{2} = 4. \]
The same argument can be used for any \( R(1, m) \) code, giving
\[ d^* = \frac{2^m}{2} = 2^{m-1}. \]

V. REPRESENTING LINEAR CODES AS STABLE STATES OF ENERGY FUNCTIONs

Let \( \mathcal{C} \) be a linear block code (over GF(2)) defined by the generator matrix \( G \). Let \( E_c \) be a polynomial over \( \{1, -1\} \) (energy function) with the property that every local maximum in \( E_c \) corresponds to a codeword in \( \mathcal{C} \) and every codeword in \( \mathcal{C} \) corresponds to a local maximum in \( E_c \).

Consider the following question: given a code \( \mathcal{C} \) defined by \( G \), is there an efficient algorithm to construct \( E_c \)? This section describes the development of such an algorithm.

Consider the \( [n, k] \) linear block code \( \mathcal{C} \). Without loss of generality, let us assume that the generator matrix \( G \) is given in a systematic form; that is,
\[ G = [I_k: P] \]  \hspace{1cm} (17)
where \( I_k \) is a \( k \times k \) identity matrix, and \( P \) is a \( k \times (n - k) \) matrix. The parity check matrix of \( \mathcal{C} \) is
\[ H^T = \begin{bmatrix} P \\ I_{n-k} \end{bmatrix}. \]  \hspace{1cm} (18)
By the definition of \( H \), for all \( v \in \mathcal{C} \),
\[ vH^T = 0 \]  \hspace{1cm} (19)
where \( \mathbf{0} \) in (19) is an all zero vector of length \( (n - k) \). Equation (19) can be written using the polynomial representation devised in (14), with the vector of coefficients being the all-ones vector.

Lemma 2: Let \( \bar{E}(x) \) be the polynomial representation of \( H^T \) with respect to the all-ones vector. Then \( x \in \mathcal{C} \) if and only if \( \bar{E}(x) = n - k \).

Proof: \( \bar{E} \) has \( (n - k) \) terms, and all the coefficients are equal to 1. Hence \( \bar{E} = n - k \) if and only if all the terms are equal to 1.

The lemma ensures that in the polynomial \( \bar{E} \) every codeword corresponds to a global maximum (stable state). Does every local maximum correspond to a codeword?

Theorem 3: Let \( \mathcal{C} \) be a linear block code, with \( G \), \( H \), \( E_c \), and \( \bar{E} \) as defined. Then \( \bar{E} \) is a polynomial with the properties of \( E_c \). That is, \( x \) corresponds to a local maximum in \( \bar{E} \) if and only if \( x \in \mathcal{C} \).

Proof: From Lemma 2, the global maximum of \( \bar{E} \) is \( n - k \); thus every codeword is a global (a local) maximum. The converse follows from the fact that \( H \) has a systematic form. Specifically, the last \( n - k \) variables in \( \bar{E} \) is \( x_{k+1}, \ldots, x_n \), each appear only in one term. That is, \( x_{k+1} \) appears only in the first term, \( x_{k+2} \) appears only in the second term, and so on. Assume that a vector \( V \) exists that corresponds to a local maximum (which is not global). That is, \( \bar{E}(V) = L \), where \( L < n - k \). Hence at least one term exists in \( \bar{E}(V) \) that is not 1. However, this term can be made 1 by flipping the value of the variable that appears only in this term. This contradicts the fact that \( V \) is a local maximum.

Examples:

1) Consider the single parity check code; it is an \([n, n - 1]\) code and
\[ G = [I_{n-1}: 1_{n-1}] \]
\[ H^T = 1_n \]
where \( 1_n \) is the all-ones vector of length \( n \). Hence
\[ \bar{E}(x) = x_1x_2 \cdots x_n. \]

Clearly \( \bar{E}(x) = 1 \) if and only if \( x \in \mathcal{C} \). Also, \( \bar{E}(x) = -1 \) for all \( x \in \mathcal{C} \). Thus local maxima in \( \bar{E} \) have a one-to-one correspondence with codewords in \( \mathcal{C} \).

2) Consider the simple repetition code; it is an \([n, 1]\) code and
\[ G = [1, 1, \cdots, 1] \]
\[ H = [1_{n-1}: I_{n-1}] \]
Then
\[ \bar{E}(x) = x_1(x_2 + x_3 + \cdots + x_n). \]

Clearly two stable states exist in \( \bar{E} \), the all-ones and the \((-1)'s\) vectors.
3) Consider the [7, 4] Hamming code (see also Section IV),

\[
H^T = \begin{bmatrix}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  

(20)

\[
\bar{E}(x) = x_1x_2x_4x_5 + x_1x_3x_4x_6 + x_2x_3x_4x_7.
\]  

(21)

Again, the polynomial in (21) has the [7, 4] Hamming code as the set of its local maxima.

To summarize, given a linear code \( \mathcal{C} \), the algorithm for constructing a polynomial \( E_c \) is as follows.

1) Construct the systematic generator matrix of \( \mathcal{C} \) by performing row operations on the generator matrix \( G \).
2) Construct the systematic parity check matrix of \( \mathcal{C} \), in accordance with (18).
3) Construct \( E_c \), which is the polynomial representation of \( H^T \) with respect to the all-ones vector. By Theorem 3, let \( E_c = \bar{E} \).

A few remarks and generalizations regarding the above development are now in order.

1) The construction just described also works for cosets of linear codes. Let \( \omega \) be the vector of length \( n-k \) of the coefficients of \( \bar{E} \). In the foregoing construction we choose \( \omega \) to be the all-ones vector and concluded that \( E_c = \bar{E} \). Let \( \mathcal{C} \) be a coset of \( \mathcal{C} \), and let \( S \) be the syndrome which corresponds to \( \mathcal{C} \). It can be proven (basically as in the proof of Theorem 3) that a one-to-one correspondence exists between local maxima of the polynomial representation of \( H^T \) with \( \omega = S \) and the vectors in the coset \( \mathcal{C} \). Clearly, the syndrome that corresponds to the code \( \mathcal{C} \) is the all-ones vector (remembering that, in the transformation in Section IV, \( 0 \) goes to \( x \)).

2) The foregoing construction (with respect to the one suggested in Section IV) is a dual way of defining the MLD problem. Consider a linear block code \( \mathcal{C} \) defined by its parity check matrix \( H \). Given vectors \( V \), the MLD problem can be defined as finding the local maximum in \( E_c \), closest to \( V \) or, equivalently, finding a local maximum of the energy function associated with the syndrome (corresponding to \( V \)) that is achieved by a vector of minimum weight.

VI. SOLVING 0–1 NONLINEAR PROGRAMMING PROBLEMS USING DECODING TECHNIQUES

An unconstrained nonlinear 0–1 program [12] is a problem of the form

\[
\text{max} \left( \sum_{i=1}^{n} w_i \prod_{j \in S_i} x_j \right)
\]  

(22)

where \( S_i \) is a subset of \( \{1, \ldots, n\} \), and \( x_j \in \{0, 1\} \). Basically, the problem in (22) is a problem of finding a maximum of a 0–1 polynomial. A special case of (22) is the quadratic polynomial over \( \{1, -1\} \) that was presented in Section II. Clearly, every polynomial over \( \{1, -1\} \) can be transformed to an equivalent one over \( \{0, 1\} \) by a change of variable as discussed in Appendix II. The maximization of a quadratic polynomial over \( \{0, 1\} \) is known to be NP-hard [7]. One way to prove it is by showing that the maximum cut in a graph problem can be reduced to it. The reduction is based on the same technique used in Section II to show the equivalence between quadratic energy functions and cuts in a graph.

The problem in (22) was studied extensively in [10], [12]. The main effort concentrated in identifying special cases which are solvable in polynomial time [13] and in devising approximation techniques [11]. The most common technique for solving unconstrained 0–1 programs is by transforming them to the problem of finding the maximum weight independent set in a graph [2], [20]. Finding the maximum weight independent set in a graph is NP-hard, but some solvable cases exist. For example, the problem is solvable in polynomial time (by “min cut–max flow” techniques) if the graph is bipartite [2]. A known class of problems, like (22), that are solvable in polynomial time includes those problems that correspond to finding the maximum weight independent set in a bipartite graph.

Definition: Let \( G = (V, E) \) be a graph; \( S \) is an independent set of nodes in the graph if and only if \( S \subseteq V \) and no two nodes of \( S \) are connected by an edge. Suppose every node in \( V \) is assigned a positive integer called the weight of a node. The problem of finding an independent set of nodes such that the sum of its weights is maximal over all possible independent sets is known as the maximum weight independent set problem.

The problem in (22) is transformed to the problem of finding the maximum weight independent set by using the concept of a conflict graph of a 0–1 polynomial [2], [20]. The idea is illustrated in the following example.

Example: Consider the following 0–1 polynomial:

\[
f(X) = -2x_1 - 2x_2 + 5x_1x_2 - 4x_1x_2x_3.
\]  

(23)

One can show that \( f(X) \) can be transformed to an equivalent polynomial so that all the terms (except the constant one) have positive coefficients. The new polynomial involves both the variables and their complements. This is done by noticing that

\[
x = 1 - \bar{x}.
\]

Hence

\[
f(X) = -4 + 2\bar{x}_1 + 2\bar{x}_2 + x_1x_2 + 4x_1x_2\bar{x}_3.
\]  

(24)

Clearly, the maximization of \( f(X) \) is equivalent to the maximization of \( f(X) \) without the constant term; thus the constant term can be neglected.

The conflict graph \( G(f) \) associated with a polynomial \( f(X) \) has a node set which corresponds to the terms of \( f(X) \), each node to a term (but the constant term). Two nodes in \( G(f) \) are connected by an edge if and only if one of the corresponding terms contains a variable and the other corresponding term contains the same variable.
implemented. The weight of a node in $\hat{G}(f)$ is the coefficient of the corresponding term in $f$. Fig. 3 shows the conflict graph associated with $f(x)$.
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Fig. 3. Conflict graph associated with $f(x)$.

The maximum weight independent set of $\hat{G}(f)$ is $(2,4)$; that is, the nodes that correspond to $x_1x_2$ and to $x_1x_2x_3$.

The weight of the set is five, the assignment which achieves the maximum corresponds to $x_1=1$, $x_2=1$, and $x_3=0$.

Thus the maximum of $f(x)$ is $-4+5=1$.

One can prove that this procedure works in the general case as follows.

1) Every maximum weight independent set in $\hat{G}(f)$ corresponds to a maximum in $f$ (and vice versa), with the values of the terms associated with the nodes in the set equal to 1.

2) In general, the problem of finding the maximum weight independent set in a graph is solvable in polynomial time for bipartite graphs (the graph in Fig. 3 is bipartite).

3) The conflict graph associated with a polynomial is not unique, because a term can be made positive by complementing any odd number of its variables.

In the following we will show how decoding techniques can be used to maximize 0–1 nonlinear programs. Consider the 0–1 polynomials associated with Hamming codes (see Section IV). The family of these polynomials will be denoted by HP (Hamming polynomials). It will be shown by an example that HP is not contained in the family of polynomials related to bipartite conflict graphs. Thus HP is not a subset of the family of polynomials whose maximization is known to be easy.

Consider the following polynomial over $\{0,1\}$:

$$M(X) = 3 - 6x_1 - 2x_2 - 2x_3 - 6x_4$$

$$+ 4(x_1x_2 + x_1x_3 + x_1x_4 + x_2x_3 + x_2x_4 + x_3x_4)$$

$$- 8x_2x_3.$$  

(25)

The polynomial $M(X)$ is not associated with a bipartite conflict graph (see the following proposition).

**Proposition 3:** There does not exist $\hat{G}(M)$, a conflict graph associated with $M(X)$, which is bipartite.

**Proof:** The proof is straightforward; it follows from checking all the possible ways to convert the sign of the cubic term.

Q.E.D.

A maximum of a polynomial that belongs to HP can be found by applying the decoding procedure for Hamming codes. Also, an efficient method exists for recognizing whether or not a given polynomial is in HP. We will describe both the recognition procedure and the maximization procedure by continuing with the previous example.

**Proposition 4:** The polynomial $M(X)$ is a Hamming polynomial.

**Proof:**

1) Transform $M(X)$ to an equivalent polynomial over $\{1,-1\}$ by a change of variable $x = 0.5(1-u)$:

$$M(U) = -u_2 - u_3 + u_4 + u_1u_2 + u_1u_3 + u_1u_4 + u_2u_3u_4.$$  

(26)

2) By the derivation in Section IV, $M$ is clearly equivalent to the MLD of

$$\omega = (1,1,0,0,0,0,0)$$

with regard to the code defined by the following generator matrix:

$$G = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
\end{bmatrix}.  

(27)

3) The matrix $G$ can be brought to a systematic form, denoted by $\tilde{G}$, by row operations:

$$\tilde{G} = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 \\
\end{bmatrix}.  

(28)

From $\tilde{G}$ we obtain $\tilde{H}$, the systematic parity check matrix (see Section V):

$$\tilde{H} = \begin{bmatrix}
1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.  

(29)

The polynomial $M(U)$ is a Hamming polynomial because its parity check matrix contains all the possible columns (but the all-zeros column).

4) To decode $\omega$, we will use the syndrome; that is,

$$\omega \tilde{H}^T = (0,1,0).$$

The error is in the location corresponding to the row in $\tilde{H}^T$ that is equal to the syndrome. Hence the result of the decoding is $(1,1,0,0,0,1,0)$. The maximum is attained at $X^* = (1,1,1,0)$, and $M(X^*) = 5$.

By this procedure we proved that $M$ is in HP and found its maximum.

Q.E.D.

A few remarks with regard to the foregoing procedure are in order.

1) The procedure in the proof can be applied to a general 0–1 polynomial. Consider the polynomial representation over $\{1,-1\}$ (the one obtained after step 1 above). A necessary condition that a polynomial is in HP is that the absolute values of the coefficients in the $\{1,-1\}$ representation are equal (the constant is neglected).

2) The complexity of the recognition process is determined by the complexity of the transformation from the
(0, 1) representation to the \{1, -1\} (step 1). This transformation is exponential in the degree of the polynomial over \{0, 1\}.

By Section IV, maximization of polynomials over \{1, -1\} with coefficients in \{1, -1\} is equivalent to MLD problem of linear block codes. The generalization to polynomials that have integer (or rational) coefficients follows immediately by expressing a term with a coefficient being equal to \(a\) (a positive integer) as \(a\) identical terms with coefficients equal to one.

To summarize, we have established a technique for solving 0-1 nonlinear programs by decoding techniques. In particular, for the family of Hamming polynomials it was proven that this family of polynomials is not a subset of the family of polynomials associated with bipartite conflict graphs. Both a recognition procedure and a solution procedure were derived.

VII. CONCLUSION

The following three problems were considered:

1) maximum likelihood decoding of error-correcting codes,
2) finding the global maximum of a neural network,
3) solving 0-1 nonlinear programming problems.

It is well-known that all of these problems are NP-hard [7], i.e., the problems are believed to be intractable. We have shown that these three problems are related to one another in a very natural way and revealed the equivalence between them for the binary as well as for the nonbinary case.

Here are a few implications of the equivalence between the three problems.

1) Solvable cases in one problem can be used to identify new solvable cases in the equivalent problem. In particular we have shown how to use the decoding algorithm for the Hamming code to solve certain 0-1 nonlinear problems that are not solvable by known techniques. In the opposite direction, the design of codes that correspond to solvable cases of 0-1 nonlinear problems and hence have an efficient decoding algorithm, is a subject for future research.

2) The equivalence between problems can be used to prove new results. For example, we have found a simple proof for the minimum distance of Reed–Muller codes by considering the equivalent problem in polynomials.

3) Neural networks is an area that attracts new interest. The equivalence established in the paper reveals their rich graph theoretic structure as well as their algebraic structure. In particular, it enables us to solve the programming problem for neural networks. That is, given an error-correcting code, we can construct a neural network in which every local maximum is a codeword and vice versa. Since the MLD problem is NP-hard, we cannot expect to have the network converge to the closest local maximum/codeword. Finding families of codes for which there exist networks that perform MLD is another interesting research direction.
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APPENDIX I

GENERALIZATION TO NONBINARY CODES

Consider now a linear \([n, k]\) error-correcting code over a field \(\text{GF}(p)\) with \(p\) a prime. Let \(G\) be the generator matrix of the code. Then \(k\) symbols in \(Z_p = \{b_1, b_2, \ldots, b_k\}\) are encoded into codeword \(v = (v_1, v_2, \ldots, v_n)\) by

\[
v_j = \sum_{m=1}^{k} b_m g_{mj} \mod p, \quad 1 \leq j \leq n.
\]

Again, the key idea is to use the multiplicative representation. Let \(u\) be the \(p\)th root of unity

\[
u = e^{2\pi i/p}.
\]

The additive group \(Z_p\) can be represented as a multiplicative group of \(p\) roots of unity through the transformation \(a \rightarrow u^a\).

In the multiplicative representation, the \(k\) information symbols \((b_1, b_2, \ldots, b_k)\) are represented as

\[
(x_1, x_2, \ldots, x_k) = (u^{b_1}, u^{b_2}, \ldots, u^{b_k}).
\]

Thus the encoded codeword \(v = (v_1, v_2, \ldots, v_n)\) is represented as

\[
y = (y_1, y_2, \ldots, y_n) \text{ where}
\]

\[
y_j = u^{y_j} = u^{x_{1j} + x_{2j} + \cdots + x_{kj}} \mod p = \prod_{m=1}^{k} u^{x_{mj}} = \prod_{m=1}^{k} x_{mj}.
\]

Example: Consider the \([4, 2]\) ternary Hamming code whose generator matrix is

\[
G = \begin{pmatrix}
1 & 0 & 2 & 0 \\
0 & 1 & 2 & 1
\end{pmatrix}
\]

Given the two information symbols \((b_1, b_2)\), the corresponding codeword is

\[
v = (b_1 + 2b_2 + 2b_2) \mod 3, (b_2).
\]

In the multiplicative representation, this becomes

\[
y = (x_1, x_2, x_1 x_2, x_2) \text{ where } x_j = u^{b_j}, u = e^{2\pi i/3}.
\]

Hence as for the binary case, we can represent a code on a field with \(p\) elements (: \(p\) a prime) by an encoding procedure. The elements are now \(p\)th roots of unity. Thus, given \(k\) information symbols, we have the 1-1 assignment

\[
x = (x_1, x_2, \ldots, x_k) \rightarrow y = (y_1, y_2, \ldots, y_n) \text{ where } y_j = y_j(x_1, x_2, \ldots, x_k)
\]

is a monomial.

We will present two generalizations. In the first generalization we consider solving the MLD problem with the metric being the Hamming distance while in the second we consider the Lee distance. The generalization for the case in which the MLD problem is defined using the Hamming distance is based on the following well-known lemma [16].

**Lemma 3:** Let \(p\) be a prime, and let \(u = e^{2\pi i/p}\). Assume \(k \in \{0, \ldots, (p - 1)\}\); then

\[
\frac{1}{p} \sum_{m=0}^{p-1} u^{km} = \begin{cases} 1, & \text{if } k = 0 \\ 0, & \text{otherwise.} \end{cases}
\]

The generalization is stated by the following theorem.
**Theorem 4:** Consider an \( [n, k] \) block code over \( \mathbb{F}(p) \) with \( p \) a prime. Let \( x \rightarrow y \) be the corresponding encoding procedure. Let \( E_y \) be the following:

\[
E_y(x) = \sum_{j=1}^{n} (\omega_j y_j)^m.
\]

Then the MLD of \( \omega \) is equivalent to finding the maximum of \( E_y \).

We start by redefining the energy function. We are going to prove two theorems. The first one is similar to Theorem 2.

**Example:** Consider again the \([4,2]\) ternary Hamming code. Assume \( \omega = (u^2, u^1, u^1) \) is received (\( u = e^{3\pi i/4} \)). The energy function is then

\[
E_y(x_1, x_2) = |\text{Re}(u^2 x_1)| + |\text{Re}(u x_2)| + |\text{Re}(u^3 x_1) x_2| + |\text{Re}(x_1^2 x_2)| + |\text{Re}(x_2^2 x_1)|.
\]

It can be easily verified that max \( E_y(x_1, x_2) = E_y(u, u^2) = 2 \); thus \( \omega \) is decoded as \( (u, u^2) \).

**Theorem 6:** Let \( p = 5 \), \( a \rightarrow b \); then \( b \) is the closest codeword (in Hamming distance) to a word \( \omega \) if and only if

\[
E_\omega(a) = \max_x E_\omega(x).
\]

**Proof:** Using the definition of the energy function,

\[
E_\omega(a) = |\{ j : 2b_j = 1 \}| - |\{ j : 2b_j = u^2 \}| = n - |\{ j : 2b_j = u \}| - |\{ j : 2b_j = u^2 \}|
= n - d_1(\omega, b)
\]

where \( d_1 \) denotes distance. Hence \( E_\omega(a) \) reaches a maximum if and only if \( d_1(\omega, b) \) reaches a minimum.

**Example:** Consider the \([6,2]\) code on \( Z_3 \) generated by

\[
G = \begin{bmatrix} 1 & 2 & 3 & 4 & 1 & 0 \\ 1 & 1 & 1 & 0 & 1 & 1 \end{bmatrix}
\]

The corresponding encoding procedure, taking the symbols as fifth roots of unity, is given by

\[
(x_1, x_2) \rightarrow (x_1, x_2, x_1^2 x_2, x_1^3 x_2, x_1^4 x_2, x_1, x_2).
\]

Assume \( \omega = (u^2, u^1, u^2, u^1) \) is received, where \( u = e^{3\pi i/5} \). The energy function is then

\[
E_\omega(x_1, x_2) = |\text{Re}(u x_1^2 x_2)| + |\text{Re}(u^2 x_1 x_2)| + |\text{Re}(x_1^2 x_2)|
+ |\text{Re}(u^2 x_1^4 x_2) x_2| + |\text{Re}(x_1 x_2)|.
\]

It can be verified that the maximum occurs at \( E_\omega(u^2,1) = 4 \); thus \( \omega \) is decoded as \( (u^2,1) \).

**Appendix II**

**Generalization to Nonlinear Codes**

We consider nonlinear block codes and generalize the result in Section IV. The key idea for getting this generalization is to consider the representation of Boolean functions as polynomials over the field of real numbers. Although part of this discussion is known (see, for example, [16], [17]), we include a detailed derivation as we believe that it is novel with regard to the mode of presentation. Let us start with some definitions and notation.

**Definition:** A Boolean function \( f \) on \( n \) variables, is a mapping,

\[
f : \{0,1\}^n \rightarrow \{0,1\}.
\]

As in Section IV, it is useful to define Boolean functions using the symbols \( 1 \) and \( -1 \) instead of the symbols \( 0 \) and \( 1 \), respectively.

**Definition:** A Hadamard matrix of order \( m \), denoted by \( H_m \), is an \( m \times m \) matrix of \( +1 \)'s and \(-1\)'s such that

\[
H_m H_m^T = mI_m
\]

where \( I_m \) is the \( m \times m \) identity matrix. The above definition is equivalent to saying that any two rows of \( H \) are orthogonal.

Hadamard matrices of order \( 2^k \) exist for all \( k \geq 0 \). The so-called Sylvester construction is as follows:

\[
H_0 = [1], \quad H_1 = [1 1 -1], \quad H_{2^k+1} = [H_{2^k} H_{2^k}; -H_{2^k} H_{2^k}].
\]

**Definition:** Given a Boolean function \( f \) of order \( n \), \( P_f \) is a polynomial (with coefficients over the field of real numbers) equivalent to \( f \) if and only if for all \( X \in \{1,-1\}^n \):

\[
f(X) = P_f(X).
\]

**Problem:** Given a Boolean function \( f \) of order \( n \), compute \( P_f \), a polynomial which is equivalent to \( f \).
As an example, let \( f = x_1 \oplus x_2 \); that is, \( f \) is the XOR function of two variables. It is easy to check that in the \((1, -1)\) representation, \( P_f = x_1 x_2 \).

Notice that, for every Boolean function \( f \), the polynomial \( P_f \) is linear in each of its variables because \( x^2 = 1 \) for \( x \in \{-1, 1\}\). It turns out that every Boolean function has a unique representation as a polynomial. This representation is derived by using the Hadamard matrix, as described by the following theorem.

**Theorem 7:** Let \( f \) be a Boolean function of order \( n \). Let \( P_f \) be a polynomial equivalent to \( f \). Let \( A \) denote the vector of coefficients of \( P_f \). Let \( P \) denote the vector of the \( 2^n \) values of \( P_f \) (and \( f \)). Then

1. the polynomial \( P_f \) always exists and is unique;
2. the coefficients of \( P_f \) are computed as

\[
A = \frac{1}{2^n} H_f P.
\]

**Proof:** The proof is constructive. The idea is to compute \( A \) by solving a system of linear equations. Let us start by computing the coefficients of \( P_f \) for \( f \) a function of one variable:

\[
P_f(x_i) = a_0 + a_i x_i
\]

and

\[
P_f(1) = a_0 + a_1,
\]

\[
P_f(-1) = a_0 - a_1.
\]

Clearly,

\[
P = H_2 A
\]

and by (31),

\[
A = \frac{1}{2} H_2 P.
\]

**Claim:** The above result can be generalized to \( n \) variables as follows:

\[
P = H_{2^n} A.
\]

The proof is by induction. The case \( n = 1 \) has been proven. Assume (35) is true for \( n \). Clearly, every polynomial of \( n + 1 \) variables can be written as a combination of two polynomials each of \( n \) variables,

\[
P_f(x_1, \ldots, x_{n+1}) = P_f^1(x_1, \ldots, x_n) + x_{n+1} P_f^2(x_1, \ldots, x_n).
\]

There are two possibilities, either \( x_{n+1} = 1 \) or \( x_{n+1} = -1 \). Hence, by the induction hypothesis (35), the system of linear equations for \( n + 1 \) variables becomes

\[
P = \left( \begin{array}{c} H_{2^n} \\ H_{2^n} & -H_{2^n} \end{array} \right) A.
\]

From the recursive definition of Hadamard matrices (32),

\[
P = H_{2^n+1} A.
\]

Hadamard matrices are nonsingular; thus, for any given \( f \) a unique \( P_f \) (defined by the vector of coefficients \( A \)) always exists.

Q.E.D.

The representation theory developed above holds also if one is interested in the question of finding an equivalent polynomial, over \( \{0,1\} \), of a Boolean function. To see this, simply observe that any monomial over \((1, -1)\) can be written as a polynomial over \( \{0,1\} \) by the change of variable \( x = 1 - 2u \), as follows:

\[
\prod_{i=1}^{k} x_i = 1 + \sum_{i=1}^{k} (-2)^i \sum_{S_i \in S_i} \prod_{j \in S_i} u_j
\]

with \( S \) a subset of \( \{1, \ldots, k\} \) with \( i \) elements.

For example,

\[
x_1 x_2 x_3 = 1 - 2(u_1 + u_2 + u_3) + 4(u_1 u_2 + u_1 u_3 + u_2 u_3) - 8 u_1 u_2 u_3.
\]

It is also possible to derive the recursive definition of the transformation from a Boolean function to an equivalent polynomial over \((1, -1)\) by using the recursive definition of the Hadamard matrix (for more details see [6]).

The representation theory developed above can be used for representing error-correcting codes in a way that generalizes the representation described in Section IV. Consider the linear \([n, k]\) block code \( \mathcal{C} \). The code \( \mathcal{C} \) can be represented by viewing each coordinate of the code as a Boolean function of \( k \) variables. A vector \( V \) exists if and only if there exists a vector \( X \in \{1, -1\}^k \) such that

\[
V = (f_1(X), f_2(X), \ldots, f_k(X)).
\]

Clearly, the Boolean functions associated with the coordinates of a linear block code are determined by the basis by which the code is represented. For linear block codes, every coordinate \( f_i \) corresponds to an XOR operation of some variables (according to the basis of the code). Thus, for every \( i \), the Boolean function \( f_i \) can be transformed by the method described in Theorem 7 to an equivalent polynomial over \((1, -1)\) which consists of one monomial only. By the same argument as in Theorem 2, the MLD problem is equivalent to a maximization problem, with \( X \in \{1, -1\}^k \),

\[
\max \left( \sum_{i=1}^{n} W_{ij}(X) \right).
\]

The MLD problem as defined by (40) holds also for nonlinear codes. For nonlinear codes, a coordinate \( f_i \) can consist of more than one monomial. For example, consider the following nonlinear code of four codewords:

\[
\mathcal{C} = \{(00100), (11111), (10101), (01011)\}.
\]

Then,

\[
f_1 = x_1 x_2
\]

\[
f_2 = x_1
\]

\[
f_3 = 0.5(-1 - x_1 - x_2 + x_1 x_2)
\]

\[
f_4 = x_1
\]

\[
f_5 = 0.5(-1 + x_1 + x_2 + x_1 x_2).
\]

From this generalization, it follows that, for both linear and nonlinear codes, the MLD problem is equivalent to a maximization of a polynomial over \((1, -1)\). Hence a rather surprising theorem follows.

**Theorem 8:** The following three problems are equivalent:

1. maximization of polynomials with rational coefficients over the \( k \)-cube;
2. the MLD problem of an \([n, k]\) linear block code;
3) the MLD problem of a not necessarily linear block code that consists of $2^k$ codewords.
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