Corrections to the rate equation approximation for dynamic considerations in a semiconductor laser
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Corrections to the rate equation approximation are derived and applied to a semiconductor laser. Whereas these corrections do not affect the operating point of the device, they do alter the dynamic operation. To first order the correction produces a renormalization of familiar dynamic parameters. This renormalization, in turn, leads to a 20% correction to the field spectrum linewidth formula.

Semiconductor lasers (SL's) fabricated in the GaAs (AlGaAs) or InGaAsP (InP) systems serve as sources and local oscillators in optical communication systems based on silica fiber. Their dynamic and fluctuation properties are, therefore, of considerable importance. To date, these properties have been studied theoretically using field and carrier equations of motion based on the rate equation approximation. This well-known approximation adiabatically eliminates the polarization as a dynamic variable in the laser equations of motion. This letter shows that, in fact, this approximation does not hold in a semiconductor laser for consideration of dynamics and noise. Corrections to the dynamic equations caused by the breakdown of the rate equation approximation will be derived. To first order these corrections result in a renormalization of familiar dynamic quantities in terms of $\xi_{11}$ and $\mu_{11}$, the derivative of gain and refractive index with respect to frequency. We show how certain well-known expressions for linewidth and direct-modulation response are modified by these corrections. A detailed discussion of these results will appear elsewhere. 1

We begin by considering the rate equation approximation as normally applied to adiabatically eliminate the polarization in the laser equations of motion. For pedagogical reasons we consider a two-band model in which $k$ selection holds. We further assume that polarization decay can be modeled in terms of a single time constant. For such a model the polarization amplitude equation of motion, when integrated, has the following form:

$$P_k = \int_{-\infty}^{\infty} \frac{iM_k^* [n_{k+}(z) - n_{k-}(z)] E(z)}{(i\omega_k - \Omega_L) + \lambda_k} \exp\left\{ \frac{-i\omega_k (t - z)}{(i\omega_k - \Omega_L) + \lambda_k} \right\} dz,$$

where $P_k$ is the slowly varying polarization amplitude for an electron-hole pair having crystal wave vector $k$, $M_k$ is the dipole matrix element governing the transition, $n_{k+}(z)$ is the occupancy of state $k$ in the conduction (valence) band (given by the quasi-Fermi distribution function), $E(z)$ is the slowly varying complex lasing field amplitude (lasing frequency $\Omega_L$), $\hbar\omega_k$ is the energy separation of the electron-hole pair, and $\lambda_k$ is the polarization dephasing rate. The rate equation approximation removes the dynamic variables $n_{k+}$, $n_{k-}$, and $E$ to outside the integral in (1), leaving the following highly simplified expression for $P_k$:

$$P_k = \frac{iM_k^* (n_{k+} - n_{k-}) E}{(i\omega_k - \Omega_L + \lambda_k)},$$

which is used to eliminate $P_k$ wherever it appears in the other laser equations of motion. The justification for this procedure is normally that $\lambda_k$ is sufficiently large to cause the exponential in (1) to act as a temporal sampling function. Using Eq. (2), optical gain $g$ and refractive index $\mu$ can be defined as follows:

$$P^{(0)}_{tot} = \sum_k - iM_k P_k$$

$$= \frac{1}{2} \left[ g(N, \Omega_L) + \frac{2\Omega_L}{\mu_0} \mu(N, \Omega_L) \right] E,$$

$$\frac{1}{2} g(N, \Omega_L) = \sum_k \frac{\lambda_k |M_k|^2 (n_{k+} - n_{k-})}{(\omega_k - \Omega_L)^2 + \lambda_k^2},$$

$$\frac{\Omega_L}{\mu_0} \mu(N, \Omega_L) = - \sum_k \frac{(\omega_k - \Omega_L) |M_k|^2 (n_{k+} - n_{k-})}{(\omega_k - \Omega_L)^2 + \lambda_k^2},$$

where $P^{(0)}_{tot}$ is the total resonant contribution to polarization resulting from the rate equation approximation and $\mu_0$ is the nonresonant refractive index. The inversion or excitation parameter in these expressions has been taken as the carrier density $N$ rather than an equivalent representation in terms of either of the quasi-Fermi levels.

We now consider corrections to the rate equation approximation in the form of an asymptotic series. Consider integrating by parts repeatedly in Eq. (1). The first two such integrations yield

$$P_k = \frac{iM_k^* (n_{k+} - n_{k-}) E}{D_k} \frac{iM_k^* [n_{k+} - n_{k-}) E']}{D_k^2}$$

$$+ \frac{1}{D_k^3} \int_{-\infty}^{\infty} iM_k^* [n_{k+}(z) - n_{k-}(z)] E(z) dz,$$

where $D_k = i(\omega_k - \Omega_L) + \lambda_k$ and $[ ]'$ indicates differentiation with respect to the temporal variable. The first term in this series can be identified as the "rate equation" term [see Eq. (2)]. The second term is a first order correction which gives the following first order correction to total resonant polarization.

a)This work was conducted while the author was a guest scientist at SEL in Stuttgart, West Germany.
\[
P_{\text{TOT}}^{(1)} = -\sum_k \left| \frac{M_k}{D_k} \right|^2 \left[ (n_{k_e} - n_{k_e}) E \right] \frac{\partial}{\partial x} \left( \frac{g}{2} + i \alpha \frac{\Omega_{L}}{\mu_0} \right) + i \partial_x \left( \frac{g}{2} + i \alpha \frac{\Omega_{L}}{\mu_0} \right),
\]

where the final equality results from Eqs. (4) and (5). If the expansion in Eq. (6) is continued, then successively higher order corrections to \(P_{\text{TOT}}\) can be calculated and then expressed in terms of \(g(N,\Omega_{L})\) and \(\mu(N,\Omega_{L})\) as was done in Eq. (7). The nth order correction is given by

\[
P_{\text{TOT}}^{(n)} = \sum_{j=0}^{n} \binom{n}{j} \left[ \left( \frac{\alpha}{\gamma} \right)^j g_{j} \right] \frac{\partial^{n-j}}{\partial x^{n-j}} \left[ \frac{g(N,\Omega_{L})}{2} + i \frac{\Omega_{L}}{\mu_0} \mu(N,\Omega_{L}) \right].
\]

It is clear from the form of Eq. (8) that none of these corrections will affect the dc operation of the laser. For consideration of device dynamics it is possible to show that only the first order correction \(P_{\text{TOT}}^{(1)}\) is significant.\(^1\) We now investigate the effect of this correction on device dynamics and noise. Before proceeding, however, we note that although the above derivation involved a two-band model and a single time constant \(\lambda^{-1}\) governing polarization decay, this expression is, in fact, rather general.\(^1\)

Consider the first order correction \(P_{\text{TOT}}^{(1)}\) and its affect on the field amplitude equation of motion,

\[
\dot{E} = (-i\Delta \Omega - \gamma)E + \Delta P_{\text{TOT}}^{(1)} + H P_{\text{TOT}}^{(1)} + \mathcal{L},
\]

where \(\Delta \Omega \equiv \Omega - \Omega_{L}\) (\(\Omega\) is the unpumped-cavity resonant frequency for the particular longitudinal mode of interest), \(\gamma\) is the cavity damping rate, \(\Gamma\) is a confinement factor to account for incomplete spatial overlap of the field and polarization, and \(\mathcal{L}\) is a Langevin noise source representing spontaneous noise into the mode. A partial linearization of this equation (i.e., linearize gain and refractive index and then extract steady state) yields

\[
\dot{E} = \frac{\Gamma}{2} \left( g_N + i \frac{2\Omega_{L}}{\mu_0} \mu_N \right) N_E + \Delta P_{\text{TOT}}^{(1)} + \mathcal{L},
\]

where \(N = N_0 + N_1, g(N) = g(N_0) + g_N N_1\), and \(\mu(N) = \mu(N_0) + \mu_N N_1\). \(P_{\text{TOT}}^{(1)}\) can be approximated to a high degree of accuracy by

\[
P_{\text{TOT}}^{(1)} = i\dot{E} \left[ g_\Omega \right] + i(2\Omega_{L}/\mu_0) \mu_0 \right],
\]

where for example, \(g_\Omega = \partial_{\Omega \Omega} g(N_\Omega,\Omega_{L})\). (Note: The neglected terms here involve derivatives like \(g_{\Omega N}\) and \(\mu_{\Omega N}\) which can be shown to be negligible.\(^4\) If we substitute Eq. (11) into Eq. (10) it leads to a renormalization in this equation as follows:

\[
\dot{E} = \frac{\Gamma}{2} \left( g_N + i \frac{2\Omega_{L}}{\mu_0} \mu_N \right) N_E + \Delta P_{\text{TOT}}^{(1)} + \mathcal{L},
\]

That is, the form of the equation is identical to its conventional rate equation approximation form but the magnitudes of differential quantities and the strength of the Langevin Force are renormalized. The small-signal carrier rate equation is affected similarly.

It is straightforward to show that the single-mode field-spectrum linewidth \(\Delta \omega\) and the direct modulation corner frequency \(\omega_{\text{R}}\) (Ref. 5) are now given by

\[
\Delta \omega = \frac{\Delta \omega_{\text{ST}}}{(1 + q^2)} \frac{1 + q - \alpha r}{(1 + q)^2 + r^2},
\]

\[
\omega_{\text{R}}^2 = \frac{8\gamma P}{\tau} \frac{1 + q}{(1 + q)^2 + r^2},
\]

where \(\Delta \omega_{\text{ST}}\) is the Schawlow–Townes linewidth, \(\alpha\) is the linewidth enhancement factor,\(^6\) \(P\) is the lasing mode photon density, and \(r = 1/2 = \gamma\) is the photon lifetime. Here we have also defined \(q = \Gamma \Omega_{L}/\mu_0/\mu_0\) as \(\Gamma \frac{E_{\text{L}}}{2}\). By setting \(q\) and \(r\) to zero in these expressions we get our conventional forms. For laser operation at the gain peak we have \(r = 0\) and these expressions have the following forms:

\[
\Delta \omega = \frac{\Delta \omega_{\text{ST}}}{(1 + \alpha^2)} \frac{1 + q - \alpha r}{(1 + q)^2 + r^2},
\]

\[
\omega_{\text{R}}^2 = \frac{8\gamma P}{\tau} \frac{1 + q}{(1 + q)^2 + r^2}.
\]

\(q\) is related to the group and normal indices of refraction by

\[
q = \Gamma \left( \frac{\mu_0}{\mu_0 - \mu_0} \right) \text{ which follows from its definition. Taking } \mu_0 = 4.3, \mu_0 = 3.5 \text{ (GaAs), and } \Gamma = 0.5 \text{ we estimate } q \text{ to be } 0.11.\)\(^7\) This produces a negligible correction to \(\omega_{\text{R}}\), but approximately a 20% reduction of \(\Delta \omega\).

In conclusion, we have derived corrections to the rate equation approximation for a single-mode semiconductor laser. Although these corrections do not affect the operating point of the device, they do alter dynamics and noise. The first order correction leads to a renormalization of dynamic quantities as well as the Langevin source strength. For gain peak operation this produces a 20% shift in what was before the accepted form for linewidth; the modulation corner frequency has a negligible correction. We will consider the effect of this correction on other dynamic and spectral properties as well as higher order corrections in another publication.
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