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Abstract: We study integrable models in the context of the recently discovered Gauge/YBE correspondence, where the Yang-Baxter equation is promoted to a duality between two supersymmetric gauge theories. We study flavored elliptic genus of 2d $\mathcal{N} = (2, 2)$ quiver gauge theories, which theories are defined from statistical lattices regarded as quiver diagrams. Our R-matrices are written in terms of theta functions, and simplifies considerably when the gauge groups at the quiver nodes are Abelian. We also discuss the modularity properties of the R-matrix, reduction of 2d index to 1d Witten index, and string theory realizations of our theories.
1 Introduction

In this paper we discuss the celebrated Yang-Baxter equation (YBE), which is one of the most fundamental characterizations of integrable models (see e.g. [1] and references therein). YBE has several different expressions. For concreteness let us here use the following version, formulated in the language of Interaction-Round-a-Face (IRF) model (we will comment on the formulation as a vertex model later):

\[
\sum_g \mathcal{R}(u) \left[ \begin{array}{cc} f & g \\ a & b \end{array} \right] \mathcal{R}(u+v) \left[ \begin{array}{cc} d & c \\ g & b \end{array} \right] \mathcal{R}(v) \left[ \begin{array}{cc} e & d \\ f & g \end{array} \right] = \sum_g \mathcal{R}(v) \left[ \begin{array}{cc} g & c \\ a & b \end{array} \right] \mathcal{R}(u+v) \left[ \begin{array}{cc} e & g \\ f & a \end{array} \right] \mathcal{R}(u) \left[ \begin{array}{cc} e & d \\ g & c \end{array} \right].
\] (1.1)
Here $\mathcal{R}(u)$ is known as the $R$-matrix, where the parameters $u, v$ are continuous parameters called spectral parameters. Each

$$\mathcal{R}(u) = \mathcal{R}(u) \begin{bmatrix} d & c \\ a & b \end{bmatrix}$$

has four indices: $a, b, c, d$. The indices $a, b, \ldots$ run over the possible values the spins could take in a given integrable model; for example in the Ising model we have $a, b, \ldots = \pm 1 \in \mathbb{Z}_2 := \mathbb{Z}/2\mathbb{Z}$.

A graphical representation of YBE is given in Figure 1. Here an R-matrix is represented by a parallelogram, whose four vertices are associated with the four indices $a, b, c, d$ of the R-matrix $\mathcal{R}(u) \begin{bmatrix} d & c \\ a & b \end{bmatrix}$.
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**Figure 1.** Graphical representation of YBE. A parallelogram represents the R-matrix, which for an IRF model is the weight $\mathcal{R}(F)$ for a face $F$. The orientation of the letter $\mathcal{R}$ on a face represents the index structure of the associated R-matrix. Note that the R-matrix (1.2) in general is not symmetric under the cyclic permutation of its indices $a, b, c, d$.

Given a solution to YBE (1.1), we can define an integrable model by associating a Boltzmann weight $\mathcal{R}(F)$ to a face $F$, and by summing over all the possible spin configurations:

$$Z_{2d \text{ integrable spin}} = \sum_{\text{spins}\ F, \ face} \prod \mathcal{R}(F).$$

(1.3)

The YBE ensures that the transfer matrices commute (under appropriate boundary conditions\(^1\)), and when transfer matrices are expanded with respect to spectral parameters we obtain an infinite set of conserved charges.

The Yang-Baxter equation is a highly over-constrained equation. For example, suppose that the spins take values in $\mathbb{Z}_N := \mathbb{Z}/N\mathbb{Z}$, with $N$ large. Then the R-matrix has $O(N^2)$ variables, whereas the constraints from the Yang-Baxter equation grows as $O(N^3)$. This problem becomes more severe for integrable models with continuous spins (our model below fits to this category), which can be formally thought of as the limit $N \to \infty$, and it looks almost impossible to find any solution at all. Despite these naive expectations, people have found a variety of solutions of YBE. The natural question is then why integrable models exist.

---

\(^1\)For example, we can choose fixed or periodic boundary conditions.
Recently there is a new look on this long-standing problem \cite{2} (see also \cite{3,4}; this correspondence is called the Gauge/YBE correspondence.). Namely Yang-Baxter equation is promoted ("categorified") to a duality (Yang-Baxter duality) between two supersymmetric quiver gauge theories, which duality in turn follows from a sequence of 4d $\mathcal{N} = 1$ Seiberg dualities. The basic logic is that this duality automatically generates a mathematical equality of the partition functions of the two theories, and the YBE follows directly from the Yang-Baxter duality.

The lift of the YBE to a duality is rather powerful, since duality is not about a single identity but rather a set of such identities—namely we can compute various partition functions and observables (satisfying certain constraints to be discussed later), and each of these gives rise to (in general) different solutions for the YBE. For example, in \cite{2} the 4d lens index \cite{5}, the twisted partition function on $S^1 \times S^3/\mathbb{Z}_r$, gave rise to a large class of integrable models which are previously unknown in the literature. We can also discuss various degenerations of the model. For $r = 1$ the model reduces to the "master solution" of \cite{6} (see also \cite{7–9}), where the name "master" originates from the fact that it successfully reproduced all the known solutions of the star-triangle relations with positive Boltzmann weights. The degeneration of this model gives rise to a variety of integrable models \cite{6,7,10–12}, eventually all the way down to the Ising model, which is at the bottom of this hierarchy of integrable models.

The natural question is whether we can adopt the same logic to supersymmetric field theories in dimensions other than four. In \cite{2} it has already been pointed out that a similar story works for (for example, supersymmetric $S^1 \times S^2$ partition function of) 3d $\mathcal{N} = 2$ version of Seiberg duality (Aharony duality \cite{13}); as far as the underlying combinatorial structure of the quiver is the same, we should obtain a solution to the Yang-Baxter equation.

The goal of this paper is to generalize the logic of \cite{2} to 2d $\mathcal{N} = (2, 2)$ quiver gauge theories\footnote{Towards the completion of this paper we received \cite{14}, which also discusses integrable models associated with 2d $\mathcal{N} = (2, 2)$ theories.}. With the help of the Seiberg-like duality in 2d, we propose a 2d version of the Yang-Baxter duality, and compute supersymmetric partition function on $T^2$ (elliptic genus) \cite{15–17}. This automatically gives rise to 2d classical integrable models:

$$I_{2d \mathcal{N} = (2, 2) \text{ theory}[T^2]} = Z_{2d \text{ integrable spin}}.$$ \hspace{1cm} (1.4)

The resulting 2d spin system obeys either the periodic or fixed boundary condition, depending on whether we have a quiver diagram on a torus or on a plane. Correspondingly the quiver diagram is drawn either on a torus \cite{18} or on a disc \cite{19,20}.

While this is to some extent a simple adoption of existing 4d techniques to 2d, we encounter some new features. Along the way we will also clarify some aspects of the Gauge/YBE correspondence itself.

The first subtlety is that the $T^2$ partition function has a subtlety in the choice of the contour of integration, which should be taken into account in the discussion of integrable
models. Second, the R-matrices are written in terms of the well-known theta functions, and we can directly prove the YBE by evaluating the integrals. This would be helpful to those mathematical physicists who do not wish to go through the derivation from non-perturbative dualities in gauge theories. This contrasts with the case of the 4d, where the invariance of the $S^1 \times S^3/\mathbb{Z}_r$ index for a Seiberg-dual pair is not proven mathematically.\(^3\) Third, for the case of the $T^2$ partition function, our R-matrix (and hence the resulting integrable model) depends on a modular parameter $\tau$ of the torus, and has a nice modular property under the $SL(2,\mathbb{Z})$ action on $\tau$.\(^4\)

The rest of this paper is organized as follows. In section 2 we review the basic logic of the Gauge/YBE correspondence, and apply it to the case of 2d $\mathcal{N} = (2, 2)$ Seiberg-like duality. Along the way we highlight some of the key ingredients which are crucial for the discussion of this paper. In section 3 we explicitly construct the integrable model corresponding to $T^2$. We also include comments on brane realizations in section 4. The final section (section 5) contains concluding remarks, with technical material summarized in the two appendices.

## 2 Yang-Baxter Equation from Duality

In this section we summarize the basic logic of how to associate an integrable model to a 2d Seiberg-like duality. The explanation of the Gauge/YBE correspondence here closely follows [2], however the presentation here is improved in a number of technical points. We also emphasize several key aspects crucial for the 2d duality, which are implicit in the 4d discussion of [2].

### 2.1 Seiberg-like Duality

In the construction of [2], the crucial input for the 4d Yang-Baxter duality was the 4d Seiberg duality [24]. We will therefore look for a Seiberg-like duality for 2d $\mathcal{N} = (2, 2)$ theories. There are several different versions of Seiberg-like dualities for 2d $\mathcal{N} = (2, 2)$ theories in the literature, starting with the seminal work of [25]. For our purposes we need a version [15, 26] whose matter contents are essentially the same as that of the 4d $\mathcal{N} = 1$ Seiberg duality. Let us quickly summarize this duality.

The 2d $\mathcal{N} = (2, 2)$ theory is a gauged linear sigma model (GLSM), and its Lagrangian can be obtained from the dimensional reduction of the parent 4d $\mathcal{N} = 1$ theory. The definition of the chiral and vector multiplets, for example, works in a similar manner.

There are several differences, however. One difference is that we can define a twisted superfield $\Sigma := \overline{D}_+ D_- V$, satisfying $\overline{D}_+ \Sigma = D_- \Sigma = 0$. We can furthermore consider the

\(^3\)For the case of the $S^1 \times S^3$ partition function ($r = 1$ in our previous notation), this follows from the identity of [21], as pointed out in [22].

\(^4\)See, however, discussion of the $SL(3, \mathbb{Z})$ modularity of the 4d $S^1 \times S^3$ index [23].
twisted superpotential

\[ L_{\text{FI}} = \frac{1}{2} \left( -t \int d^2 \tilde{\theta} \Sigma + (\text{c.c.}) \right) = -rD + \theta \bar{F}_{01}, \]  

(2.1)

where we defined the complexified FI parameter \( t \) by

\[ t := r + i\theta. \]  

(2.2)

Here \( \theta \) angle is periodic, \( \theta \sim \theta + 2\pi \), and it hence it is natural to consider the exponentiated single-valued variable

\[ z := (-1)^N e^t. \]  

(2.3)

Here we take the gauge group to be \( U(N_c \equiv N) \). Note that we include the diagonal \( U(1) \) factor in the gauge group, which plays a crucial role in the dynamics of 2d \( \mathcal{N} = (2,2) \) theories; this sharply contrasts with the case of 4d \( \mathcal{N} = 1 \) theory, where the \( U(1) \) factor decouples.

On one side of the duality (electric theory) we have \( U(N) \) gauge theory with \( N_f \) flavors, i.e. \( N_f \) fundamentals \( q_i \) and \( N_f \) antifundamentals \( \bar{q}^i \). Here \( i = 1, \ldots, N_f \) is the index for the flavor symmetry. We have no superpotential: \( W_{\text{electric}} = 0 \). We also turn on the twisted superpotential (2.1) with complexified FI parameter \( z_{\text{electric}} \).

On the other side (magnetic theory) we have \( U(N_f - N) \) gauge theory with \( N_f \) flavors, i.e. \( N_f \) fundamentals \( Q_i \) and \( N_f \) antifundamentals \( \bar{Q}^i \). We in addition have a meson field \( M_{ij} \) with superpotential coupling

\[ W_{\text{magnetic}} = \text{Tr}(\bar{Q}^i M_{ij} Q_j). \]  

(2.4)

We also turn on the twisted superpotential (2.1) with complexified FI parameter \( z_{\text{magnetic}} \).

The statement for the duality is that the electric and magnetic theories flow in the IR to the same fixed point, if we identify

\[ z_{\text{electric}} = z_{\text{magnetic}}^{-1}. \]  

(2.5)

It turns out that this is part of the transformation properties of the cluster \( y \)-variable [27].

In the literature there are several consistency checks for this duality [15–17]. It is shown that they have the same chiral ring as well as the twisted chiral ring. They also have the same \( S^2 \) partition function and the \( T^2 \) partition function, and finally the duality has a geometrical counterpart in the geometry of the Grassmannian \( \text{Gr}(N,N_f) \).

This duality can be checked by explicitly computing the \( T^2 \) partition functions, which in turn ensures the YBE. Note that our construction of integrable models in itself does not rely on the full non-perturbative duality, but rather on the equality of the specific partition function (namely \( T^2 \) partition function). However the underlying gauge theory duality is the ultimate reason why these integrable models should exist.

For our purposes of constructing integrable models, what is important here is that the matter content for the 2d Seiberg-like duality is essentially the same as the 4d Seiberg duality...
This means that we can immediately borrow most of the results from [2]. For example, this Seiberg-like duality for a quiver gauge theory is represented graphically as in Figure 2. As explained in [2], this is the gauge theory counterpart of the relation known as the star-star relation [28, 29] in integrable models. The star-star relation ensures the YBE\(^5\); correspondingly 2d Seiberg duality implies the 2d version of the Yang-Baxter duality.

For simplicity of the presentation in the following we will concentrate on the case \(N_f = 2N\), with all the quiver nodes have gauge group \(U(N)\) with the same rank \(N\). One advantage of this choice is that the rank of the gauge group, and hence number of the components of the spin of the integrable model at a lattice site, is preserved by the Seiberg-like duality.
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**Figure 2.** The change of the quiver diagram for the 2d Seiberg-like duality. A circle (box) represents a gauge (global) symmetry. In the following we specialize to the case \(N_a = N_b = N_c = N_d = N_g = N\) (and hence \(N_f = 2N\) for the gauge group in the middle). The parameters \(\alpha, \beta, \cdots\) represents the R-charge of the bifundamental fields. For a closed loop (triangle) their R-charges sum up to two.

### 2.2 Constraints on Partition Functions

Let us here be more precise as to which partition functions we could consider in (1.4). Closer inspection reveals that the logic of [2] relies crucially on the following four general properties of the partition function.

**Invariance under the IR duality.** The first requirement is that the partition function coincides for two UV dual theories both of which flow to the same IR fixed point. This ensures the invariance of the partition function under the Yang-Baxter duality. Note that this is the case if the partition function is independent of the gauge coupling constant, which is indeed the case for \(T^2\) partition function discussed in this paper\(^6\).

The invariance sometimes holds up to overall constant factors, or up to the appropriate change of parameters. In these cases a care is needed for the identification of a precise mathematical identity.

---

\(^5\)However, only a limit subset of the solutions to the YBE originates from the star-star relation.

\(^6\)Even if the partition function depends non-trivially on the gauge coupling constant, we should be able to extract a precise mathematical identity from a gauge theory duality, as long as we can keep track of the dependence of the partition function on the gauge coupling constant.
Factorization  Let us consider the partition function for a quiver gauge theory, with gauge field (matter) associated with the vertex (edge) of the quiver diagram. Then the second requirement is that the classical as well as 1-loop contribution to the integrand of the integral/sum expression for the partition function partition function for this quiver gauge theory factories into contributions from gauge field and matters. Schematically,

\[ Z_{\text{quiver}} = \int Z_{\text{vertex}} Z_{\text{edge}}, \]  

where the integral here could represents either a sum or an integral, or their hybrids. This ensures that the resulting expression has an interpretation as a statistical mechanical model with nearest-neighbor as well as self interactions among spins at different sites.

Gauging/Gluing Suppose that we have a theory with a flavor symmetry \( G \), and write its partition function as \( Z_{\text{before gauging}}[a] \), where \( a \) is (at set of) parameter(s) corresponding to the background gauge field for the symmetry \( G \). Let us next gauge the symmetry \( G \), to promote it to a gauge symmetry. The third requirement is that the partition function for the resulting theory takes the form

\[ Z_{\text{after gauging}} = \int [da] Z_{\text{gauge field}}[a] Z_{\text{global}}[a], \]  

where \( Z_{\text{gauge field}}[a] \) is the contribution from the gauge field as well as its superpartner(s), and the integral is over \( a \) with appropriate measure \([da]\). In other words, \( Z_{\text{after gauging}} \) with a global symmetry \( G \) can be computed in two steps, first keeping the symmetry \( G \) as a flavor symmetry and then gauging \( G \).

This condition should hold for any consistent localized partition function (it is a supersymmetric counterpart of the Fubini’s theorem for the path integral), and in many cases (including the 4d \( \mathcal{N} = 1 \) lens index discussed in [2]) is satisfied trivially. However, there are subtleties for the 2d index, on which we will comment later in this paper.

R-charge For the construction of infinite-many conserved charges it is crucial to have spectral parameters. In the Gauge/YBE correspondence, R-charge is identified with the R-charges of the bifundamental chiral multiplets. It is therefore important that the partition function depends non-trivially on the R-charges of the fields.

2.3 R-matrix

Once the conditions above are satisfied, we can write down the integrable model and the R-matrix. Let us briefly summarize the minimal material, for details readers are referred to [2].

The basic idea is to identity the quiver diagram with the lattice of the statistical mechanical model.

An edge \( e \in E \) of the quiver diagram, starting from a vertex \( t(e) \) and ending on another \( h(e) \), represents the nearest-neighbor interaction between the spins at \( t(e) \) and \( h(e) \). In gauge
theory, this represents a 2d $\mathcal{N} = (2, 2)$ chiral multiplet with R-charge $r$, whose partition function we denote by $W_r^e = W_r(t(e), h(e))$ ($W$ stands for “weight”).

We have the relation

$$W_r(a, b)W_{2-r}(b, a) = 1.$$  

(2.8)

This reflects that fact that the sum of the R-charges of the corresponding chiral multiplets is two, and hence we can write down a mass term. This means that we can integrate out the fields in the IR, leading the to trivial partition function as in the right hand side of (2.8).

We also have a 2d $\mathcal{N} = (2, 2)$ vector multiplet at a vertex $v$. This represents the self-interactions among the spin $s_v$. We denote the corresponding partition function as $S_v$ ($S$ stands for “self-weight”).

These ingredients, $W_r(a, b)$ and $S_v$, can be used as the Boltzmann weight for the definition of the statistical mechanical model, formulate in the language of vertex models:

$$Z_{2d \text{ integrable spin}} = \sum_{\text{spins}} \prod_{e: \text{edge}} W_e^e \prod_{v: \text{vertex}} S_v^v.$$  

(2.9)

As in the introduction let us define the model as the Interaction-Round-a-Face (IRF) model, where the Boltzmann weights are associated with the faces (recall (1.1) and (1.3)). The partition function for the quiver on the left of Figure 2 is given by

$$W_{2-\delta-\alpha}(d, a)W_{2-\beta-\gamma}(b, c) \sum_g S^g W_{\alpha}(a, g)W_{\beta}(g, b)W_{\gamma}(c, g)W_{\delta}(g, d),$$  

(2.10)

which by Seiberg-duality coincides with that of the quiver on the right:

$$W_{\alpha+\beta}(a, b)W_{\gamma+\delta}(c, d) \sum_g S^g W_{1-\alpha}(g, a)W_{1-\beta}(b, g)W_{1-\gamma}(g, c)W_{1-\delta}(d, g).$$  

(2.11)

The equivalence of these two expressions is the star-star relation [28, 29]. Note that we here used the fact that the superpotential in (2.4) has R-charge 2; it then follows for example that the R-charges for the electric quarks and magnetic quarks sum up to 1.

The R-matrix, the Boltzmann weight for a face $F$ in the IRF model, is defined to be a

---

\footnote{2d $\mathcal{N} = (2, 2)$ chiral and vector multiplets are dimensional reductions of their 4d $\mathcal{N} = 1$ counterparts.}
modification of (2.10) and (2.10):\(^8\)

\[
\mathcal{R}(F) = \mathcal{R} \left( \begin{array}{cc} \delta & \gamma \\ \alpha & \beta \end{array} \right) \begin{bmatrix} d & c \\ a & b \end{bmatrix} := \sqrt{\frac{\mathbb{W}_{2-\delta-\alpha}(d, a)\mathbb{W}_{2-\beta-\gamma}(b, c)}{\mathbb{W}_{\alpha+\beta}(a, b)\mathbb{W}_{\gamma+\delta}(c, d)}} \\
\times \sqrt{\mathbb{S}^a \mathbb{S}^c} \sum_g \mathbb{S}^g \mathbb{W}_\alpha(a, g)\mathbb{W}_\beta(g, b)\mathbb{W}_\gamma(c, g)\mathbb{W}_\delta(g, d) \tag{2.12}
\]

\[
= \sqrt{\mathbb{W}_{2-\delta-\alpha}(d, a)\mathbb{W}_{2-\beta-\gamma}(b, c)\mathbb{W}_{2-\alpha-\beta}(b, a)\mathbb{W}_{2-\gamma-\delta}(d, c)} \\
\times \sqrt{\mathbb{S}^a \mathbb{S}^c} \sum_g \mathbb{S}^g \mathbb{W}_\alpha(a, g)\mathbb{W}_\beta(g, b)\mathbb{W}_\gamma(c, g)\mathbb{W}_\delta(g, d) , \tag{2.13}
\]

where in the last line we used the identity (2.10).

For a face \(F\), with external vertices \(a, b, c, d\) as in Figure 1, we denote the rapidity parameters of four edges by \(\alpha, \beta, \gamma, \delta\). The vanishing of the beta function for the gauge coupling in the IR imply that they satisfy the relation

\[
\alpha + \beta + \gamma + \delta = 2 \tag{2.14}
\]

The square root factor of \(\sqrt{\mathbb{W}}\) in (2.12) is the ratio of the prefactors from (2.10) and (2.11); the square root factor \(\sqrt{\mathbb{S}^a \mathbb{S}^c}\) is included for the purpose of including the vector multiplet measure into the definition of the R-matrix, so that the sum over the spin in the R-matrix becomes a sum/integral; without this factor we need a non-trivial measure for the sum.

In terms of gauge theory, this modification is to allow for a “half-chiral multiplet”, whose partition function is a square root of the full (ordinary) chiral multiplet\(^9\). The introduction of a “half-chiral multiplet” makes the Seiberg duality more symmetric, as explained in Figure 2.3. In particular, the R-matrix in (2.13) is nothing but the partition function of the quiver of Figure 2.3, as represented in Figure 2.3:

\[
\text{R-matrix} \leftrightarrow \text{quiver of Figure 2.3} . \tag{2.15}
\]

The square root factor in (2.12) is a complication, but is necessarily for the R-matrix to satisfy the YBE in the form of (1.1); without the prefactor the YBE will be rather the so-called “twisted YBE”. This subtlety, which was known in the integrable model literature even before the discovery of Seiberg duality, is the manifestation of the presence of the mesons

\(^8\) Equation of (2.9) in version 1 of [2] contained a typo, which is corrected here.

\(^9\) While the notion of a “half-chiral multiplet” is natural from the viewpoint of integrable models, this notion is useful only in so far as the supersymmetric partition functions are discussed, and for example there is no such multiplet at the Lagrangian level. Hence this notion is rather different from the more standard “half-hypermultiplet” for 4d \(\mathcal{N} = 2\) theories. We hope that our nomenclature does not cause any confusion.
in Seiberg duality. Indeed, the R-matrix as defined in (2.12) has a nice symmetry, thanks to the Seiberg-like duality:

$$R\begin{pmatrix} \delta & \gamma \\ \alpha & \beta \end{pmatrix}\begin{pmatrix} d & c \\ a & b \end{pmatrix} = \sqrt{S_b S_d / S_a S_c} R\begin{pmatrix} 1 - \delta & 1 - \gamma \\ 1 - \alpha & 1 - \beta \end{pmatrix}\begin{pmatrix} a & d \\ b & c \end{pmatrix}.$$  \hspace{1cm} (2.16)

To discuss YBE, we need to glue the R-matrices. At the level of the quiver gauge theories, this corresponds to concatenating the quiver diagram (see Figure 5).

Figure 3. The R-matrix is obtained from the partition function of the quiver on the right.

Figure 4. By introducing “half-chiral bifundamental multiplets” (represented here by a dotted oriented allows), the Seiberg duality takes a more symmetric form (compare Figure 2). The partition function of this quiver coincides with the R-matrix of the associated integrable model.

To discuss YBE, we need to glue the R-matrices. At the level of the quiver gauge theories, this corresponds to concatenating the quiver diagram (see Figure 5).

Figure 5. Glue two R-matrices corresponds to the concatenation of two quivers by gauging of flavor symmetries. Two “half-chiral multiplets” of opposite orientation cancel, while those with the same orientation combine into an ordinary chiral multiplet.
When we combine two quivers, it sometimes happens that the half-chiral multiplets are combined together. If they are of the opposite orientations, we cancel them; if of the same orientation, we replace them by a full chiral multiplet.

To be more precise we have to take into account the constraint from R-charges. For example, in Figure 5 the two arrows with R-charges \(2 - \epsilon - \zeta\) and \(2 - \gamma - \delta\) cancels in the end, and in order for this to happen we need to be able to write down a mass term for them. This leads to the constraint

\[(2 - \epsilon - \zeta) + (2 - \gamma - \delta) = 2.\]  

(2.17)

This constraint remains even after the chiral multiplet is integrated out, but then now the equation should lead \(\epsilon + \zeta + \gamma + \delta = 2\), namely we generate a new superpotential term corresponding to a face in the middle, with its superpotential normalized to be 2.

Following the similar logic, we can verify that the definitions of the partition function as an IRF model \((1.3)\) coincides with that as a vertex model \((2.9)\).

We can repeat this exercise and generate a quiver for the left hand side of Figure \((1.1)\). A new feature here is that we not have a new internal vertex, which we interprete as a gauge node (see Figure 6). The YBE \((1.1)\) is now replaced with the Yang-Baxter duality, a duality between two different quivers as shown in Figure 7.

\[
\text{Figure 6. We can glue three R-matrices to obtain a quiver corresponding to a product of three R-matrices, the left hand side of (1.1).}
\]

The identity coming from the Yang-Baxter duality then takes the form

\[
\sum_g R\left(\begin{array}{c} \delta \gamma \\ \alpha \beta \end{array}\right) [f g] R\left(\begin{array}{c} \mu \lambda \\ \iota \kappa \end{array}\right) [d c] R\left(\begin{array}{c} \theta \eta \\ \epsilon \zeta \end{array}\right) [e d] \mid_{\kappa = \gamma + \zeta} = \\
\sum_g R\left(\begin{array}{c} \theta \eta \\ \epsilon \zeta \end{array}\right) [e d] R\left(\begin{array}{c} \mu \lambda \\ \iota \kappa \end{array}\right) [e g] R\left(\begin{array}{c} \delta \gamma \\ \alpha \beta \end{array}\right) [g c] \mid_{\kappa = \gamma + \zeta},
\]

(2.18)

where we have

\[\alpha + \beta + \gamma + \delta = \epsilon + \zeta + \eta + \theta = \iota + \kappa + \lambda + \mu = 2,\]  

(2.19)
Therefore

![Diagram](image)

When half-chirals are combined into chirals,

![Diagram](image)

Figure 7. For the Yang-Baxter equation, we can glue three R-matrices, following the rule of Figure 6. After canceling/combing the half-chiral multiplets in the equality on both sides of the equation, we obtain the duality of the last line, which was precisely the Yang-Baxter duality of [2].

as well as the new relation coming from the vanishing of the beta function for the gauge
coupling constant at vertex $g$:  
\[ \kappa = \gamma + \zeta . \]  
(2.20)

Since we have total of four constraints for the $4 \times 3 = 12$ parameters, we have 8 independent parameters, and these play the role of spectral parameters.

The equation (2.18) is already essentially the Yang-Baxter equation (1.1). However the difference is that Note that our R-matrix \( R(\delta \gamma \alpha \beta) \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \) has three independent spectral parameters ($\alpha, \beta, \gamma, \delta$ with the constraint (2.14)), while R-matrices \( R(u) \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \) in most of the models in the literature has only one spectral parameter; the former is more general than the latter. To specialize to the one-variable R-matrix we choose \( R(u) \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] := R(\delta = 1 - u, \gamma = u, \alpha = 1 - \gamma, \beta = 1 - \gamma) \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \).  
(2.21)

Physically this is situation where $SU(N)^4$ global symmetry (represented by the four $SU(N)$ nodes) enhances to $SU(2N)^2$. We can then check that (2.18) reduces to (1.1); the constraint $\kappa = \gamma + \zeta$ accounts for the arguments $u, v, u + v$ in (1.1).

In the following we sometimes suppress the spectral parameters and use the shorthand notation \( R \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] = R(\delta \gamma \alpha \beta) \left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \).

## 3 Integrability from 2d Index

### 3.1 2d Index

Let us now apply the logic of our previous section to the 2d index (also known as flavored elliptic genus), namely a supersymmetric partition function on $T^2$. For a given 2d $\mathcal{N} = (2, 2)$ theory, the 2d index is defined by

\[ \mathcal{I}(a; q, y) = \text{Tr}_{\text{RR}} \left[ (-1)^F q^{H_L} \bar{q}^{H_R} y^{J_L} \prod_j a_j^{f_j} \right] , \]  
(3.1)

where the trace is over the RR ground state, where the fermions have periodic boundary conditions. Also, $F$ is the fermion number, $H_L$ is the left-moving Hamiltonian, $J_L$ is the left-moving $U(1)$ current and $f_j$’s are the flavor symmetry charges.

The 2d RR index takes the factorized form [16, 17]:

\[ \mathcal{I}_{\text{total}} = \int_{\text{Cartan}} \mathcal{I}_{\text{chiral}} \mathcal{I}_{\text{vector}} , \]  
(3.2)
where the integral is over the Cartan of the gauge group. The index of a single chiral bifundamental multiplet with R-charge \( r \) is

\[
I_{\text{chiral}}(a_i, b_i; q, y) = \prod_{i,j=1}^{N} \Delta \left( y^2 a_i b_j^{-1}; q, y \right), \tag{3.3}
\]

where \( a_i, b_i \) denote the Cartan variables for the \( SU(N) \times SU(N) \) symmetry of the bifundamental. The index of a \( U(N) \) vector multiplet is

\[
I_{\text{vector}}(a_i; q, y) = \frac{1}{N!} \left( \frac{\eta(q)^3}{i \theta_1(y^{-1}; q)} \right)^N \prod_{1 \leq i \neq j \leq N} \left( \frac{1 - a_i}{a_j} \right) \Delta \left( \frac{a_i}{a_j}; q, y \right)^{-1}. \tag{3.4}
\]

Here and in the following we use

\[
\Delta(a; q, y) := \frac{\theta_1(y^{-1}a; q)}{\theta_1(a; q)}, \tag{3.5}
\]

as well as the Dedekind eta function and the Jacobi theta function:

\[
\eta(q) := q^{1/24} \prod_{i=1}^{\infty} (1 - q^i), \tag{3.6}
\]

\[
\theta_1(y; q) := -iq^{1/2} y^{1/2} \prod_{i=1}^{\infty} (1 - q^i)(1 - yq^i)(1 - q^{-1}/y). \tag{3.7}
\]

For later convenience, we also define a shorthand notation of the index of chiral multiplet with R-charge \( r \),

\[
\Xi_r(x; q, y) := \Delta \left( y^2 x; q, y \right). \tag{3.8}
\]

In some cases we omit the arguments \( q, y \) to write \( \Xi_r(x) \).

### 3.2 R-matrix from 2d Index

The integrable model has spins taking values in \( z = \{z_i\} = U(1)^N \). This means that the “sum” over the spins is actually an integral:

\[
\sum_v \rightarrow \frac{1}{N!} \int |z_v,i|=1^{N} \prod_{i=1}^{N} \frac{dz_v,i}{2\pi iz_v,i}. \tag{3.9}
\]

The weights are given by

\[
\mathbb{W}_{v}(t(e), h(e)) = \Xi_{2-r_{h(e)}-r_{t(e)}} \left( z_{t(e), j} z_{h(e), i}^{-1}; q, y \right) \tag{3.10}
\]

and

\[
S_v = \frac{1}{N!} \frac{\eta(q)^3}{i \theta_1(y^{-1}; q)} \prod_{i \neq j} \Delta \left( z_v,i \frac{1}{z_v,j}; q, y \right). \tag{3.11}
\]
The R-matrix is defined by (2.12):

\[
\mathcal{R} \left( \begin{array}{cc} \delta & \gamma \\ \alpha & \beta \end{array} \right) \begin{bmatrix} d & c \\ a & b \end{bmatrix} (q, y) = \frac{1}{\prod_{i,j=1}^N \Delta_{2-\delta-\alpha}(da^{-1}_j) \Delta_{2-\beta-\gamma}(bc^{-1}_j)} \left[ \prod_{i,j=1}^N \Delta_{\alpha+\beta}(ab^{-1}_j) \Delta_{\gamma+\delta}(cd^{-1}_j) \left( \frac{\eta(q)^3}{i!} \right)^N \right]^2
\times \frac{1}{\prod_{i \neq j} \Delta(a_i a^{-1}_j; q, y) \prod_{i \neq j} \Delta(c_i c^{-1}_j; q, y)} \oint \prod_i \frac{dz_i}{2 \pi i z_i} \prod_{i \neq j} \frac{1}{\Delta(z_i z^{-1}_j; q, y)} \times \prod_{i,j=1}^N \Delta_{\alpha}(a_j z^{-1}_i) \Delta_{\beta}(z_i b^{-1}_j) \Delta_{\gamma}(c_j z^{-1}_i) \Delta_{\delta}(z_i d^{-1}_j) .
\]

This R-matrix satisfies (2.16) as well as (2.18).

There is one subtlety in the present discussion. To define the answer unambiguously in (3.2) it is important to specify the integration cycle. This is rather non-trivial problem, since naively there are poles right on the integration contour. The general prescription in terms of Jeffrey-Kirwan residue [30, 31] was given in [17], which unfortunately obscures the factorization (2.7) (see however discussion of Appendix A).

### 3.3 Abelian Case

In Abelian (\(U(1)\)) case, the expression for R-matrix simplifies dramatically:

\[
\mathcal{R} \left( \begin{array}{cc} \delta & \gamma \\ \alpha & \beta \end{array} \right) \begin{bmatrix} d & c \\ a & b \end{bmatrix} (q, y) = \sqrt{\frac{\Delta_{2-\delta-\alpha}(da^{-1}) \Delta_{2-\beta-\gamma}(bc^{-1})}{\Delta_{\alpha+\beta}(ab^{-1}) \Delta_{\gamma+\delta}(cd^{-1})}} \prod_i \frac{dz_i}{2 \pi i z_i} \Delta_{\alpha}(a z^{-1}) \Delta_{\beta}(z b^{-1}) \Delta_{\gamma}(c z^{-1}) \Delta_{\delta}(z d^{-1}) .
\]

In this case, the Jeffrey-Kirwan residue prescription simplifies, and we can appeal to a simpler prescription (see [15, 16] and Appendix A for more on this).

To explain this, let us first note that the position of the poles can be read off from the identity

\[
\Delta(z; q, t) = \frac{\theta(t; q)}{(q; q)^2} \sum_{i \in \mathbb{Z}} \frac{t^i}{1 - q^i} ,
\]

with poles at \(z = q^{-1}\). Note also that thanks to the relation

\[
\Delta(qx) = \frac{1}{y} \Delta(x) ,
\]

the integrand of (3.13) is invariant under the shift \(z \to q^{-1} z\), and the integrand naturally is a function on a torus. Due to the residue theorem, we obtain a trivial answer if we combine all
the residues inside the torus. We should rather pick up a subset of residues, and the correct choice turns out to pick up those residues with positive (or negative, up to overall minus sign of the partition function) charges [15, 16]. For the case at hand, this amounts to taking the residues at \( z = a \) and \( z = c \), and hence the integral can be worked out explicitly, to obtain

\[
\mathcal{R}^{U(1)} \left( \begin{array}{c} \delta \\ \gamma \\ \alpha \\ \beta \\ \end{array} \right) \begin{bmatrix} d \\ c \\ a \\ b \\ \end{bmatrix} (q, y)(a, b, c, d; q, y) = \sqrt{\frac{\Delta_{2-\delta-\alpha}(da^{-1})\Delta_{2-\beta-\gamma}(bc^{-1})}{\Delta_{\alpha+\beta}(ab^{-1})\Delta_{\gamma+\delta}(cd^{-1})}} \\
\times \frac{\Delta_{\alpha+\beta}(ab^{-1})\Delta_{-\alpha+\gamma}(ca^{-1})\Delta_{\alpha+\delta}(ad^{-1}) + \Delta_{-\gamma+\alpha}(ac^{-1})\Delta_{\gamma+\beta}(bc^{-1})\Delta_{\gamma+\delta}(cd^{-1})}{\Delta_{\alpha+\beta}(ab^{-1})\Delta_{\alpha+\delta}(ad^{-1})\Delta_{\gamma-\alpha}(ac^{-1})}
\]

\[= \sqrt{\frac{\Delta_{\alpha+\beta}(ab^{-1})\Delta_{\gamma+\delta}(cd^{-1})}{\Delta_{\gamma+\beta}(ab^{-1})\Delta_{\gamma+\delta}(cd^{-1})}} \Delta_{\gamma-\alpha}(ac^{-1}) . \]

(3.16)

### 3.4 Modularity

The RR index on \( T^2 \) has a natural modular property. Under the modular transformation, the Dedekind eta function and Jacobi theta function transform as follows:

\[
\eta(e^{2\pi i(-\frac{1}{\tau})}) = \sqrt{-i\tau} \eta(e^{2\pi i\tau}) ,
\]

\[
\theta_1 \left( e^{2\pi i(-\frac{1}{	au})}; e^{2\pi i(-\frac{y}{\tau})} \right) = i\sqrt{-i\tau} e^{2\pi i\frac{y}{\tau}} \theta_1 \left( e^{2\pi i\frac{y}{	au}}; e^{2\pi i\tau} \right) ,
\]

where \( q := e^{2\pi i\tau} \) and \( y := e^{2\pi i\tau} \) are the original parameters, while \( \tilde{q} := e^{2\pi i(-\frac{1}{\tau})} \) and \( \tilde{y} := e^{2\pi i(-\frac{1}{\tau})} \) are the parameters after modular transformation.

The modular property of a chiral multiplet with R-charge \( r \) and some flavor fugacity \( a \) is then

\[
\Delta(\tilde{y}^2 \tilde{a}; \tilde{q}, \tilde{y}) = \frac{\theta_1 \left( e^{2\pi i(\frac{2\pi i}{\tau}-1)(-\frac{1}{\tau})}; e^{2\pi i(-\frac{1}{\tau})}; e^{2\pi i(-\frac{1}{\tau})} \right)}{\theta_1 \left( e^{2\pi i\frac{2\pi i}{\tau}}(-\frac{1}{\tau})e^{2\pi i(-\frac{2\pi i}{\tau})}; e^{2\pi i(-\frac{1}{\tau})} \right)} \theta_1 \left( e^{2\pi i(\frac{2\pi i}{\tau}-1)\zeta}e^{2\pi i\nu a}; e^{2\pi i\tau} \right) \]

\[
= e^{\frac{\pi i}{\tau}[(1-r)\zeta^2-2\nu a\zeta]} \theta_1 \left( e^{2\pi i(\frac{2\pi i}{\tau}-1)\zeta}e^{2\pi i\nu a}; e^{2\pi i\tau} \right) \theta_1 \left( e^{2\pi i\frac{2\pi i}{\tau}\zeta}e^{2\pi i\nu a}; e^{2\pi i\tau} \right)
\]

\[= e^{\frac{\pi i}{\tau}[(1-r)\zeta^2-2\nu a\zeta]} \Delta(\tilde{y}^2 \tilde{a}; q, t) ,
\]

where we defined \( \nu a \) by \( a = e^{2\pi i\nu a} \). Notice that the coefficient of \( \zeta^2 \) term in the modular weight is 1/3 of the central charge of the chiral multiplet,

\[
c = 3 \text{tr} \gamma_3 J_L^2 = 3 \left( \left( \frac{r}{2} - 1 \right)^2 - \left( \frac{r}{2} \right)^2 \right) = 3(1 - r) , \]

and the coefficient of linear term is \(-\mathcal{A} a\nu a\) where \( \mathcal{A} a \) is the anomaly of flavor symmetry \( F_a \),

\[
\mathcal{A} a = \text{tr} \gamma_3 J_L F_a = \left( \left( \frac{r}{2} - 1 \right) - \left( \frac{r}{2} \right) \right) F_a .
\]
Similarly, under modular transformation the vector multiplet $\mathcal{U}^{(N)}_{\text{vector}}(z_i; q, t)$ behaves as
\[
\left( \frac{\eta(q)^3}{i\theta_1(y^{-1}; q)} \right)^N \prod_{i \neq j} \Delta \left( \frac{\tilde{z}_i; q, \tilde{y}}{\tilde{z}_j; q, \tilde{y}} \right)^{-1} = (-\tau)^N e^{-\pi i N^2 \zeta^2} \left( \frac{\eta(q)^3}{i\theta_1(y^{-1}; q)} \right)^N \prod_{i \neq j} \Delta \left( \frac{z_i; q, y}{z_j; q, y} \right)^{-1}. 
\]
Again the coefficient of $\zeta^2$ gives the correct central charge for vector multiplets. In general, one can read off the central charge and anomalies for a theory from the modular weight of its index,
\[
I(e^{2\pi i \tau}; e^{2\pi i \tau}, e^{2\pi i \tau}) = e^{i\pi \tau} \left( c^3 \zeta^2 - 2 A a \right) I(e^{2\pi i \tau}; e^{2\pi i \tau}, e^{2\pi i \tau}). 
\]
(3.23)
One can then derive the modular property of R-matrix (3.12),
\[
\mathcal{R} \left( \begin{array}{c} \delta \\ \alpha \\ \beta \end{array} \right) \left[ \begin{array}{c} \tilde{d} \\ \tilde{c} \\ \tilde{a} \end{array} \right] = (-\tau)^N e^{i\pi \tau} \frac{3N^2}{4} \zeta^2 \mathcal{R} \left( \begin{array}{c} \delta \\ \alpha \\ \beta \end{array} \right) \left[ \begin{array}{c} d \\ c \\ a \end{array} \right]. 
\]
(3.24)
The number $3N^2$ represents the central charge $3N^2$, which can be directly computed from the spectrum of the theory.\(^{10}\)

### 3.5 Dimensional Reduction

We can consider the dimensional reduction of our 2d $\mathcal{N} = (2, 2)$ theory on $S^1$. We expect that our 2d $\mathcal{N} = (2, 2)$ theory will reduce to 1d $\mathcal{N} = 4$ supersymmetric quantum mechanics, and the 2d Seiberg-like duality to a duality in 1d.

In our setup, we can take choose the $S^1$ of the dimensional reduction to be one of the cycles of $T^2$. This is the reduction to the 1d index derived recently in \([33, 34]\). In Appendix we also derive the same result by the reduction procedure in Appendix B.

The quantity relevant for us is the Witten index for the $\mathcal{N} = 4$ supersymmetric quantum mechanics, twisted by a subgroup of the R-symmetry commuting with the supercharge:
\[
\text{Tr} \left( (-1)^F e^{2\pi iz J_-} e^{-\beta H} \right). 
\]
(3.25)
When we regard $\mathcal{N} = 4$ quantum mechanics as $\mathcal{N} = 2$ quantum mechanics, part of the $\mathcal{N} = 4$ R-symmetry looks like a flavor symmetry for the $\mathcal{N} = 2$ theory, and $J_-$ generates the flavor symmetry there.

The Boltzmann weight for an edge, i.e. the 1-loop determinant for a bifundamental chiral multiplet is\(^{11}\)
\[
\mathcal{W}^e(a_t(e), a_h(e)) = \prod_{i,j=1}^N \frac{\sinh(a_t(e),i - a_h(e),j + z)}{\sinh(a_t(e),i - a_h(e),j)}, 
\]
(3.26)
\(^{10}\) There is an analogous statement for the 4d $\mathcal{N} = 1$ quiver gauge theories: the high temperature limit of the $S^1 \times S^3$ is reproduces a linear combination of central charges $a, c$ \([32]\).

\(^{11}\)In the literature, the function sinh is replaced by sin in (3.26) and (3.27). This amounts to the rotation of the contour, which does not affect the answer as long as we sum over the same set of residues. The expression with sinh is the one which naturally arises from the dimensional reduction, see appendix B.
where the 2d integrable variables $a_i$ are here replaced by their 1d counterparts $a_i$. The Boltzmann weight for a vertex, i.e. the 1-loop determinant for a vector multiplet is

$$S^v(a_v) = \prod_{i \neq j} \frac{\sinh(a_{v,i} - a_{v,j})}{\sinh(a_{v,i} - a_{v,j} + z)}.$$  \hfill (3.27)

The R-matrix is given by

$$R \left( \begin{array}{cc} \delta & \gamma \\ \alpha & \beta \end{array} \right) \left[ \begin{array}{cc} d & c \\ a & b \end{array} \right] (z)$$

$$= \sqrt{\frac{\prod_{i,j=1}^N \Delta_{2-\delta-\alpha}(d_i - a_j)\Delta_{2-\beta-\gamma}(b_i - c_j)}{\prod_{i,j=1}^N \Delta_{\alpha+\beta}(a_i - b_j)\Delta_{\gamma+\delta}(c_i - d_j)}}$$

$$\times \frac{1}{N!^2} \sqrt{\prod_{i \neq j} \frac{1}{\Delta(a_i - a_j, z)} \prod_{i \neq j} \frac{1}{\Delta(c_i - c_j, z)}} \oint \prod_i dz_i \prod_{i \neq j} \frac{1}{\Delta(z_i - z_j, z)}$$

$$\times \prod_{i,j=1}^N \Delta_{\alpha}(a_j - z_i)\Delta_{\beta}(z_i - b_j)\Delta_{\gamma}(c_j - z_i)\Delta_{\delta}(z_i - d_j),$$  \hfill (3.28)

where we defined

$$\Delta(x, z) := \frac{\sinh(x - z)}{\sinh(x)}, \quad \Delta_r(x, z) := \frac{\sinh(x + (\frac{r}{2} - 1)z)}{\sinh(x + \frac{r}{2}z)}.$$  \hfill (3.29) (3.30)

The integral is again understood to be defined in terms of the Jeffrey-Kirwan residue. For $U(1)$ theories, the contour prescription gives

$$R^{U(1)} \left( \begin{array}{cc} \delta & \gamma \\ \alpha & \beta \end{array} \right) \left[ \begin{array}{cc} d & c \\ a & b \end{array} \right] (z)$$

$$= \sqrt{\frac{\Delta_{\alpha+\delta}(a - d, z)\Delta_{\alpha+\beta}(a - b, z)\Delta_{\gamma+\delta}(c - d, z)}{\Delta_{\alpha+\beta}(c - b, z)\Delta_{\gamma+\delta}(c - d, z)}} \Delta_{\gamma-\alpha}(c - a, z)$$

$$+ \sqrt{\frac{\Delta_{\gamma+\delta}(c - b, z)\Delta_{\gamma+\delta}(c - d, z)}{\Delta_{\alpha+\beta}(a - b, z)\Delta_{\alpha+\beta}(a - d, z)}} \Delta_{\alpha-\gamma}(a - c, z).$$  \hfill (3.31)

4 Comments on Brane Realizations

One novel aspect of the Gauge/YBE correspondence is that the integrability resides not in each individual quiver gauge theory, but in a class of gauge theories. In other words, integrability is in the “theory space”\footnote{The exploration of any structure of the theory space is a fascinating topic. For recent attempts, see e.g. entanglement\cite{35} and cluster algebras\cite{27,36}.}, and to properly understand for example the meaning...
of conserved charged in integrable models we are required to go beyond the familiar territory of conventional quantum field theories, and discuss the theory space inside a new framework.

One candidate for such a framework is the string theory—it is expected that different gauge theories are realized as different configuration of branes, and branes themselves should be regarded as dynamical degrees of freedom in the string theory. It is therefore natural to discuss the string theory realizations of the quiver gauge theories, as a hint for the existence of integrable structure therein.

Let us here study the case of 4d \( \mathcal{N} = 1 \) quiver gauge theories discussed in [2–4]; we can realize 2d \( \mathcal{N} = (2, 2) \) theories by dimensional reduction (or T-duality) of these theories. For this case, the relevant brane configurations are known, both for torus quivers and planar quivers.

Let us for concreteness consider case of the torus quivers. The relevant type IIB brane configuration [37–39] (mirror to type IIA description of [40]) is shown in Table 1.

In this brane configuration, we consider type IIB string theory on \( \mathbb{R}^{3,1} \times (\mathbb{C}^\times)^2 \times \mathbb{C} \). \( N \) D5-brane spread in 012357-directions, with 57 directions compactified (namely gives \( T^2 \)). We in addition have one NS5-brane, filling the 0123 directions as well as a holomorphic curve

\[
\Sigma(x, y) = 0, \quad x = e^{x_4 + ix_5}, \quad y = e^{x_6 + ix_7},
\]

inside \( (\mathbb{C}^\times)^2 \) (4567-directions). The NS5-brane and D5-brane intersect along 1-cycles, which divides the \( T^2 \) into various regions, realizing the quiver structure of the gauge group.

**Table 1.** The five-brane configuration realizing 4d \( \mathcal{N} = 1 \) quiver gauge theories.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>D5</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>NS5</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>Σ (2-dim surface)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now the crucial point here is the Seiberg duality can be understood as a rearrangement of these 1-cycles; in fact, as pointed out in [3, 41] the rapidity lines of integrable models match precisely with the zig-zag paths, which in the language of [37–39] are the intersection of D5-branes with NS5-branes, and YBE is to exchange the relative position of these 1-cycles\(^{13}\).

What do we gain from this? The basic idea is that we should then be able to describe integrability in terms of the effective theory on the 5-branes (say \( N \) D5-branes). The intersection with NS5-brane in this viewpoint appears as BPS defects inside that theory, and consequently the integrability is translated into the statements about the rearrangement of BPS defects. This way, the problem of “theory space” is turned into a more tractable problem of the discussion of BPS defects inside a supersymmetric gauge theory. We still obtain a class of theories in the sense that the insertion of BPS defects (disorder operators) change

\[13\] More precisely, YBE is really a double Yang-Baxter move[3], namely YBE applied twice.
the definition of the path integral, however at least the starting point is always a single gauge theory.

The idea that integrability follows from rearrangement of defects, especially line defects, goes back to the discussion of line defects in pure Chern-Simons theory [42], and more recently in the work of [43]. The latter reference in particular realizes the spectral parameters, which are absent in the descriptions of [42].

These considerations naturally lead us to the question if there are any relations between the present work and the work of [43]. While there are many similarities, one cautionary remark is that the actual integrable models studied in [43] is the Heisenberg XXX spin chain model, whereas the integrable models discussed in [2] and here are tend to be more complicated models (chiral Potts models and six-vertex models, and their sophisticated generalizations), and while there are some connections [44] the connection is at best not direct.

Despite this cautionary remark, the similarity is fascinating, and it would be an interesting problem to pursue this type of reasoning further, to elucidate the integrable structures in the Gauge/YBE correspondence. One possible clue is that, after the compactification of 3-direction, the 5-brane systems of Table 1 is dual to the description of codimension 2 defects inside the M5-brane theory.

5 Conclusion

In this paper we constructed integrable models (solutions to the YBE) from the $T^2$ partition function of the 2d $\mathcal{N} = (2, 2)$ quiver gauge theories and the dualities among them (namely Seiberg-like duality and Yang-Baxter duality).

The resulting integrable model has an R-matrix written in term of theta functions, and the former has a nice modularity behavior. As an example of the reduction, we worked out the reduction of the 2d index to the 1d index of the dimensionally-reduced $\mathcal{N} = 4$ theory.

Along the way we clarified some technical aspects of the Gauge/YBE correspondence, and also encountered several new ingredients, which are not present in their 4d counterparts [2].

Here are some open questions:

• It would be interesting to compare our solutions to the known solutions in the literature, and also the identify the quantum-group-like structure underlying our solutions. There are well-known solutions of YBE in terms of theta function, however our model are atypical in that we have continuous spin variables.

• Given a solution of the integrable model, we can study its degeneration; the integral model of [2] reproduce in this way many known integrable models, including the Ising models and their generalizations. In particular, the root of unity degeneration of the model gave rise to integrable models with discrete spins. It would hence be interesting to study the root-of-unity degeneration of our models.
We can try to replace the $T^2$ partition function by the $S^2$ partition function \cite{26, 45}. One subtlety in this case is that the $S^2$ partition function depends on the complexified FI parameter, which transforms non-trivially under the Seiberg-like duality. In fact, it was observed in \cite{27} that the FI parameter transforms as a cluster $y$-variable in the theory of cluster algebras \cite{46}. This means that the statistical model coming from the $S^2$ partition function does not solve the standard YBE, but rather a generalization of it, where integrability is combined with the cluster algebra.

The vacua of 2d $\mathcal{N} = (2, 2)$ theories are described by Bethe Ansatz equation of integrable model (Gauge/Bethe correspondence \cite{47}). It would be interesting to understand the relation between Gauge/Bethe correspondence and Gauge/YBE correspondence. Let us here point out that the integrable structure there is of a rather different nature from the integrable structured discussed in this paper. First, the precise integrable models there are XXX models and their generalizations, while here we have the six-vertex models and their cousins. Second, in \cite{47} the Bethe Ansatz equations play a role, whereas here the Boltzmann weights and the R-matrix of the integrable models play direct roles. Third, \cite{47} is about the vacuum structure of 2d $\mathcal{N} = (2, 2)$ theories, whereas our story here is about the supersymmetric partition functions of the 2d $\mathcal{N} = (2, 2)$ theories.

It is natural to consider the Gauge/YBE correspondence for the 4d $\mathcal{N} = 1$ partition function on $S^2 \times T^2$ \cite{48–50}. Unfortunately, the R-charge on $S^2 \times T^2$ should satisfy an integrability constraint and consequently continuous spectral parameter seems to be lost in this setup.

The 4d $\mathcal{N} = 1$ theories discussed in \cite{2} is known to have explicit brane realizations (see e.g. \cite{39, 51}, as well as section 4). Naively one might imagine that we can dimensionally reduce these 4d $\mathcal{N} = 1$ theories on $T^2$, to obtain the 2d $\mathcal{N} = 2$ theories discussed here, leading to the $T^2$ compactification of relevant brane configurations. However the dimensional reduction of the 4d Seiberg duality requires a careful analysis \cite{52}, in particular for quiver gauge theories, and it remains to be carry out these reduction in detail on the field theory side. This type of analysis is need also for the proper field theory understanding of the 3d $\mathcal{N} = 2$ theories discussed in \cite{3, 4}.

The Yang-Baxter equation has a higher dimensional generalization, for example in three dimensions the relevant equation is the tetrahedron equation. The question is if these equations has their supersymmetric counterparts (see \cite{53} for a recent result).
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A Proof of YBE for $T^2$ Partition Function

In this appendix, we explicitly prove the YBE for the $T^2$ partition function. We hope this is useful for the mathematical-oriented readers who wish to skip the gauge theories dualities, and illustrate our contour prescription, which is crucial for the YBE.

A.1 Proof of 2d Seiberg-like Duality for 2d Index

Let us write down the 2d index for the right quiver in Figure 2:

$$I_{\{r_a, r_b, r_c, r_d\}}(a, b, c, d; q, y) = \frac{1}{N!} \left( \frac{\eta(q)^3}{i\theta_1(y^{-1}; q)} \right)^N \prod_{i,j=1}^N \Delta_{2-r_a-r_b}(a_i b_j^{-1}) \Delta_{2-r_c-r_d}(c_i d_j^{-1})$$

$$\times \oint \prod_i \frac{dz_i}{2\pi i z_i} \prod_{i \neq j} \frac{1}{\Delta(z_i z_j^{-1}; q, y)}$$

$$\times \prod_{i,j=1}^N \Delta_{r_a}(z_j a_i^{-1}) \Delta_{r_b}(b_i z_j^{-1}) \Delta_{r_c}(z_j c_i^{-1}) \Delta_{r_d}(d_i z_j^{-1}).$$

(A.1)

The fundamental identity representing the 2d Seiberg-like duality is

$$I_{\{r_a, r_b, r_c, r_d\}}(a, b, c, d; q, y) = I_{\{1-r_b, 1-r_c, 1-r_d, 1-r_a\}}(b, c, d, a; q, y).$$

(A.2)

We first prove (A.2).

Let us define the following index,

$$I_{SD}(A, B; q, y) := \frac{1}{N!} \left( \frac{\eta(q)^3}{i\theta_1(y^{-1}; q)} \right)^N \oint \prod_{\alpha=1}^N \frac{dz_{\alpha}}{2\pi i z_{\alpha}} \prod_{\alpha=1}^N \Delta(z_{\alpha} A_i^{-1}; q, y) \Delta(B_i z_{\alpha}^{-1}; q, y) \prod_{\alpha \neq \beta} \Delta(z_{\alpha} z_{\beta}^{-1}; q, y),$$

(A.3)

which can be viewed as the index of a 2d $(2, 2)$ theory with $U(N)$ gauge group and $2N$ fundamental and anti-fundamental chirals. $A$ and $B$ are shorthand notation for $\{A_i\}$ and $\{B_i\}$, and we set

$$|A_i| > 1, \quad |q A_i| < 1, \quad i = 1, \cdots, 2N,$$

$$|B_i| < 1, \quad |q^{-1} B_i| > 1, \quad i = 1, \cdots, 2N.$$

(A.4)
Now let us prove the following identity (this is already in version 2 in [15]):

\[ I_{SD}(A, B; q, y) = \prod_{i,j=1}^{2N} \Delta(B_j/A_i; q, y) I_{SD}(y^{-\frac{1}{2}}A^{-1}, y^{\frac{1}{2}}B^{-1}; q, y), \]

(A.5)

where \( A^{-1} \) and \( B^{-1} \) are shorthand notation for \( \{A_i^{-1}\} \) and \( \{B_i^{-1}\} \). The left-hand-side of (A.5) can be computed by the residue prescription in [15]. The poles can be picked as

\[ z_\alpha = B_i \]

(A.6)

where all the other poles in side the unit circle like \( q^kA_i \)'s and \( q^kB_i \)'s have opposite residues and will not contribute to the integral. The result is

\[
I_{SD}(A, B; q, y) = \sum \prod_{\{i_\alpha\} \in \{i_\alpha\}}^{N} \prod_{a=1}^{2N} \Delta(B_{i_\alpha}A_j^{-1}; q, y) \frac{\prod_{\alpha \neq \beta}^{2N} \Delta(B_{i_\beta}B_{i_\alpha}^{-1}; q, y)}{\prod_{\alpha \neq \beta} \Delta(B_{i_\beta}B_{i_\alpha}^{-1}; q, y)}
\]

(A.7)

The right-hand-side of equation A.5 can be computed similarly. We pick up the residues for the poles at

\[ z_\alpha = y^{\frac{1}{2}}B_i \]

(A.8)

and the result is

\[
I_{SD}(y^{-\frac{1}{2}}A^{-1}, y^{\frac{1}{2}}B^{-1}; q, t)
\]

\[ = \sum \prod_{\{i_\alpha\} \in \{i_\alpha\}}^{N} \prod_{a=1}^{2N} \Delta(yA_jB_{i_\alpha}^{-1}; q, y) \frac{\prod_{\alpha \neq \beta}^{2N} \Delta(B_{i_\beta}B_{i_\alpha}^{-1}; q, y)}{\prod_{\alpha \neq \beta} \Delta(B_{i_\beta}B_{i_\alpha}^{-1}; q, y)} \]

\[ = \sum \prod_{\{i_\alpha\} \in \{i_\alpha\}}^{N} \prod_{a=1}^{2N} \Delta(yA_jB_{i_\alpha}^{-1}; q, y) \prod_{s \in \{i_\alpha\}} \prod_{r \in \{i_\alpha\}} \Delta(B_{s}B_{r}^{-1}; q, y) \]

(A.9)

Since

\[ \prod_{s \in \{i_\alpha\}}^{2N} \Delta(B_{i_\alpha}A_j^{-1}; q, y) = \frac{\prod_{l=1}^{2N} \Delta(B_{i_\alpha}A_j^{-1}; q, y)}{\prod_{s \in \{i_\alpha\}} \Delta(B_{s}A_j^{-1}; q, y)} \]

\[ = \prod_{i,j=1}^{2N} \Delta(B_{i}A_j^{-1}; q, y) \prod_{s \in \{i_\alpha\}} \Delta(yA_jB_{s}^{-1}; q, y), \]

(A.10)

one can immediately verify the equality of the left-hand-side and right-hand-side of (A.5), and hence we have proven (A.5).
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Now, the integral (A.2) can be written as
\[ I(a, b, c; d; q, y) = \Delta(2-r_a-r_b)(a_i^{-1}b_j^{-1})\Delta(2-r_c-r_d)(c_i^{-1}d_j^{-1}) \]
\[ \times I_{SD}(\{y^{-\frac{r_a}{2}}a_i, y^{-\frac{r_b}{2}}c_i\}, \{y^{-\frac{r_c}{2}}b_i, y^{-\frac{r_d}{2}}d_i\}; q, y). \]

The requirement of pole position (A.4) is satisfied if
\[ |a_i| = |b_i| = |c_i| = |d_i| = 1, \quad i = 1, \ldots, N, \]
\[ |q| < 1, \quad |y| < 1, \quad 0 \leq |r| \leq 1. \]

Using (A.5) we see
\[ I_{SD}(\{y^{-\frac{r_a}{2}}a_i, y^{-\frac{r_b}{2}}c_i\}, \{y^{-\frac{r_c}{2}}b_i, y^{-\frac{r_d}{2}}d_i\}; q, y) \]
\[ = \prod_{i,j=1}^{N} \Delta(y^{\frac{r_a+r_b}{2}}b_ja_i^{-1}; q, y)\Delta(y^{\frac{r_c+r_d}{2}}d_jc_i^{-1}; q, y) \]
\[ \times I_{SD}(\{y^{\frac{r_a-1}{2}}a_i^{-1}, y^{\frac{r_b-1}{2}}c_i^{-1}\}, \{y^{\frac{1-r_c}{2}}b_i^{-1}, y^{\frac{1-r_d}{2}}d_i^{-1}\}; q, y) \]
\[ = \Delta_{r_a+r_b}(b_ja_i^{-1})\Delta_{r_c+r_d}(d_jc_i^{-1}) \]
\[ \times I_{SD}(\{y^{\frac{r_a-1}{2}}a_i^{-1}, y^{\frac{r_b-1}{2}}c_i^{-1}\}, \{y^{\frac{1-r_c}{2}}b_i^{-1}, y^{\frac{1-r_d}{2}}d_i^{-1}\}; q, y). \]

Using the identities
\[ \Delta_{2-r_a-r_b}(a_i^{-1}b_j^{-1})\Delta_{r_a+r_b}(b_ja_i^{-1}) = 1, \]
we arrive at (A.2).

A.2 Consistency of Residue Prescription with Gluing

Since the Yang-Baxter duality is a sequence of the 2d Seiberg-like duality (applied four times), the fundamental identity proven above should automatically imply the YBE. The only subtlety here is that (as already commented in section 3.2) the contour prescription obscures (2.7). While (2.7) is expected to hold on physical grounds, it would still be desirable to check explicitly that the resulting integral is independent of the order of integration of the two sides of the YBE. For simplicity of the presentation we specialize to the case \( N = 1 \), where the contour prescription simplifies.

Let us consider the quiver in Figure 8. This is a quiver with three fundamental quivers (Figure 2) glued together. Part of its index can be written is
\[ \int \cdots \int [dc]\int[de] \Delta_{r_{ca}}(\frac{e}{a}) \Delta_{r_{bc}}(\frac{c}{b}) \Delta_{r_{ce}}(\frac{d}{c}) \Delta_{r_{de}}(\frac{e}{d}) \Delta_{r_{eh}}(\frac{e}{h}) \Delta_{r_{je}}(\frac{e}{c}) \cdots, \]
\[ (A.15) \]

where \([dc]\) and \([de]\) are shorthand notation for combination of measure and vector multiplet contribution, and \( \Delta_{r_{ca}}(\frac{c}{a}) \) is the shorthand notation for
\[ \Delta_{r_{ca}}(\frac{c}{a}) := \prod_{\alpha,\beta=1}^{N} \left( y^{\frac{r_{ca}}{2}}\frac{c_{\alpha}}{a_{\beta}}; q, y \right). \]
\[ (A.16) \]
Figure 8. The quiver for the YBE, compare with Figure 7.

We keep only the part related to node $c$ and node $e$ in the index.

We would like to set

$$q < y^2 < 1.$$  \hspace{1cm} (A.17)

Hence $y^2 a_\alpha$ and $y^2 a_\alpha q^n$ with positive integer $n$ are always in the unit circle and $y^{-2} a_\alpha q^{-n}$ are always outside the unit circle. On the other hand, $y^{-2} a_\alpha^{-1}$ and $y^{-2} a_\alpha^{-1} q^{-n}$ are outside the unit circle and $y^{-2} a_\alpha^{-1} q^n$ are inside the unit circle. Remember we always put the flavor fugacity $a_\alpha$ on the unit circle.

Now let us look at the integral (A.15). For simplicity we look at $U(1)$ case. If we integrate over $c$ first, the only contribution are from the poles at

$$y^\frac{r_{bc}}{2} b, \quad y^\frac{r_{dc}}{2} d,$$

and the integral becomes

$$\int \cdots \int [de] \Xi_{r_{cf}} \left( \frac{e}{f} \right) \Xi_{r_{eh}} \left( \frac{e}{h} \right) \Xi_{r_{je}} \left( \frac{j}{e} \right)$$

$$\times \left[ \Xi_{r_{hc}+r_{ca}} \left( \frac{t_{r_{hc}+r_{ca}}}{2} \right) \Xi_{r_{hs}} \left( \frac{b}{h} \right) \Xi_{r_{jc}} \left( \frac{d}{j} \right) + \Xi_{r_{dc}+r_{ca}} \left( \frac{d}{a} \right) \Xi_{r_{de}} \left( \frac{d}{e} \right) \Xi_{r_{je}+r_{he}} \left( \frac{b}{d} \right) \right],$$

We then integrate over $e$ and pick up the residue at

$$y^\frac{r_{je}}{2} j, \quad y^\frac{r_{be}+r_{ca}}{2} b, \quad y^\frac{r_{de}+r_{ce}}{2} d,$$

we get

$$\int \cdots \left[ \Xi_{r_{hc}+r_{ca}} \left( \frac{b}{a} \right) \Xi_{r_{hc}+r_{ce}+r_{cf}} \left( \frac{b}{b} \right) \Xi_{r_{hc}+r_{ce}+r_{ef}} \left( \frac{b}{f} \right) \Xi_{r_{hc}+r_{ce}+r_{eh}} \left( \frac{b}{h} \right) \Xi_{r_{hc}+r_{ce}+r_{he}} \left( \frac{j}{b} \right)$$

$$+ \Xi_{r_{hc}+r_{ca}} \left( \frac{b}{a} \right) \Xi_{r_{hc}+r_{ce}+r_{cf}} \left( \frac{b}{b} \right) \Xi_{r_{hc}+r_{ce}+r_{ef}} \left( \frac{b}{f} \right) \Xi_{r_{hc}+r_{ce}+r_{eh}} \left( \frac{b}{h} \right) \Xi_{r_{hc}+r_{ce}+r_{he}} \left( \frac{j}{b} \right)$$

$$+ \Xi_{r_{hc}+r_{ca}} \left( \frac{d}{a} \right) \Xi_{r_{hc}+r_{dc}} \left( \frac{t_{r_{hc}+r_{dc}}}{d} \right) \Xi_{r_{hc}+r_{ce}+r_{cf}} \left( \frac{b}{b} \right) \Xi_{r_{hc}+r_{ce}+r_{ef}} \left( \frac{b}{f} \right) \Xi_{r_{hc}+r_{ce}+r_{eh}} \left( \frac{b}{h} \right) \Xi_{r_{hc}+r_{ce}+r_{he}} \left( \frac{j}{b} \right)$$

$$+ \Xi_{r_{hc}+r_{ca}} \left( \frac{d}{a} \right) \Xi_{r_{hc}+r_{dc}} \left( \frac{d}{d} \right) \Xi_{r_{hc}+r_{ce}+r_{cf}} \left( \frac{b}{b} \right) \Xi_{r_{hc}+r_{ce}+r_{ef}} \left( \frac{b}{f} \right) \Xi_{r_{hc}+r_{ce}+r_{eh}} \left( \frac{b}{h} \right) \Xi_{r_{hc}+r_{ce}+r_{he}} \left( \frac{j}{b} \right) \right].$$

(A.21)
Now let us integrate over $e$ first, we have poles at
\[ y \frac{r_{ce}}{2} c , \quad y \frac{r_{je}}{2} j , \] (A.22)
and the result is
\[
\int \cdots \int [dc] \Delta_{r_{ca}} \left( \frac{c}{a} \right) \Delta_{r_{ hc}} \left( \frac{b}{c} \right) \Delta_{r_{ dc}} \left( \frac{d}{c} \right) \\
\times \left[ \Delta_{r_{ce}+r_{ce}} \left( \frac{c}{f} \right) \Delta_{r_{ce}+r_{eh}} \left( \frac{c}{h} \right) \Delta_{r_{ je}-r_{ce}} \left( \frac{j}{c} \right) + \Delta_{r_{je}+r_{ef}} \left( \frac{j}{f} \right) \Delta_{r_{ je}+r_{eh}} \left( \frac{j}{h} \right) \Delta_{r_{ce}-r_{ je}} \left( \frac{c}{j} \right) \right] ,
\] (A.23)
then we integrate over $c$. It might seem that we have an extra pole at
\[ y \frac{r_{je}-r_{ce}}{2} j , \] (A.24)
however, the residue is zero because $\Delta_{r_{je}-r_{ce}} \left( \frac{j}{c} \right)$ and $\Delta_{r_{ce}-r_{ je}} \left( \frac{c}{j} \right)$ terms have exactly opposite contribution and cancel out, hence we consider only the poles at
\[ y \frac{r_{bc}}{2} b , \quad y \frac{r_{dc}}{2} d . \] (A.25)
The result is
\[
\int \cdots \left[ \Delta_{r_{hc}+r_{ca}} \left( \frac{b}{a} \right) \Delta_{r_{ dc}-r_{hc}} \left( \frac{d}{b} \right) \Delta_{r_{hc}+r_{ce}+r_{ef}} \left( \frac{b}{f} \right) \Delta_{r_{ bc}+r_{ce}+r_{eh}} \left( \frac{b}{h} \right) \Delta_{r_{je}-r_{ce}-r_{bc}} \left( \frac{j}{b} \right) \\
+ \Delta_{r_{dc}+r_{ca}} \left( \frac{d}{a} \right) \Delta_{r_{ bc}-r_{dc}} \left( \frac{b}{d} \right) \Delta_{r_{dc}+r_{ce}+r_{ef}} \left( \frac{d}{f} \right) \Delta_{r_{ bc}+r_{ce}+r_{eh}} \left( \frac{d}{h} \right) \Delta_{r_{je}-r_{ce}-r_{ dc}} \left( \frac{j}{d} \right) \\
+ \Delta_{r_{bc}+r_{ca}} \left( \frac{b}{a} \right) \Delta_{r_{ dc}-r_{bc}} \left( \frac{d}{b} \right) \Delta_{r_{je}+r_{ef}} \left( \frac{j}{f} \right) \Delta_{r_{ je}+r_{eh}} \left( \frac{j}{h} \right) \Delta_{r_{ce}-r_{ je}+r_{bc}} \left( \frac{b}{j} \right) \\
+ \Delta_{r_{dc}+r_{ca}} \left( \frac{d}{a} \right) \Delta_{r_{bc}-r_{dc}} \left( \frac{b}{d} \right) \Delta_{r_{je}+r_{ef}} \left( \frac{j}{f} \right) \Delta_{r_{ je}+r_{eh}} \left( \frac{j}{h} \right) \Delta_{r_{dc}+r_{ce}-r_{ je}} \left( \frac{d}{j} \right) \right] .
\] (A.26)
The result is exactly the same as the previous result. We have proved explicitly the order of integration does not affect the result under residue prescription in $U(1)$ case.

B Dimensional Reduction of $\Delta(a; q, t)$

Let us discuss the dimensional reduction of the 2d index to the 1d index. The discussion here is similar to the reduction of the $S^3 \times S^1$ partition function to $S^3$ [54–56].

When the radius of the thermal cycle shrinks to zero, we expect all the fugacities to approach to an identity. They can nevertheless approach to an identity with a different scaling limit, first let us rewrite the fugacities as
\[ q = e^{2\pi i \tau} , \quad y = e^{2\pi i \zeta} , \quad a = e^{2\pi i \nu} . \] (B.1)
Dimension reduction means we set \( \tau = i\beta \) then take the limit \( \beta \to 0 \), and also scale \( \zeta \) and \( \upsilon_a \) with \( \beta \),

\[
\zeta = \beta z , \quad \upsilon_a = \beta a ,
\]

hence

\[
\Delta(a; q, y) = \prod_{n=0}^{\infty} \frac{(1 - yaq^{n+1})(1 - y^{-1}a^{-1}q^n)}{(1 - aq^{n+1})(1 - a^{-1}q^n)} = \prod_{n=0}^{\infty} \frac{(1 - e^{-2\pi\beta(-i(a-z)+n+1)})(1 - e^{-2\pi\beta(i(a-z)+n)})}{(1 - e^{-2\pi\beta(-ia+n+1)})(1 - e^{-2\pi\beta(ia+n)})} .
\]

In the limit \( \beta \to 0 \),

\[
\lim_{\beta \to 0} \Delta(a; q, y) = \frac{\pi(a - z)}{\pi a} \prod_{n=1}^{\infty} \frac{(i(a - z) + n)(-i(a + z) + n)}{(-i(a + n))(i(a + n))} = \frac{\pi(a - z)}{\pi a} \prod_{n=1}^{\infty} \frac{1 + (\frac{a - z}{n\pi})^2}{1 + (\frac{a + z}{n\pi})^2} = \frac{\sinh \pi(a - z)}{\sinh \pi a} .
\]

Similarly one can show that under the limit \( \beta \to 0 \),

\[
\lim_{\beta \to 0} \eta(q)^3 = -\frac{1}{2i\beta \sinh \pi z} .
\]

This means that under the dimension reduction, the 2d index of a theory with \( U(N) \) gauge group and fundamental chiralss becomes,

\[
\left( -\frac{1}{2i\beta \sinh \pi z} \right) N \int da \prod_{i \neq j} \frac{\sinh \pi(a_i - a_j)}{\sinh \pi((a_i - a_j) - z)} \prod_i \frac{\sinh \pi(a_i + \left( \frac{r}{r} - 1 \right) z)}{\sinh \pi(a_i + \frac{r}{r} z)} .
\]

This result, up to a divergent factor proportional to \( 1/\beta \), matches with the 1d index obtained in [33, 34].
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