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1 Introduction

The ubiquity of pumps and turbines and the rapidly expanding need to analyze the transient behavior and stability of the hydraulic systems of which they are a part has created renewed demands for knowledge of the dynamic performance of hydraulic machines (see, for example [3], [6], [8]). Typically such need has arisen either because of unexpected system instabilities (e.g. [29], [25]) or because of demands for more accurate analytical tools for the prediction of known instabilities (e.g. [24], [31], [28]) or transients ([18], [17], [11]). This paper is confined to dynamic phenomena of relatively low frequency which are hydrodynamic rather than purely acoustical; such frequencies are typically of the order of tens of Hertz or less. In many hydraulic systems the instabilities causing greatest danger to the integrity of the system lie within this description.

Within this frequency range, a major stumbling block to further understanding of the dynamics of hydraulic systems is the lack of knowledge of the relations between the unsteady pressures and mass flow rates at inlet to a hydraulic machine and the same quantities at discharge. The present experiments were intended to determine these relations for several axial inducers. The investigations concentrate on the relations for small amplitude, linear perturbations of the mean flow. Clearly one must understand this simpler case before proceeding to large amplitude oscillations which are likely to involve significant nonlinearities for most hydraulic machines. Furthermore, fluctuations in the shaft speed of the machine are neglected; the present experiments were typical of many turbomachines in the sense that the large inertia of the prime mover, gear box, and impeller inhibits any significant shaft speed fluctuation.

Consider a single fluctuation frequency, \( \Omega \). The small linear perturbations in total pressure at inlet and discharge will be denoted by the real parts of \( \tilde{h}_o e^{i\omega t} \) and \( \tilde{h}_d e^{i\omega t} \), respectively; the mass flow rates will be denoted by the real parts of \( \tilde{m}_o e^{i\omega t} \) and \( \tilde{m}_d e^{i\omega t} \). The quantities \( \tilde{h}_o \), \( \tilde{m}_o \) are complex in order to denote the relative phases of the various fluctuations. It is convenient to nondimensionalize these quantities by defining

\[
\tilde{h}_o = \tilde{h}_o^* / \frac{1}{2} \rho U^2 ; \quad \tilde{m}_o = \tilde{m}_o^* / \rho U \Omega  
\]

Thus the desired relations between the fluctuating total pressure and mass flow rates at inlet and discharge can be described by a transfer matrix \([ZP]\) defined as

\[
\begin{pmatrix}
\tilde{h}_o - \tilde{h}_o \\
\tilde{m}_o - \tilde{m}_o
\end{pmatrix} = \begin{bmatrix} ZP & ZP \end{bmatrix} \begin{pmatrix} \tilde{h}_o \\
\tilde{m}_o
\end{pmatrix} 
\]

The transfer matrix, \([ZP]\), will be a function not only of frequency, \( \Omega \), but also of the mean operating state of the machine. The former is represented by a nondimensional frequency, \( \omega = \Omega U / \Omega \). The latter is conveniently defined by either the flow coefficient, \( \varphi \), or the head coefficient, \( \psi \). In the event of cavitation an additional parameter namely the cavitation number, \( \sigma \), is needed to describe the mean operating state.

A brief phenomenological and historical discussion of the transfer matrix \([ZP]\) may be valuable at this point. In the
absence of cavitation and neglecting the compressibility of the liquid and containing structure it follows from continuity of mass that both \( Z_{P1} \) and \( Z_{P2} \) should be zero. Furthermore the total pressure rise across the pump should be independent of the absolute level of the total pressure. Consequently \( Z_{P1} \) should be zero and only the impedance term, \( Z_{P2} \), remains unknown. Notice that under these circumstances the determinant, \( D \), of \([ZP] + [I]\) where \([I]\) is the unit matrix becomes unity. This implies that the dynamic response of the hydraulic machine is essentially “passive” under the conditions described above. On the other hand, in the presence of cavitation all four elements of the transfer matrix become unknown and the determinant, \( D \), may no longer be unity, implying “active” dynamic behavior for the device.

Until quite recently those faced with the need to construct dynamic transfer matrices have had little experimental or theoretical knowledge to guide them. For very low frequencies (or gradual transients) it was possible to argue that the hydraulic machine would simply traverse its steady-state performance curves (see for example [16], [30], [27]). This requires that \( Z_{P1} \) and \( Z_{P2} \) be effectively zero and results in purely real values for both \( Z_{P1} \) and \( Z_{P2} \); the former is clearly related to the slope of the head rise versus inlet pressure characteristic at the mean operating point; the latter is related to the slope of the head rise versus flow rate characteristic at the mean operating point and is conveniently described by a resistance \( R \) such that \( Z_{P2} = \frac{1}{R} \).

Such simple transfer functions are limited to very low frequency (though their actual range of validity could not be determined without dynamic experiments). Consequently attempts have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by incorporating first-order, quasistatic terms which have been made to generate transfer functions for higher frequencies by inco...
is given by Ng ([22]) and only the essential components are outlined here.

The mean flow generated by the pump proceeds clockwise around the circuit of Fig. 1. The mean flow rate was automatically controlled by means of a feedback system from a turbine flow meter to the hydraulically operated throttle valve (the typical response time of this system was of the order of 5 seconds so that it did not interfere with imposed fluctuations).

The basic intent of the experiments was to impose small linear fluctuations on this mean flow over a range of frequencies (up to 42 Hz) and to measure the pressure and mass flow rate fluctuations at inlet to and discharge from the pump. Preliminary feasibility studies indicated that the total inertia of the facility had to be minimized in order to achieve moderate levels of fluctuation, the same frequency and mean operating state. Typically we obtained three or four “sets” of data; then a least squares fitting procedure (see Appendix B) was used to solve for the transfer function, \([ZP]\).

The fluctuators basically acted like variable, oscillatory resistances at their respective positions in the circuit. Within them the flow bifurcates; one stream provides the mean component of the total flow, the other is directed through concentric slotted cylinders one of which rotates in order to generate the oscillatory component of the flow. The rotors within the two fluctuators are linked by a common shaft and are rotated at a constant speed by a phase-lock drive motor. This motor is, in turn, driven by a signal of prescribed frequency generated in a Bafoe return signal analyzer. Feedback from the drive motor ensured that the excitation of the hydraulic system was phase-locked to this reference signal. This worked well up to 45 Hz above which phase could not be maintained.

The large air bag shown in Fig. 1 essentially decouples the activities of the two fluctuators. It was also used to control the overall pressure level within the hydraulic system.

## 3 Fluctuating Signal Level and Measurement

The most difficult aspect of the experiment is the measurement of fluctuating mass flow rate. Within the range of excitation frequencies the measurements of fluctuating pressure were relatively simple and were made using Statham transducers at the points indicated in Figs. 1 and A1. On the other hand, the fluctuating mass flow rates were derived from measurements of the fluctuating velocities made with two laser doppler velocimeters (LDVs). Special sections fitted with lucite windows, one upstream and the other downstream of the pump (Fig. 1) permitted measurement of the instantaneous velocities in the centers of those sections. Three major design and measurement considerations were involved in the use of these LDVs:

(i) The amplitude of the imposed mass flow fluctuations had to be sufficiently large so that they could be measured with accuracy but small enough to lie within a regime of linear perturbation. Several tests were carried out to investigate the linearity of the system at various levels of excitation (222). The simplest of these involved tests with only one fluctuator activated; as the fluctuation amplitude was increased the response of the system was observed to be linear up to and beyond amplitudes of mass flow rate fluctuation of the order of about 2 percent of the mean mass flow rate. Other tests, including the “third-harmonic test” discussed in Section 6, resulted in this level of fluctuation...
of the six measurements were cross-correlated with the reference basic reference signal exciting the system were simultaneously recorded in real time during the experiments. Subsequently each between the measuring stations was minimized by the thick-walled steel construction of these components. and the structural compliance of the hydraulic components be-
bulence level measured by the LDVs was reduced to about 0.5 level was typically of the order of 4:1. Furthermore, total head pitot-tube traverse measurements indicated a flat mean velocity profile with a boundary layer thickness of about 5 percen-
time of the internal diameter of the measuring section. The oscillatory velocity profile measured by the LDVs was flat with negligible phase change up to the maximum radius which could be examined with the present viewing windows (that is to about half the distance to the walls). Acosta [1] has shown that under these conditions the oscillatory boundary layer yields a negligible effect on the oscillatory mass flow calculation.

(iii) Potential errors in the fluctuation measurements due to vibration of the components of the system were minimized by the heavy, rugged construction of the pump housing, volute and adjacent hydraulic components and by mounting the entire system on a very rigid support structure [22]. Originally the lasers and photomultipliers of the LDVs were mounted on a sturdy framework which was also rigidly attached to this mounting structure for the purpose of accurate measurement of the fluctuating velocities relative to the impeller. However, a number of preliminary tests established that more repeatable velocity measurements could be made by isolating the LDV framework from the main support structure so that the LDVs measured fluctuating velocity in laboratory coordinates. Then the required fluctuating velocities relative to the impeller were obtained by applying corrections derived from the outputs of two Statham accelerometers attached to the lucite window sections (see Appendix A). Normally these corrections were very small and did not exceed 5 percent of the fluctuating velocity in the worst case.

Other precautions and preliminary tests are described in Ng [22]. For example all the high points in the circuit were fitted with bleed valves for the collection and removal of air bubbles and the structural compliance of the hydraulic components between the measuring stations was minimized by the thick-walled steel construction of these components.

The six basic fluctuating signal measurements (two LDV, two pressure transducers and two accelerometer outputs) plus the basic reference signal exciting the system were simultaneously recorded in real time during the experiments. Subsequently each of the six measurements were cross-correlated with the reference signal using a Bafco return signal analyzer in order to obtain the in-phase and quadrature components of each signal at the basic excitation frequency. No particular significance was attached to the phase relative to the reference signal; the purpose was to establish the phase between each of the six measurements.

As far as possible all of the electronic processing equipment used for each of the six measurements was calibrated dynamically ([22]) and these calibrations were then applied to the in-phase and quadrature components of the measurements. The intermediate results were six complex quantities \( \tilde{X}_M, \tilde{Y}_M, \tilde{P}_M, \tilde{P}_N, \tilde{\alpha}_M, \) and \( \tilde{\alpha}_N \) representing the basic fluctuation measurements. Corrections for the accelerations and for the auxiliary system dynamics were then applied as discussed in Appendix A. Transfer functions for the pump for each fluctuation frequency and mean operating state were then calculated as described in Appendix B.

**Impellers and Their Steady State Performance**

Experiments were performed with a number of 7.58 cm diameter axial flow impellers enclosed in a lucite housing to allow still and movie photography of the cavitation. Dynamic transfer functions were obtained for a simple 9° helical impeller and for an accurate scale model for the low pressure oxidizer turbopump in the Space Shuttle Main Engine (Impeller IV, Fig. 2). The former was made of stainless steel, the latter of aluminum which, incidentally, implied true scaling of the nondimensional static blade deflection under the applied hydrodynamic loads. With both impellers there were significant changes in the transfer function as the mean operating state, and in particular the cavitation number, was varied. Since these changes were similar in both impellers we shall for brevity confine our presentation to the results for the S.S.M.E. Impeller IV. It should however be noted that similar results for the helical inducer suggest that the transfer functions are at least qualitatively independent of the geometry of the inducer.

The impellers were driven at up to 12,000 rpm by a 15 kw motor. Considerable effort was expended to minimize the fluctuations in both the rotational speed and the axial motion of the impellers relative to the housing structure. These fluctuations were also monitored in order to ensure that such extraneous motions did not impact the dynamic results. At low frequencies of excitation (\( \Omega = 5 \) Hz) the rotational speed fluctuation measured using a proximity transducer and a 60 tooth steel wheel on
the drive shaft was typically of the order of 0.1 percent; above \( \Omega = 10 \) Hz the level was too small to be measured, being less than 0.05 percent. Theoretical considerations [6] suggest that provided this level is much less than the percentage fluctuation in the cavitation number then it should have little effect on the dynamics; this was indeed the case in the present experiments.

Furthermore, measurements of the axial shaft motion with a proximity transducer indicated amplitudes less than 0.013 mm. under typical fluctuating conditions. Translated into an oscillatory velocity of the fluid relative to the impeller this implies a maximum 5 percent error in the measurement of the angle of an imposed 2 percent relative mass flow fluctuation at 40 Hz (based on a typical mean axial velocity of 25 cm/s). Though such an error is not entirely negligible, no attempt has been made to correct the results for this motion.

It was necessary to establish the steady state performance of the impellers under non-fluctuating conditions. The non-fluctuating performance of Impeller IV, plotted as the head coefficient, \( \psi \) versus the flow coefficient, \( \varphi \), is presented in Fig. 3. Data with and without a stator similar to a candidate stator for the low pressure oxidizer turbopump on the S.S.E.E. is shown though only the performance with the stator is relevant to the present paper. Also shown are the full scale results with liquid oxygen (Rocketdyne Division, Rockwell International, personal communication); the agreement is excellent despite minor differences in the geometry of the pump discharge and volute. Comparison with a simple theoretical calculation which neglects friction and mixing in the volute [7] is also satisfactory.

The measured cavitation performance for Impeller IV is presented in Fig. 4 along with some preliminary full-scale data (Rocketdyne, COCA IA tests, 740-015) for which \( \varphi = 0.069 \). The points marked by letters in this figure are the mean operating points at which dynamic transfer functions were obtained.

During the course of the steady-state cavitation performance tests on the two inducers it was observed that strong, indeed violent, system oscillations could occur without any external excitation at certain flow coefficients, cavitation numbers and

![Fig. 3 Noncavitating performance of Impeller IV with and without the stator for various relative speeds. Also shown are full-scale test data for this impeller (Rocketdyne Division, North American Rockwell, personal communication) and the theoretical, loss-less performance curve (Brennen [1977]).](image)

![Fig. 4 Measured steady state cavitation performance for Impeller IV at 9000 rpm and various flow coefficients, \( \varphi \), as indicated (---). Also shown are the results of some full scale tests for \( \varphi = 0.069 \) performed by Rocketdyne (COCA IA 740-016). The points at which dynamic transfer functions were obtained are shown by the letters; tests A - F were performed at 9000 rpm and \( \varphi = 0.070 \); test G = I at 12,000 rpm and \( \varphi = 0.070 \); tests J - M at 9000 rpm and \( \varphi = 0.076 \).](image)

![Fig. 5 High-speed still photograph of extensive cavitation on Impeller V during operation without external fluctuation at 9000 rpm, \( \varphi = 0.072 \), \( \varphi = 0.076 \). The direction of flow is from right to left. At this operating point severe auto-oscillation at about 21 Hz was encountered. The inserted oscilloscope photograph shows the qualitative nature of the resulting oscillatory flow rates, pressures and accelerations; the flow rates are the upper two traces, the pressures the middle two and the accelerations the last two with the upstream trace above the downstream trace.](image)
occur. It seems likely that as the auto-oscillation regions are approached the dynamic transfer function for the pump undergoes changes which result in instability of the whole hydraulic system. An ongoing investigation is directed toward identifying those changes.

5 Experimental Transfer Matrices

Typical pump transfer matrices $[ZP]$ for Impeller IV are shown in Figs. 6, 7, and 8 as functions of frequency; the real and imaginary parts of each of the four elements are shown as the solid and dashed lines respectively. The error bars represent the scatter manifest in the $ZP$ elements due to the scatter in the original measurements of fluctuating pressure and mass flow rate (see Appendix B). It is much more difficult to estimate an overall uncertainty for these dynamic measurements and it is not unlikely that the presented error bars underestimate the possible error in the results.

The three transfer functions are for (i) a high “cavitation number” of 0.508 (Fig. 6) for which there was only a trace of tip vortex cavitation (ii) an intermediate $\sigma$ of 0.114 (Fig. 6) at which substantial tip vortex, backflow and bubble cavitation could be observed (Fig. 9, upper photograph) and (iii) a low $\sigma$ of 0.046 (Fig. 8) for which there was extensive cavitation (Fig. 9, lower photograph). These three mean operating states are indicated as A, B, C in Fig. 4 along with the other points (D, E, etc.) at which transfer matrices were obtained for Impeller IV. Most of these measurements were made at the design flow coefficient $\phi = 0.070$ and a rotative speed of 9000 rpm; however, some data was also obtained at $\phi = 0.076, 9000$ rpm (points G $\rightarrow$ I) and $\phi = 0.070, 12,000$ rpm (points J $\rightarrow$ M).

The significance of the system corrections which were applied (see Appendix A) in order to obtain these $[ZP]$ transfer matrices is exemplified by comparison of Figs. 7 and 10, the latter being the $[Z]$ transfer functions which would result in the absence of system corrections. The appropriate value of the downstream smoothing chamber compliance to be used in the system correction was obtained by determining the value of $C_3$ which, for the noncavitating data, would make the final values of both $ZP_1$ and $ZP_2$ most nearly zero.

Before discussing the results it is worth repeating (see Section 3) that the very low cavitation number data (below about $\sigma = 0.04$) may contain significant nonlinearity due to the unavoidably large values in the magnitude of the fractional cavita-
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tion number; this quantity reached values of the order of 0.7 at \( \sigma \geq 0.024 \). Furthermore one or two of the transfer matrices for Impeller IV were obtained for mean operating states in which the system was close to auto-oscillation (see Section 4); this was particularly the case for the point, E, (Fig. 4) at which some difficulty was encountered in obtaining data due to an incipient auto-oscillation which appeared to have a frequency in the neighborhood of 28-35 Hz.

To help in the interpretation of the transfer matrices it is convenient to recall the qualitative form of the matrices which result from some simple dynamic systems which have been used in the past as approximations to pump dynamics (eg. [27], [31]). For example the system comprising a cavitation compliance, \( K \), followed by a resistance, \( R \), and an inertance, \( I \), yields

\[
Z_{P1} = \omega I K - \omega J K \quad ; \quad Z_{P2} = -R - \omega J L
\]

\[
Z_{P3} = -\omega J K \quad ; \quad Z_{P4} = 0
\]

If one further adds the effect of the change in volume of the cavitation due to the fluctuating angle of attack which results from the fluctuating inlet mass flow [6] this changes \( Z_{P4} \) to \(-\omega J M\) and multiplies \( Z_{P4} \) by the factor \((1 - \omega J M)\) where \( M \) is termed the mass flow gain factor. The resulting determinant, \( D \), is \((1 - \omega J M)\). The degree of validity of such a simple model is the kind of question the present program was intended to answer.

In the virtual absence of cavitation (Fig. 6) it appears that the pump dynamics are comprised of a simple impedance \((-Z_{P1})\) with no consistent non-zero values of the other three elements (the origin of the appreciable negative value of the real part of \( Z_{P1} \)) in Fig. 6 is unknown; it did not appear consistently in other transfer functions; this is in accord with the conclusions one could reach based on simple ideas of continuity and insensitivity to the absolute pressure level. The impedance itself \((-Z_{P1})\) is however only very roughly like \((R + \omega J L)\). The quasi-steady resistance for Impeller IV based on the slope of Fig. 3 is about 16. The real part of \(-Z_{P1}\) we shall call this the “resistance” for convenience does seem to approach a value of this order as \( \omega \) tends to zero. However there was a consistent trend for the resistance to increase markedly at quite low frequencies and then level off to about 21 above about 14 Hz. Turning to the imaginary part of \(-Z_{P1}\) (the inertive term) one can estimate analytically that the quasi-steady value of \( L \) is of the order of 60 for Impeller IV. While the slope of the imaginary part of \(-Z_{P1}\) is not inconsistent with this value at the lowest frequencies there is a marked reduction in the magnitude of \( \text{Imag}(-Z_{P1}) \) at the higher frequencies. Both the increase in the resistance and the decrease in the inertance are trends which were also observed by Anderson, Blade and Stevens [3] in a centrifugal pump. Those authors suggested an explanation for these trends based on a more detailed impedance model with parallel resistance/inertance paths. A similar kind of model might have relevance in the present situation where the streamtubes near the hub would experience different dynamical effects from those near the tip. However it is also possible to envisage frequency dependent resistance arising from the complicated fluctuating boundary layers, separated flows and trailing vortex sheets associated with the inducer.

6 Transfer Matrices with Cavitation

Cavitation causes changes in all of the elements of the transfer function; these changes become appreciable at cavitation numbers much higher than that at which any degradation of steady state performance occurs. Referring to Figs. 7 and 8 as well as the other transfer matrices and looking first at \( Z_{P1} \) and \( Z_{P2} \), it is apparent that the negative values of the imaginary parts of these quantities generally increase in magnitude as the frequency increases and thus suggest “compliance” and “mass flow gain factor” effects of the cavitation.
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In the virtual absence of cavitation (Fig. 6) it appears that the pump dynamics are comprised of a simple impedance \((-ZP_{11})\) with no consistent non-zero values of the other three elements (the origin of the appreciable negative value of the real part of \(ZP_{11}\) in Fig. 6 is unknown; it did not appear consistently in other transfer functions); this is in accord with the conclusions one could reach based on simple ideas of continuity and insensitivity to the absolute pressure level. The impedance itself \((-ZP_{11})\) is however only very roughly like \((R + j\omega L)\). The quasi-steady resistance for Impeller IV based on the slope of Fig. 3 is about 16. The real part of \(-ZP_{11}\) (we shall call this the “resistance” for convenience) does seem to approach a value of this order as \( \omega \) tends to zero. However there was a consistent trend for the resistance to increase markedly at quite low frequencies and then level off to about 21 above about 14 Hz. Turning to the imaginary part of \(-ZP_{11}\) (the inertive term) one can estimate analytically that the quasi-steady value of \( L \) is of the order of 60 for Impeller IV. While the slope of the imaginary part of \(-ZP_{11}\) is not inconsistent with this value at the lowest frequencies there is a marked reduction in the magnitude of \( \text{Im}(-ZP_{11}) \) at the higher frequencies. Both the increase in the resistance and the decrease in the inertance are trends which were also observed by Anderson, Blade and Stevens [3] in a centrifugal pump. Those authors suggested an explanation for these trends based on a more detailed impedance model with parallel resistance/inertance paths. A similar kind of model might have relevance in the present situation where the streamtubes near the hub would experience different dynamical effects from those near the tip. However it is also possible to envisage frequency dependent resistance arising from the complicated fluctuating boundary layers, separated flows and trailing vortex sheets associated with the inducer.

### 6 Transfer Matrices with Cavitation

Cavitation causes changes in all of the elements of the transfer function; these changes become appreciable at cavitation numbers much higher than that at which any degradation of steady state performance occurs. Referring to Figs. 7 and 8 as well as the other transfer matrices and looking first at \( ZP_{11} \) and \( ZP_{12} \), it is apparent that the negative values of the imaginary parts of these quantities generally increase in magnitude as the frequency increases and thus suggest “compliance” and “mass flow gain factor” effects of the cavitation.
In order to examine the low frequency content of these quantities the imaginary parts of $ZP_{11}$ and $ZP_{21}$ were fitted by a least squares procedure to a functional form, $-jwA + j\omega B$, where $A$ and $B$ are the fitted quantities. The resulting “compliance,” $K \ (A \ for \ ZP_{11})$ and “mass flow gain factors,” $M(A \ for \ ZP_{21})$ are plotted in Fig. 11 against cavitation number, $\sigma$. Though there is significant scatter it is clear that both $K$ and $M$ increase with the extent of cavitation; the dependence on $\sigma$ is of the order of $\sigma^{-1.2}$ to $\sigma^{-3}$. Brennen and Acosta [6] evaluated the theoretical $K$ and $M$ which would result from attached blade cavities alone at low frequencies. The experimental values of Fig. 11 are substantially larger than those theoretical predictions for blade cavities. However the photographs (for example, Fig. 9) show larger volumes of bubbly cavitation. Some previous theoretical estimates [4] indicated that such cavitation typically yields values of $K$ which are proportional to $\sigma^{-1.2}$.

It should however be emphasized that the effects of cavitation on $ZP_{11}$, $ZP_{21}$ manifest in the transfer matrices are clearly more complex than those of a simple compliance and mass flow gain factor. The imaginary parts are not linear with frequency, and is suggested by the present data) the resistance became significant at its non-cavitating value at low frequencies (a small increase was always fairly small, the real part of $ZP_{21}$ consistently had negative values increasing in what seemed to be a quadratic manner with increasing frequency; the “coefficient” appeared to increase with decreasing $\sigma$.

Reduction in $\sigma$ also caused progressive changes in the impedance element, $ZP_{22}$. Though the resistance remained close to its non-cavitating value at low frequencies (a small increase is suggested by the present data) the resistance became significantly smaller at the higher frequencies and indeed could change sign at the highest frequencies and smallest $\sigma$. Finally the real part of $ZP_{11}$ exhibited increasingly positive values at low frequency and decreasing negative values at high frequency and the imaginary part exhibited increasingly large positive values with frequency and $\sigma$. This behavior of $ZP_{21}$ would be crudely consistent with the simple model above if a pressure gain component or pressure amplifier were inserted in the model, though the change in the real part to negative values at higher frequencies would not be forthcoming from such a model.

An interesting sidelight on the dynamic results was provided by the observation that the slotted cylinder design of the fluctu-ator was such that the resulting hydraulic oscillations contained an observable third harmonic. The return signal analyzer had the capability of measuring these third harmonic components and the question naturally arose as to whether the pump transfer function for the third harmonic was similar to that for the fundamental. Though the accuracy of these third harmonic measurements is considerably poorer than those of the fundamental due to the much lower signal levels a typical result is displayed in Fig. 10; the agreement is probably as good as could be expected.

Values of the determinant, $D$, of $[ZP] + [I]$ where $[I]$ is the unit matrix were also computed for all the transfer matrices. For a purely passive dynamical system the value of this should be unity due to the theorem of reciprocity. Thus the actual value represents some measure of the active dynamical component in the pump transfer function. (It should be noted that this determinant is independent of the system corrections of Appendix A.) The values for the transfer matrices of Figs. 6, 7, and 8 are presented in Fig. 12. These, and values from the other transfer matrices, strongly suggest that $D$ is predominantly real and nearly independent of $\omega$ for the noncavitating operating states. Furthermore its value ranged between about 0.75 and 1.0. Thus without cavitation, it is fairly close to a passive system. On the other hand as the cavitation number was decreased both the real and imaginary parts changed in a manner typified by the results for the point C. Clearly the system is no longer passive and such a trend may result in phenomena such as auto-oscillation in which the pump deposits a portion of its mean inflow of energy into flow fluctuations.

### 7 Concluding Remarks

In this paper we have described experiments designed to measure the dynamic transfer functions for cavitating (and non-cavitating) hydraulic machines as functions of frequency and mean operating state. We have also presented and discussed the measured transfer functions for one particular axial inducer. Though some of the characteristics of these transfer functions do conform roughly to existing simple theories, it is also true,
particularly in the cavitating cases, that major effects seen in the results remain to be explained theoretically. We intend to present some further theoretical models in the near future.

There are also further detailed questions about the dynamics which need further experimental investigation; the scaling of the dynamics to geometrically similar machines of different size requires further research; the thermal effects on cavitation in nominally steady flows is well-known and clearly there may be analogous effects on the dynamics; the phenomena or rotating cavitation and auto-oscillation require further study. It is hoped that experiments in the future will begin to resolve some of these questions.
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APPENDIX A

Acceleration and System Corrections

Following the application of the dynamic calibrations of the electronic processing equipment, complex dimensional values were obtained for the fluctuating pressures, $P_{M1}$ and $P_{M2}$, velocities, $v_{M1}$ and $v_{M2}$, and accelerations $a_{M1}$ and $a_{M2}$ (the subscripts 1 and 2 are used for inlet and discharge quantities, respectively). The positions of each of these measurements are indicated in Fig. A1.

The purpose of this appendix is to indicate how this data was utilized to obtain the equivalent fluctuating total pressures and mass flow rates relative to an impeller and system which is not moving structurally with accelerations $a_{M}$ and $a_{S}$.

The fluid velocities relative to the impeller are $v_{M1} + j a_{M}/\Omega$, $v_{M2} + j a_{M2}/\Omega$ and these are converted to the non-dimensional relative mass flows $\dot{m}_{N1}$, $\dot{m}_{N2}$ (see Section 1) by multiplying by $A_{BB}/A_{CC}$ where $A_{BB}$ is the flow area at the measurement station cross-section. The quantities $\dot{m}_{N1}$, $\dot{m}_{N2}$ then pertain to the mass flow rates at the LDV viewing windows (BB and DD of Fig. A1).

The pressure signals include an acceleration head due to the vibration which is most conveniently removed by relating them to the same reference origin in the oscillating system. The chosen origin is the leading edge of the impeller blades so that the nondimensional pressures $\bar{p}_{N1}$ and $\bar{p}_{N2}$ where

$$\bar{p}_{N1} = (\bar{P}_{M1} - \rho \bar{a}_{M1}) \left/ \frac{1}{2} \rho U^{2} \right. \quad (A1)$$

$$\bar{p}_{N2} = (\bar{P}_{M2} + \rho \bar{a}_{M2}) \left/ \frac{1}{2} \rho U^{2} \right. \quad (A2)$$

are those which would effectively occur at the pressure measurement stations in the absence of the structural translational vibration; the lengths $l_{1}$, $l_{5}$, and $l_{2}$ are indicated in Fig. A1. It should be stressed that though these acceleration corrections are essential for proper reduction of the data, the structural rigidity of the entire system was such that the corrections are rather small; for example the effect on the fluctuating mass flow rates was normally less than 5 percent.

Transfer matrices, denoted by $[Z]$, could then be obtained by utilizing $\bar{p}_{N1}$, $\bar{m}_{N1}$, $\bar{p}_{N2}$, and $\bar{m}_{N2}$. But such transfer functions would apply to all of the flow between the sections AA and CC of Fig. A1 and would therefore include the dynamics of portions of the inlet and discharge lines as well as the pump itself. In order to more clearly isolate the transfer function of the pump, we shall rather arbitrarily define the pump as extending from the inlet plane at the leading edge of the blades, II, and the plane, OO, at discharge from the volute. The volute is included because we cannot with any confidence predict the dynamics of the flow therein. Fluctuating quantities calculated for the inlet plane, II, (Fig. A1) and the discharge plane, OO, will be denoted by the single subscripts 1 and 2, respectively.

As described in the introduction the intent is to define the transfer function for the pump in terms of total pressure quantities $\bar{h}_{1}$ and $\bar{h}_{2}$ and the mass flow rates $\bar{m}_{1}$ and $\bar{m}_{2}$ which must now be obtained from $\bar{p}_{N1}$, $\bar{p}_{N2}$, $\dot{m}_{N1}$, $\dot{m}_{N2}$. Dealing first with the inlet quantities theoretical estimates indicated that (i) the structural and liquid compliance between BB and II was negligible and (ii) the impedance between AA and II would to all intents and purposes consist only of an inerter, $\mathcal{L}_{1}$, of dimensionless magnitude 70m⁻¹ (the dimensionless inerter is then, $L_{1} = 2\mathcal{L}_{1}A_{II}/H$). It follows that

$$\bar{m}_{1} = m_{N1} \quad (A3)$$

$$\bar{h}_{1} = \bar{p}_{N1} - j\omega L_{1}m_{1} + 2\varphi \left( \frac{A_{II}}{A_{AA}} \right)^{2} m_{1} \quad (A4)$$

where $A_{AA}$ is the cross-sectional area of the flow at AA; the last term was always negligible.

The downstream dynamics are more complicated because of the smoothing section. A theoretical evaluation of the inerter between OO and CC indicated a value $\mathcal{L}_{2} = 20.6$ m⁻¹ ($L_{2} = 2\mathcal{L}_{2}A_{II}/H$). Due to the flow smoothing elements the impedance also includes a resistance whose static value was measured as 108.8 m⁻¹ s⁻¹ (the nondimensional quantity is obtained by multiplication by $2A_{II}/U_{T}$). Finally the size of the downstream smoothing section and the large amount of fluid it contains means that the section from OO to DD has a significant structural and liquid compliance, whose nondimensional value will be denoted by $C_{2}$. Thus

$$\bar{m}_{2} = \bar{m}_{N2} + j\omega C_{2} \left( \frac{\bar{P}_{M2}}{\rho U^{2}} \right) \quad (A5)$$

$$\bar{h}_{2} = \bar{p}_{N2} + 2\varphi \left( \frac{A_{II}}{A_{AA}} \right)^{2} \bar{m}_{2} + (j\omega L_{2} + R_{2}) \bar{m}_{2} \quad (A6)$$

Transactions of the ASME
where $A_{cc}$ is the cross-sectional area at CC.

All of these system corrections have small effects in the transfer function results with the exception of the terms involving $C_s$. Theoretical estimates indicate that the structural and liquid compressibility contributions to $C_s$ would have dimensional values of $2.04 \times 10^{-8}$ and $2.35 \times 10^{-8}$ m s$^{-2}$ respectively; the sum would be multiplied by $U_{\infty}^2/2H_{AI}$ to obtain the dimensionless $C_s$. But since the structural and liquid compliance in the rest of the system between $AA$ and CC is many times smaller than $4.39 \times 10^{-8}$ m s$^{-2}$, the latter could be checked during measurements of the transfer functions under noncavitating conditions. The value of $C_s$ derived from such tests was about 50 percent greater than the theoretical estimate; this experimental value was thereafter employed for the system corrections to the cavitating results. Finally the pump transfer matrices, denoted by $[ZP]$, were computed from $\bar{h}_i, \bar{h}_o, \bar{m}_i, \bar{m}_o$ in the manner described in Appendix B.

**APPENDIX B**

**Transfer Function Computation**

As discussed in Section 2 three or four linearly independent "sets" of data were obtained for each frequency and mean operating state; we shall denote the number of sets by $K$. Furthermore, each measurement of $\bar{h}_i, \bar{h}_o, \bar{m}_i, \bar{m}_o$ was repeated at least four times. The differences between these repeated measurements represents some measure of the scatter or uncertainty in the data. We denote this number of individual measurements for each quantity for each set by $L$.

Thus the total data package for each mean operating condition and frequency was comprised of $L \times K$ arrays of values denoted by a superscript:

$$\{\bar{h}_i^l, \bar{h}_o^l, \bar{m}_i^l, \bar{m}_o^l\} \quad \text{for} \quad n = l + L(k - 1)$$

$$l = 1, \ldots, L$$

$$k = 1, \ldots, K.$$

The following method was used to obtain the matrix $[ZP]$ which best fitted the data

$$[ZP_{11} + 1 \quad ZP_{12}]$$

$$[ZP_{21} + 1 \quad ZP_{22}]$$

where an overbar denotes the complex conjugate and

$$S_a = \sum_{i=1}^{L} h_i^l \bar{p}_i$$

$$S_b = \sum_{i=1}^{L} h_o^l \bar{r}_i$$

$$S_c = \sum_{i=1}^{L} m_i^l \bar{h}_i^l$$

$$S_d = \sum_{i=1}^{L} m_o^l \bar{h}_o^l$$

$$S_e = \sum_{i=1}^{L} m_i^l \bar{m}_i^l$$

$$S_f = \sum_{i=1}^{L} m_o^l \bar{m}_o^l$$

(B3)

$$S_g = (S_a S_c - S_b S_d) - S_e.$$

This minimizes the sum of the squares of the spectral radii of the residues in the two equations comprising the transfer function equation.

For the overall best fit, $i$ is identical to $n$ in (B1) and $K = L$. However, the same procedure was also used to examine how the uncertainties in the original data manifest themselves as uncertainties in the matrix $[ZP]$. The error bars in the Figs. 11, 12, 13, 14 were obtained by calculating a series of transfer functions $[ZP]$, $l = 1, \ldots, L$ with $i = 1, \ldots, K$ and $I = K$.

Though they will not be presented here other subsets of the data array were also investigated in order to determine, for example, the influence of individual sets and the linear independence of the sets.
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