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An ab initio electronic structure technique has been developed to study highly excited states of molecules by combining Schwinger variational methods of collision theory with generalized quantum defect theory. The technique exploits methods of scattering theory to study the region of highly excited Rydberg levels below and across ionization thresholds for molecules. The reaction matrix $K$, which describes the interaction of the Rydberg electron with the ionic core, is found at arbitrary negative electron energies by employing an unbounded Coulomb Green's function in the Lippmann–Schwinger equation for the electronic wave function. Quantal conditions are imposed to obtain discrete molecular energy levels, associated Rydberg wave functions, and quantum defect functions, all as a function of the internuclear distance. Results within the static-exchange approximation for the $1^{3}S_{1}^{+}(1\sigma_g\pi_u)$ and $1^{3}P_{1}(1\sigma_g\pi_u)$ Rydberg states of $H_2$, for $n=2–20$ and $R=1.2–5.0 \text{ a}_0$, are presented and discussed.

I. INTRODUCTION

The study of the spectroscopy and electronic structure of atomic and molecular Rydberg states is inherently fundamental to their physics and chemistry, in all of its many-faceted aspects. Much of our detailed information about Rydberg states of molecules in particular has been derived from single-photon, high-resolution photoabsorption and emission studies in the vacuum ultraviolet. Since the early 1980's new techniques of high-resolution laser spectroscopy have been developed and explored, which will continue in the foreseeable future. These techniques include resonance enhanced multiphoton ionization, which is effectively being coupled with high-resolution photoelectron spectroscopy, including optical–optical13–15 and microwave–optical16 double-resonance spectroscopies, as well as zero-kinetic-energy (ZEKE) spectroscopy.17 Sources of coherent, narrow-band, and tunable vacuum u light for single-photon studies are also being developed.18,19 These new experimental techniques are designed to prepare and investigate molecules in highly excited electronic states, very often Rydberg states, whose state densities become infinite below ionization thresholds due to the long-range Coulomb field outside the residual molecular ion core. The levels of excitation accessed in some current experiments, and those expected in the future, are such that their calculation from first principles using traditional quantum chemistry techniques based on direct diagonalization of Hamiltonian matrices becomes unfeasible. Fortunately, Rydberg states, their series, and their interaction with other (valence) electronic states may be largely characterized by a single parameter, the quantum defect $\mu$. The quantum defect determines the deviation of the atomic or molecular ion core from that of a proton. For molecules, this parameter depends on both electron energy $e$ and molecular geometry, as emphasized by Mulliken nearly 30 years ago.2 For a diatomic molecule with internuclear separation $R$ we have then a quantum defect surface $\mu = \mu(e,R)$.

In this paper we discuss theoretical methods appropriate for determining the quantum defect surface, as well as the associated bound electronic states of molecular systems. This is accomplished by combining Schwinger variational and generalized quantum defect methods of electron–ion collision theory, which is outlined further below. Specifically we calculate the $1^{3}S_{1}^{+}(1\sigma_g\pi_u)$ and $1^{3}P_{1}(1\sigma_g\pi_u)$ Rydberg states, for $n=3–20$, over a range of internuclear distance spanning 1.2–5.0 bohr. The method allows calculation of Rydberg states to arbitrarily high principal quantum numbers. These calculations have been performed at the simplest level of the electron–ion interaction, namely, the Hartree–Fock static-exchange level. We expect that the static-exchange bound orbitals and quantum defect surface obtained by this method to be semiquantitatively useful in studies of single or multiphoton ionization, over internuclear distances ranging approximately 1 bohr unit about $R_s$ of the $H_2^+$ ion. The limitations of the Hartree–Fock model at large internuclear distances are well known, and hence we cannot expect the present results to account for the avoided crossings and dissociation of the electronic states of $H_2$.

Schwinger variational and quantum defect methods have in common the concept of focusing on the short-range part of the electron–target interaction in terms of a phase shift, quantum defect, or reaction matrix. Multichannel quantum defect theory (MQDT) is the semi-analytic theory which exploits the fundamental nature of $\mu$, developed initially by Seaton for atoms,20,21 and extended to molecules by Fano.22,23 A review of the molecular theory and several applications has been given.24 Briefly, the quantum
avoided crossings and double-well structures in the manifold of doubly excited states of $\text{H}_2$, and successfully treated the quantum defect surface is still virtually unexplored. There have been few systematic attempts to develop \textit{ab initio} methods to calculate quantum defect surfaces. Shimamura \textit{et al.}\textsuperscript{25} have recently applied the $R$-matrix approach to calculate the complex quantum defects of doubly excited states of $\text{H}_2$, and successfully treated the avoided crossings and double-well structures in the manifold of $\Sigma^+_g$ states. In an unpublished thesis, Yoo\textsuperscript{26} has adapted the noniterative eigenchannel $R$-matrix method\textsuperscript{27-29} to treat the $1^3\Sigma^+_u$ and $1^3\Sigma^+_g$ excited states of $\text{H}_2$, including its doubly excited states. It is thus appropriate to further exploit first-principle approaches to the calculation of MQDT’s basic parameters for molecules.

Schwinger variational methods have been extensively developed and employed to study electron–molecule scattering and molecular photoionization processes.\textsuperscript{30-32} References 31 and 32 give comprehensive reviews of its applications to diatomics and small polyatomic molecular systems to 1986. An essential physical aspect of the method is that one needs to represent the electronic wave function only in regions of configuration space around the atom or molecule where the interaction potential is different from zero (e.g., electron–neutral scattering) or from a pure Coulomb field (electron–ion scattering or photoionization). The Schwinger variational method also provides a formalism by which one can extend scattering theory to the range of negative (bound) electron energies. The first application of the Schwinger variational principle\textsuperscript{33,34} to potential scattering by Blatt and Jackson\textsuperscript{35} discussed calculation of a bound state of a particle in a well (in this case the deuteron) by solving Eq. (5) for a determined eigenvalue, the molecular Rydberg wave function, to within normalization, is then

$$\langle \phi_i \rangle \propto \sum_i c_i |u_i\rangle.$$ (4)

$$\sum_i \langle u_i | V_s + V_G | u_i \rangle c_i = 0.$$ (5)

Equation (5) implies that the determinant of the coefficient matrix $\langle u_i | V_s + V_G | u_i \rangle$ must vanish for a bound state. Having obtained the expansion coefficients $c_i$ by solving Eq. (5) for a determined eigenvalue, the molecular Rydberg wave function, to within normalization, is then

$$|\Psi\rangle = \sum_i c_i G_s |u_i\rangle.$$ (6)

The present paper discusses the eigenphase shifts (quantum defects) and total electronic energies (potential energy curves) obtained by diagonalizing the negative energy reaction matrix $K$ of collision theory. Applications to molecular spectra, as well as incorporation of electronic multichannel interactions (e.g., two-electron excitations) is the subject of future work. A brief review of Schwinger variational theory applied to bound states, and formulation to obtain $K$ and quantum defect parameters below threshold is discussed in Sec. II. Section III discusses numerical details, and its application to the Rydberg states of $\text{H}_2$ is discussed in Sec. IV. Section V gives a brief conclusion.

II. THEORY

A. Lippmann–Schwinger equation for bound states

The Lippmann–Schwinger equation for a bound state of an atom or molecule is\textsuperscript{36-44}

$$|\Psi\rangle = - G_s |V_s\rangle |\Psi\rangle,$$ (1)

where $V_s = V - V_c$ is the short-range interaction potential of the excited (Rydberg) electron with the core, with the pure Coulomb potential $V_c$ removed. Here $G_s(r,r')$ is the negative-energy Coulomb Green’s function, which is bounded and decays exponentially at large electronic radial distance $r$. If a separable approximation to the short-range potential is made,

$$V_s^{\text{sep}} = V_s |\phi_i\rangle \langle \phi_i | V_s |\phi_i\rangle^{-1} |\phi_i\rangle |V_s\rangle,$$ (2)

where $|\phi_i\rangle$ is a trial wave function, an eigenvalue equation for the bound states results

$$\langle \phi_i | V_s^{\text{sep}} |\phi_i\rangle = 0.$$ (3)

Maleki and Macek\textsuperscript{36} and Watson\textsuperscript{40} have demonstrated the variational property of Eq. (3). An equivalent set of homogeneous matrix equations, more amenable to numerical solution, is obtained by expanding the trial wave function in a basis $|u_i\rangle$. Square-integrable, Cartesian Gaussian functions have proven most convenient for molecules in continuum applications.\textsuperscript{30-32} This is due to their flexibility, their computationally efficient re-expansions about a single center, and the relative ease in analytical evaluations of matrix elements of one- and two-electron operators in the potential $V_s$. We then have

$$|\phi_i\rangle = \sum_i c_i |u_i\rangle,$$ (4)

$$\sum_i \langle u_i | V_s + V_G | u_i \rangle c_i = 0.$$ (5)

Equation (5) implies that the determinant of the coefficient matrix $\langle u_i | V_s + V_G | u_i \rangle$ must vanish for a bound state. Having obtained the expansion coefficients $c_i$ by solving Eq. (5) for a determined eigenvalue, the molecular Rydberg wave function, to within normalization, is then

$$|\Psi\rangle = - \sum_i c_i G_s |u_i\rangle.$$ (6)
The above procedure requires a separate search for each energy eigenvalue of Eq. (3) or (5), which although it is stated to be rather laborious, has been implemented and used successfully for atoms. The Coulomb Green’s function $G_e$ is also singular at the hydrogenic energies, but since it is known where these singularities occur, they can be avoided in the search procedure. For molecules, a separate search for many Rydberg states at many different internuclear distances may very well become prohibitive in effort and costs.

B. Negative energy reaction matrix

Generalized quantum defect theory allows definition of a “smooth” reaction matrix $K$ at all negative electron energies, i.e., not just at those for true bound levels. The Green’s function needed to calculate this $K$ matrix is free of singularities at hydrogenic poles, and is unbounded at large $r$. Here $r$ is the radial distance between the electron and the molecular-ion center of mass. Using this Green’s function, calculation of the reaction matrix as a continuous function of energy below threshold alleviates the need for a separate search for each eigenvalue in Eqs. (3) or (5). Goforth, Snitchler, and Watson have successfully implemented this procedure in atomic systems.

The reaction matrix $K$, which at the simplest level in a molecule describes the coupling between alternative orbital angular momenta $J$ of a Rydberg electron in the anisotropic molecular field, is given by the Schwincher variational expression

$$ K_{Jlm} = -\frac{1}{W_l} \sum_{ij} \langle F_{ilm} | V_s | u_i \rangle \langle f^{-1} | f | V_s | F_{p'm} \rangle, $$

where the matrix $f_{ij}$ is

$$ f_{ij} = \langle u_i | V_s + V_cr^2 | u_j \rangle. $$

Here $\langle r | F_{ilm} = f_{ij}(r) Y_{ilm}(\hat{r})/r$ are partial-wave components of regular Coulomb wave functions at negative energy, and $G_r^J(r,r')$ is a smooth Green’s function at negative energy, constructed from regular and irregular Coulomb wave functions which lag each other by $\pi/2$ at large $r$. Explicitly,

$$ G_r^J(r,r') = \sum_{m=\pm 1} \sum_{m=-1}^m \sum_{r_0}^{r_0+l} f(r,r\prime)_g(r,r\prime)_s \frac{r_0}{rr'} \times \frac{1}{W_l} Y_{ilm}(\hat{r}) Y_{ilm}^*(\hat{r}'), $$

where in Eqs. (7) and (9) the Wronskian $W_l = f g_i - f g_i = 2/\pi$ in atomic units, $r_\leq$ and $r_\geq$ denote the lesser and greater of $r$ and $r'$, and the pair $(f g_i)$ are the energy-normalized Coulomb wave functions. Here the projection $m$ specifies the spatial symmetry of the excited electron along the molecular axis, e.g., $m = 0$ for $\sigma$ and $m = \pm 1$ for $\pi$ orbitals. Equations (7)–(9) are equivalent to those used in the expansion of the trial wave function of Eq. (4). Use of Eq. (7) for the $K$ matrix corresponds to solving the Lippmann–Schwinger equation, Eq. (1), for a separable potential of the form

$$ V_{\text{sep}} = \sum_{ij} V_s | u_i \rangle [d^{-1}]_j \langle u_j | V_s, $$

where the matrix $\langle u_i | V_s | u_j \rangle$.

For Eqs. (7)–(9) to be applicable to molecular states, some additional specification of the Coulomb wave functions is required. The energy normalized wave functions we use are expressed in terms of Seaton’s wave functions $(f g_i^0)$ which are analytic in the energy $\epsilon$ and related by the transformation, for negative energies $\epsilon = -1/2\nu^2$ in a.u.,

$$ f_i = A^{1/2} f^0_i, $$

$$ g_i = A^{-1/2} g^0_i + A^{-1/2} g^0_i, $$

and for positive energies $\epsilon = k^2/2 = 1/2\nu^2$ by

$$ f_i = B^{1/2} f^0_i, $$

$$ g_i = B^{-1/2} g^0_i + B^{-1/2} g^0_i. $$

The coefficients $A$, $B$, and $\nu$ depend on $l$ and the energy parameter $\nu$, and are given in Table I of Ref. 45. For $\nu < 0$ the parameter $A = \nu^l_{\nu=0}(1 + \nu^2)$ becomes negative for $\nu - l < 0$ (i.e., for strongly closed channels), and $f_i$ and $g_i$ become imaginary. In our procedure we redefine these functions in terms of real functions as $f_i = i f_i$ and $g_i = -i g_i$, which preserves both the value of the Wronskian $W_p$ and $G_r^J$ and $K_{Jlm}$ defined above.

C. Quantum defect functions and potential energy curves

With a smooth reaction matrix defined at all negative energies $\epsilon$, quantum defect functions at any energy are obtained by diagonalization of $K$ at fixed internuclear distance $R$,

$$ \tan [\epsilon \mu_{\alpha l}(\epsilon, R)] = \sum_{l'} U_{l'l}^{-1}(R) K_{Jlm}(R) U_{l'm}(R). $$

(13)

Here $U$ is the matrix which diagonalizes $K$, $\alpha$ labels the eigenchannel, and $\Gamma$ represents any other set of quantum numbers needed to specify the spatial symmetry and spin coupling of the Rydberg states. Equation (13) is the multichannel (in $l$) analog of the single-channel quantum defect $\mu_0$ or phase shift $\delta$. For a spherically symmetrical (atomic) field Eq. (13) reduces to the quantum defect relationship

$$ \mu_0(\epsilon) = \pi^{-1} \delta(\epsilon) = \pi^{-1} \arctan K_0(\epsilon). $$

(14)

Having obtained $\mu_0(\epsilon, R)$, over a fairly coarse grid in the energy, one may then accurately find the actual bound state energies by first fitting $\mu$ to a low-order power series in $\epsilon$,

$$ \mu_{\alpha l}(\epsilon, R) = \sum_{i=0}^p a_i \epsilon^i $$

(15)
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and then finding the roots $\epsilon_n$ of the following equation, for a fixed integer $n$ and eigenchannel index $\alpha$

$$\mu_{\alpha}(\epsilon, R) + n^*(\epsilon, R) - n = 0.$$  \hspace{1cm} (16)

Here $n^*(\epsilon, R) = 1/\sqrt{-2e(R)}$ is the effective quantum number at fixed $R$, and $\epsilon$ is given in atomic units. Note that the resulting energy eigenvalue depends implicitly on the internuclear distance.

With the eigenvalues and quantum defects obtained in this manner, the Rydberg wave functions with the correct asymptotic behavior may be constructed by numerical quadrature from the $K$ matrix via\(^{31,42,48}\) the Lippmann–Schwinger equation

$$|\phi\rangle = |F\rangle + G^s_r V_s |\phi\rangle = |F\rangle + G^s_r K |F\rangle,$$  \hspace{1cm} (17)

where we have used the identity $V_s |\phi\rangle = K |F\rangle$. Note that Eq. (17) is equivalent in form to the Lippmann–Schwinger equation with an inhomogeneous term, i.e., it is identical to that solved for the continuum states. Beginning from Eq. (7) the procedure can be repeated in an iterative manner, using the functions from Eq. (17) as additional basis functions, with an expected rapid convergence of the eigenvalues, quantum defects, and wave functions, provided an adequate beginning basis $|u_i\rangle$ is employed. The converged quantum defect functions $\mu_{\alpha}(\epsilon_n, R)$ then define a molecular Rydberg potential surface through

$$U_{\alpha \alpha}(R) = U^\dagger(R) - \frac{1}{2[n - \mu_{\alpha}(\epsilon_n, R)]^2},$$  \hspace{1cm} (18)

where $U_{\alpha \alpha}(R)$ is the potential energy of the neutral Rydberg state and $U^\dagger(R)$ is the potential energy of the associated ion. The ion potential is amenable to direct calculation by standard bound-state quantum chemistry programs. It is also often available from standard parameterizations or RKR procedures which use experimentally determined constants.

III. COMPUTATIONAL DETAILS

A. Wave functions and potential

The present calculations have been performed in the frozen-core, static-exchange approximation to the electron–ion interaction. The electronic wave functions are of the form

$$\Psi(1,3,\Lambda) = \frac{1}{\sqrt{2}} \left\{ |1g \phi_e\rangle \pm |1g \phi_e\rangle \right\},$$  \hspace{1cm} (19)

where the upper (lower) sign gives the triplet (singlet) wave function for the two-electron system, and we consider the Rydberg states with $\Sigma_u$ and $\Pi_u$ electronic symmetry ($\Lambda = 0$ and 1). With these wave functions the static exchange, one-particle Schrödinger equation for the Rydberg orbital $\phi_e$ is obtained from the variational expression, $\langle \delta \Psi | [H - E] \Psi \rangle = 0$, where $H$ is the fixed-nuclei Hamiltonian and $E$ is the total energy. Note that no boundary conditions specifying that $|\Psi\rangle$ is an actual bound state are required at this stage, so that this procedure is entirely equivalent to that used for the continuum.\(^{30,31}\) The one-electron equation is of the form

$$P \left[ f + \sum_i \left( (2J_i - K_i) \pm K_n - \epsilon \right) P \right] \phi_e = 0,$$  \hspace{1cm} (20)

where $J_i$ and $K_i$ are the Coulomb and exchange operators, and $P$ is a projection operator which enforces orthogonality between the orbital of the excited electron and those in the ionic core. The one-electron operator in Eq. (20) is

$$f = -\frac{1}{2} \nabla^2 - \sum_\alpha \frac{Z_\alpha}{|r - R_\alpha|},$$  \hspace{1cm} (21)

where $Z_\alpha$ is a nuclear charge. For $H_2$, the projection operator is simply $P = 1 - |1\sigma\rangle \langle 1\sigma|$, and the short-range static-exchange potential is

$$V_s = J_1 1\sigma\langle r | K 1\sigma \rangle - \frac{1}{|r - R_1|} - \frac{1}{|r - R_2|}.$$  \hspace{1cm} (22)

Note that numerically we usually work with a projected potential (generalized Phillips–Kleinman pseudopotential\(^{30,31}\)), which includes both the static-exchange interaction and the constraint that the excited orbitals be orthogonal to those of the ionic core. In the present case they are orthogonal by symmetry.

We have used an iterative procedure,\(^{30,31}\) based on the Schwinger variational principle, to solve Eq. (17), the Lippmann–Schwinger integral equation associated with Eq. (20). In this procedure, the static-exchange potential $V_s$ is approximated by a separable form,

$$V_{\text{sep}}(r, r') = \sum_{ij} \langle r | V_s | \alpha_i \rangle \langle V_s^{-1} \rangle_j | \alpha_j | V_s | r' \rangle,$$  \hspace{1cm} (23)

where the matrix $V_s^{-1}$ is the inverse of the matrix with elements $V_{ij} = \langle \alpha_i | V_s | \alpha_j \rangle$ and the $\alpha$’s are discrete basis functions such as Cartesian or spherical Gaussian functions. With this approximation to $V_s$, the initial solution to Eq. (17) can be written

$$\phi_{\text{el}m}(r) = F_{\text{el}m}(r) + \sum_{ij} \langle r | G^s_r V_s | \alpha_i \rangle \langle D^{-1} \rangle_j | \alpha_j | V_s | F_{\text{el}m} \rangle,$$  \hspace{1cm} (24)

where

$$D_{ij} = \langle \alpha_i | V - V G^s_r V | \alpha_j \rangle.$$  \hspace{1cm} (25)

The solutions obtained from Eq. (24) are then used to augment the initial basis $\{ \langle r | \alpha \rangle \}$, which is continued in an iterative manner. In this study two iterations provided well-converged solutions of Eq. (17) at all negative energies. With the converged solutions, the physical Rydberg wave functions are obtained by transformation from the $(l,m)$ to the eigenchannel representation,

$$\phi_{\epsilon, \alpha}(r) = \sum_{lm} U_{\alpha m}(\epsilon_n) \phi_{l, \alpha}(r),$$  \hspace{1cm} (26)

where the matrix elements $U_{\alpha m}(\epsilon_n)$ are obtained from Eq. (13) using energy eigenvalues $\epsilon_n$ calculated from Eq. (16).

B. Basis sets and grids

The Gaussian basis sets used in the separable representation of the static-exchange potential [Eq. (23)] and the initial $K$ matrix [Eq. (7)], included Cartesian Gaussian
functions centered on the nuclei and spherical Gaussian functions centered on the bond midpoint, and are listed in Table I. The \( \sigma_g \) core wave function for \( \text{H}_2^+ \) was obtained with the "g" atomic basis set of Gubern, \(^{49}\) augmented with three \( d \) (\( \alpha = 0.08, 0.032, \) and 0.018) functions on the nuclei. In Table II we compare our calculation of the electronic energy of \( \text{H}_2^+ \) in this Gaussian basis with the exact results of Bates \textit{et al.} \(^{50}\) for \( R = 1.2-5.0 \) \( a_0 \). A deviation of no more than 0.01 eV at any \( R \) is apparent, a consideration which will limit the absolute accuracy of the present calculations for the Rydberg states.

In these calculations, all matrix elements and functions were evaluated by employing single-center expansions about the center of mass. For converged results, the following parameters were used:

(i) maximum partial wave in the \( K \) matrix = 7;

(ii) maximum partial wave expansion of bound orbitals in the direct potential = 14;

(iii) maximum partial wave expansion of \( 1\sigma_g \) bound orbital in the exchange potential = 14;

(iv) maximum partial wave expansion of \( 1/r_2 \) in the direct and exchange terms = 28 and 14, respectively;

(v) maximum partial wave expansion of the nuclear potential = 28.

The extent of the radial integration grid varies in this calculation with the negative energies at which the \( K \) matrices were computed. This is necessary due to the divergence of the Green's function beyond the radial turning point \( r = 2n^2 \), where \( n^2 \) is the effective quantum number. The negative energy Coulomb functions \( U_{1/2}(\xi \eta \eta) \) were computed using Seaton's subroutine, \(^{51}\) and transformed to the energy normalized pair through Eqs. (11) and (12). For energies \( \varepsilon \geq -4.0 \) eV, accumulation of the eigenphase in Eq. (7) due to the short-range potential was stabilized to \( \sim 1-3 \times 10^{-3} \), and to \( \sim 1 \times 10^{-2} \) for \( \varepsilon = -5.44 \) eV, the lowest electron energy explicitly considered. The integration step sizes ranged from 0.005 to 0.08 a.u., up to a maximum distance of 21.8 \( a_0 \), and contained 470 radial points.

### TABLE I. Basis set used in the separable potential, Eq. (10).

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Center</th>
<th>Type of Gaussian function</th>
<th>Exponents</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_g )</td>
<td>H</td>
<td>Cartesian ( z )</td>
<td>8.0, 4.0, 2.0, 1.0, 0.63, 0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1, 0.05, 0.01, 0.005, 0.0025, 0.001</td>
</tr>
<tr>
<td></td>
<td>Midpoint</td>
<td>Spherical ( l=1 )</td>
<td>1.50, 0.75, 0.30, 0.10, 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.50, 0.75, 0.30, 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.50, 0.75, 0.30, 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1, 0.05, 0.01, 0.005, 0.001</td>
</tr>
<tr>
<td>( \pi_a )</td>
<td>H</td>
<td>Cartesian ( x )</td>
<td>8.0, 4.0, 2.0, 1.0, 0.63, 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1, 0.05, 0.01, 0.005, 0.001</td>
</tr>
<tr>
<td></td>
<td>Midpoint</td>
<td>Spherical ( l=1 )</td>
<td>1.50, 0.75, 0.30, 0.10, 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.50, 0.75, 0.30, 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.50, 0.75, 0.30, 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1, 0.05, 0.01, 0.005, 0.001</td>
</tr>
</tbody>
</table>

\(^{a}\) Cartesian Gaussian basis functions are defined as \( \phi^{\text{g}(\text{cos}, \text{sin})}_{\alpha, \beta, \gamma}(r) = N(r-\text{atomic center}) \exp(-\alpha r) \) and spherical Gaussian functions are defined as \( \phi^{\text{g}(\text{cos}, \text{sin})}_{\alpha, \beta, \gamma}(r) = N(r-\text{atomic center}) \exp(-\alpha r) \) with \( N \) the normalization constant.

### TABLE II. Total electronic energies of hydrogen molecular ion.

<table>
<thead>
<tr>
<th>( R(a_0) )</th>
<th>(-E(a.u.)^a)</th>
<th>(-E(a.u.)^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.20</td>
<td>0.528 416</td>
<td>0.528 972</td>
</tr>
<tr>
<td>1.40</td>
<td>0.569 604</td>
<td>0.569 979</td>
</tr>
<tr>
<td>1.60</td>
<td>0.590 626</td>
<td>0.590 930</td>
</tr>
<tr>
<td>1.80</td>
<td>0.599 954</td>
<td>0.600 254</td>
</tr>
<tr>
<td>2.00</td>
<td>0.602 316</td>
<td>0.602 625</td>
</tr>
<tr>
<td>2.20</td>
<td>0.600 498</td>
<td>0.600 835</td>
</tr>
<tr>
<td>2.40</td>
<td>0.596 204</td>
<td>0.596 543</td>
</tr>
<tr>
<td>2.60</td>
<td>0.590 498</td>
<td>0.590 835</td>
</tr>
<tr>
<td>2.80</td>
<td>0.584 051</td>
<td>0.584 352</td>
</tr>
<tr>
<td>3.00</td>
<td>0.577 298</td>
<td>0.577 557</td>
</tr>
<tr>
<td>3.20</td>
<td>0.560 684</td>
<td>0.560 859</td>
</tr>
<tr>
<td>3.40</td>
<td>0.545 962</td>
<td>0.546 080</td>
</tr>
<tr>
<td>3.60</td>
<td>0.533 823</td>
<td>0.533 986</td>
</tr>
<tr>
<td>5.00</td>
<td>0.524 286</td>
<td>0.524 420</td>
</tr>
</tbody>
</table>

\(^{a}\) Present results obtained using the Gaussian basis set discussed in the text.

\(^{b}\) Exact results of Ref. 50. The points at \( R = 3.5 \) and 4.5 were interpolated from their tables.

### IV. RESULTS AND DISCUSSION

#### A. Eigenphase parameters and quantum defect functions

Here we survey the static-exchange, eigenchannel phase shifts and quantum defect functions obtained from solutions of Eqs. (13)–(16) for the \( \alpha = 1 \) ("\( \sigma_\pi \)"), 2 ("\( \sigma_\sigma \)"), \( 1^3\Sigma_\pi^+ \) symmetry, and \( \alpha = 1 \) ("\( \pi_\pi \)"), 2 ("\( \pi_\sigma \)"), \( 1^3\Pi_\pi \) symmetry. Figures 1 and 3 show the variation of \( \mu_\alpha(\varepsilon, R) \) with internuclear distance and electron energy, extending across the ionization threshold into the near continua. The indicated points at which the eigenphase was computed were simply chosen to represent these functions on a coarse mesh, and do not correspond to energy eigenvalues. Figures 2 and 4 show our calculated quantum defect functions \( \mu_\alpha(\varepsilon, R) \) for the \( n = 2-5 \) discrete states \( \varepsilon_n \) plotted as functions of internuclear distance. The solid dots in these figures and the potential plots discussed below correspond to the mesh of internuclear distances given in Table II.
1. \( ^1\Sigma_u^+ \) and \( ^1\Pi_u \) symmetries

Figure 1 shows the \( ^1\Sigma_u^+ \) and \( ^1\Pi_u \) eigenphase parameters for eigenchannels \( \alpha = 1 \) and 2 plotted as functions of electron energy. The relatively slow and smooth variation of these quantities with electron energy \( \epsilon \) and \( R \) is apparent. These parameters compactly characterize the net interaction of the Rydberg electron with the ion core. Their smooth variation with the variables \( \epsilon \) and \( R \) has served as a basic premise for the utility of the QDT. The continuity of the parameters across the ionization threshold also underscores the equivalence of electron–ion collision dynamics both in the near continua and in the region of discrete states just below threshold. This equivalence is manifest without regard to specific boundary conditions which determine the eventual outcome of the two-body collision.

The increase of eigenphase in the \( ^1\Sigma_u^+ \) channel in Fig. 1(a) reflects evolution of \( n\sigma_u \) levels to those with principal quantum number decreased by one unit, i.e., to a \((n-1)s\) orbital on one of the separated atoms. For a single electron orbital in the \( \text{H}_2^+ \) system this correlation from \( R=0 \) to \( R=\infty \) and associated “electron promotion” is rigorous. However, the interaction with a second electron in neutral \( \text{H}_2 \) reduces this to only a pseudocorrelation.\(^2\text{-}^4,\text{52-54}\) The steplike behavior of the \( f\sigma_u \) eigenchannel phase shifts in Fig. 1(b) (and all subsequent \( \alpha = 2 \) channels) occurs because of the higher term values at which high angular momentum states must begin in the discrete spectrum.

Figure 2 shows our calculated quantum defect functions obtained for \( ^1\Sigma_u^+ \) and \( ^1\Pi_u \) \( n=2\text{-}5 \) Rydberg states of \( \text{H}_2 \) in the static-exchange approximation. Plotted as functions of internuclear distance they reveal more clearly the effect of orbital promotion and restructuring of the ionic core as the system evolves from the united atom to separated atoms, with symmetry constraints imposed by the Wigner–Witmer rules. The rapid rise of eigenphase in the \( ^1\Sigma_u^+ \) channel reveals the influence of promotion as \( R \) decreases, and the effect of avoided crossings with higher \( ^1\Sigma_u^+ \) states at larger \( R \), which prevents \( \mu_a \) from rising by unity. For the first three members there is also significant energy dependence which increases with \( R \). The \( ^1\Pi_u \) defects in Fig. 2(c) are less energy dependent due to smaller penetration of electron amplitude into the ion core. They are negative in phase, a peculiar effect Mulliken correctly attributed to cancellation of penetrational (\( R=0 \) united-atom ion field) and core splitting (\( R \neq 0 \) molecular–ion field) contributions to the \( p\pi_u \) quantum defect in \( \text{H}_2 \).\(^4\) Note that the \( ^1\Pi_u \) quantum defects show a dependence on \( R \) comparable in magnitude to the \( ^1\Sigma_u^+ \) defects. As discussed below, this behavior underscores a basic deficiency of the
FIG. 2. Calculated quantum defect functions for $^{1}\Sigma_{u}^{\pm}$ and $^{1}\Pi_{u}$ Rydberg states in H$_2$ for $^{2}s\sigma_u$, $^{2}p\sigma_u$, $^{2}p\pi_u$, $^{2}f\pi_u$-type Rydberg states.

independent-electron approximation. The $^{2}s\sigma_u$ and $^{2}p\pi_u$ quantum defects are much smaller than the $^{2}p\sigma_u$ defects due to the small, but non-negligible, penetration of electron amplitude into the molecular core.

For positive electron energies, there have been several theoretical studies of low energy $e^{-}\text{H}_2^{+}$ scattering which report the eigenphase sums for the channels presently investigated here. Our computed eigenphase sums for both singlet and triplet symmetries treated here agree very well (e.g., within 0.001–0.005 rad) with values computed at low continuum energies at $R=2.0$ $a_0$ of previous static-exchange studies. Some studies have included polarization effects in the calculation of the $e^{-}\text{H}_2^{+}$ continuum phase shifts, although $l$ mixing induced by the nonspherical molecular field is not included in Ref. 57, and was treated perturbatively in the earlier work of Ref. 59. Polarization and $l$ mixing is discussed further below regarding their role in bound regions of the spectrum and in comparing our quantum defect functions to the nearly exact ones available for molecular hydrogen.

2. $^{3}\Sigma_{u}^{\pm}$ and $^{3}\Pi_{u}$ symmetries

Figure 3 shows the $^{3}\Sigma_{u}^{\pm}$ and $^{3}\Pi_{u}$ eigenphase parameters for the eigenchannels $\alpha=1$ and 2. Generally the much larger eigenphase shift compared to singlet coupling reflects a reduced average potential energy of the excited electron when it is triplet coupled to the ion core, since the two-electron wave function Eq. (19) has a node at $r_1=r_2$. This of course gives rise to the usual singlet-triplet exchange splitting of these states, as seen in the computed potential energy curves presented below. Except for the $^{3}\Pi_{u}$ channel, the $f$-type eigenphases are all very similar in shape and magnitude to the singlets, due to the exceedingly small influence of electron exchange on these high-$l$ states. The $^{3}\Pi_{u}$ eigenphases in Figs. 3(c) and 3(d) show a significant distortion as $R$ increases, due to avoided crossings between the $\alpha=1,2$ eigenchannels, i.e., a strong $p$-$f$ coupling of electron angular momenta occurs at larger internuclear distance.

Figure 4 shows the quantum defect functions obtained for $^{3}\Sigma_{u}^{\pm}$ and $^{3}\Pi_{u}$ Rydberg states of H$_2$ in the static-exchange approximation. We have not included the $n=2$ function in the $^{3}\Sigma_{u}^{\pm}$ channel, since the present numerical method cannot correctly determine this state beyond $R\sim 2.2$ $a_0$, where the $2p\sigma_u$ orbital evolves into the valence antibonding combination of hydrogen 1s orbitals. (Treatment of this true valence level at larger $R$ requires implementation of the calculational framework discussed in Sec. II A.) The $^{3}\Pi_{u}$ quantum defect functions in Figs. 4(c) and 4(d) show more clearly the avoided crossing around $R\sim 2.5$ $a_0$. 
B. Comparison of quantum defect functions with other work

1. $^3\Sigma_u^+$ $np\sigma_u$ and $n\sigma\pi_u$ functions

In Fig. 5 we compare our calculated static-exchange quantum defect functions as functions of internuclear distance with those obtained from the very accurate Born-Oppenheimer potential curves which are available for some of the low-lying Rydberg states of H$_2$, as well as high-resolution photoabsorption experiments. The latter can be considered essentially as exact, and have been employed in several quantitative applications of the MQDT to H$_2$. (The reader may consult Ref. 24 for a review of these applications.)

The difference between our computed curves and the exact ones fundamentally represents effects of electron correlations beyond electron exchange, the latter of which we treat exactly at the Hartree-Fock level. Note that in Figs. 5(a) and 5(b) the ordinate scale, or more precisely $-1/2(n-\mu)\sigma$, represents a small portion of the total electronic energy. At $R \sim 2$ a$_0$ and somewhat beyond this distance the wave functions obtained from the present method (and other one-electron methods at the same level of approximation, discussed below) already provides a quantitatively useful representation of the molecular excitations.

The residual electron correlations we ignore play the dual role of inducing electronic polarization of the ion core by the outer electron, as well as insuring the molecule's dissociation into proper atomic products. The divergence of the $n > 2$ quantum defect functions from the nearly exact values in Fig. 5 for $R > 3$ a$_0$ is due to incorrect dissociation limits of the wave function inherent in Eq. (19). This is simply the well-known deficiency of the molecular orbital method for even-electron homonuclear diatomics. Inclusion of Slater determinants of the form $|1\sigma_u n\pi_g\rangle$ for $^1\Sigma_u$ symmetry and $|1\sigma_u n\pi_g\rangle$ for $^1\Pi_u$ symmetry as closed channels in a many-electron framework would reduce our Eq. (19) to the proper "linear-combination-of-atomic-substates" (LCAS) form at large $R$, as discussed by Mulliken.

The $^1\Sigma_u^+ (f\sigma_u)$ solid curve in Fig. 5(b) [as well as $^1\Pi_u (f\pi_u)$ in Fig. 6(b)] are the $\eta(\epsilon, R)$ defects$^{21}$ used to calculate the high-$\ell$ energy levels of H$_2$ using the MQDT.$^{61}$ For $\epsilon=0$, they correspond to the $\mu_u$ quantum defects discussed here. We calculated these quantum defects explicitly for zero electron energy, and compare them in Fig. 5(b). We see that up to $R \sim 3$ a$_0$ there is quite good agreement (the corresponding total energies agree to $\sim 10^{-4}$ a.u.), however beyond this the functions diverge, again owing to our one-electron approximation.

FIG. 3. Calculated eigenchannel phase shifts for $^3\Sigma_u^+$ and $^3\Pi_u$ symmetries in H$_2$, for $p\sigma_u$, $f\sigma_u$, $p\pi_u$, $f\pi_u$-type channels.
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FIG. 4. Calculated quantum defect functions for $^3\Sigma_u^+$ and $^1\Pi_u$ Rydberg states in H$_2$, for $p\sigma_u$ $f\sigma_u$ $p\pi_u$ $f\pi_u$-type Rydberg states.

2. $^1\Pi_u$ np$\pi_u$ and nf$\pi_u$ functions

In Fig. 6 we compare our calculated static-exchange quantum defect functions as functions of internuclear distance with nearly exact functions for $^1\Pi_u$ Rydberg states. As for the $^1\Sigma_u^+$ states, we see comparable levels of agreement around $R \sim 2$ ao, with increasing discrepancy with the very accurate results as $R$ increases. This again reflects the inability of a wavefunction of the form given by Eq. (19) to properly represent dissociation.

C. Born–Oppenheimer potential energy curves

1. $^1\Sigma_u^+$ and $^1\Pi_u$ states

In Fig. 7 we show our calculated Born–Oppenheimer potential energy curves for the $^1\Sigma_u^+$ and $^1\Pi_u$ states of H$_2$ obtained from Eq. (18) and the (calculated) quantum defect functions. Due to the weak binding of the Rydberg electron to the ionic core, the neutral Rydberg states are quite similar to the ion curve, one of the simplest properties of such states. On the other hand, subtle inward shifts of the potential minima are correctly reproduced as the excitation increases from $n=2$ to $n=5$. Introduction of polarization interactions in a multichannel-scattering-theoretic framework will lower the total energies relative to these curves, as would a quantum-chemical treatment of configuration interaction. However, the latter method becomes increasing unfeasible as the excitation energy increases. Inclusion of two-electron excitations introduces “two-well” character to lower states at larger internuclear distance, concurrently giving the correct dissociation of these Rydberg states of the molecule.

2. $^3\Sigma_u^+$ and $^3\Pi_u$ states

Figure 8 shows calculated static-exchange potential energy curves for the triplet ungerade states of H$_2$ obtained from our quantum defect functions. We have not included the $^3\Pi_u$ repulsive state, for reasons discussed earlier. At $R < 2.0$ ao we note that our calculations for the $^3\Pi_u$ and $^3\Sigma_u^+$ states correctly reflect the structure of the associated united atoms, ortho- and para-helium, respectively. As $R$ increases, however, a strictly molecular field effect occurs since the $^3\Pi_u(4p\pi_u)$ level must cross the $^3\Pi_u(4p\pi_u)$ level in a diabatic correlation to properly dissociate to H(3d) + H(1s) atomic products. The present calculations shown in Fig. 7(b) predict this interaction to occur with 50–50 mixing of these states at $R \sim 2.5$ ao.

In Fig. 9 we show in detail the avoided crossing of the $^3\Pi_u$ and $^3\Sigma_u^+$ quantum defect functions which leads to the avoided crossing in the potential energy curves. The interaction and avoided crossing continue up to and across the ionization threshold, and their occurrence could be detected by multiresonant optical spectroscopy techniques. In par-
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FIG. 5. Calculated quantum defect functions for \( ^1\Sigma_u^+ \) Rydberg states in \( \text{H}_2 \), compared with nearly exact quantum defect functions from Ref. 53 \((p_{\alpha})\) and 61 \((f_{\alpha})\).

FIG. 6. Calculated quantum defect functions for \( ^1\Pi_u \) Rydberg states in \( \text{H}_2 \), compared with nearly exact quantum defect functions from Ref. 53, 60 \((p_{\alpha})\), and 61 \((f_{\alpha})\).

ticular, Eyler et al.\(^ {63} \) have actually observed several triplet \( f_{\pi_u} \) states in molecular hydrogen, for \( n = 10-19 \). Preparing such Rydberg states with vibrational quanta \( \nu = 1-3 \) and observing their rotationally resolved photoelectron spectra would indicate the influence of this strong \( l \)-mixing effect, and to what extent it is correctly described in a one-electron framework.

3. Comparison of total electronic energies with other results

In Table III we compare some numerical results for the total electronic energies for \( ^1\Sigma_u^+ \) and \( ^1\Pi_u \) states of \( \text{H}_2 \) at the internuclear distance \( R = 2.0 \) a.u. computed at several levels of sophistication. First, we compare electronic energies calculated with the Schwinger variational-quantum defect method developed here with one-electron results we obtained using quantum-chemistry techniques. We have arbitrarily terminated our eigenvalue determination at the principal quantum number \( n = 20 \). For each electronic symmetry considered, we also employed the “improved virtual orbital” (IVO) method\(^ {64,65} \) to determine the lower states, using the same Gaussian basis for \( \text{H}_2^+ \) discussed in Sec. III. The IVO energies result from a diagonalization of the Hamiltonian matrix within the independent electron approximation, and employ a frozen \( 1\sigma_g \) orbital of the ion. For low electronic excitation this method and the present approach should yield results in good agreement. Columns one and two compare these results, and our Schwinger variational-quantum defect approach reproduces the total electronic energy to within 0.001 a.u. for the \( n = 2 \) and 3 states. For higher \( n \), results from the IVO calculation rapidly deteriorate due to basis set deficiency, particularly for the \( 4p \) and \( 4f \) states. Column three also shows our computed self-consistent-field (SCF) Hartree–Fock total energies for each state using the same Gaussian basis. This calculation indicates the extent of relaxation of the \( 1\sigma_g \) core orbital from that of the pure ion. This effect is naturally largest for the \( n = 2 \) \( ^1\Sigma_u^+ \) states which have considerable valence character. The orbital relaxation is smaller in the \( ^1\Pi_u \) states and our results are in good agreement with the SCF results as well.

Second, we can now compare these one-electron results
with high-quality configuration-interaction calculations. These include the results of Rothenberg and Davidson who examined the first several states of symmetry using the natural orbital configuration expansion, and the results of extensive studies by Kolos et al. using generalized James-Coolidge-type wave functions. We also include the recent \textit{ab initio} results of Wolniewicz and Dressler at $R=2.0\ a_0$ since they also studied the higher 4$f$ and 5$p$ states of symmetry for the first time. For $n<3$ the difference between results of Ref. 66-71 and our own reflects our neglect of electron correlation beyond the static-exchange level, similar to the comparison of the quantum defect functions above. For $n>3$, however, our Schwinger variational-quantum defect results agree quite well with these sophisticated calculations, where the IVO calculation fails due to basis set deficiency. In fact, for the IVO states with $n>4$ in Table III, the virial ratio $-2\bar{T}/\bar{V}$ deviates considerably from unity, due to an inaccurate representation of the kinetic energy operator in the Gaussian basis. Our total energies are also somewhat lower at $R = 2.0\ a_0$ for the 4$f\sigma_u$ and 5$p\sigma_u$ states compared to those of
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**FIG. 7.** Calculated potential energy curves for $^1\Sigma_u^+$ and $^1\Pi_u$ Rydberg states in H$_2$. The dashed line indicates the potential energy curve for the $^1\Pi_u (1\sigma_d^2/\pi_u^7)$ Rydberg state. The $n=20$ Rydberg states are indiscernible from the ion potential curve on this scale.

![Figure 8](image2.png)

**FIG. 8.** Calculated potential energy curves for $^3\Sigma_u^+$ and $^3\Pi_u$ Rydberg states in H$_2$. The dashed line indicates the potential energy curve for the $^3\Pi_u (1\sigma_d^2/\pi_u^7)$ Rydberg state, although beyond $\sim 2.5\ a_0$ it undergoes an avoided crossing with the $^3\Pi_u (1\sigma_d^4/\pi_u^5)$ state. The $n=20$ Rydberg states are indiscernible from the ion potential curve on this scale.
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**FIG. 9.** Below threshold $\alpha=1 (\pi\sigma_u)$ and $\alpha=2 (f\pi_u)$ quantum defects curves which undergo the avoided crossing.
### TABLE III. Total electronic energies $-E$ of hydrogen molecule at $R=2.0$ a$_0$. Energies are in units of a.u.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Present</th>
<th>IVO$^a$</th>
<th>SCF$^b$</th>
<th>Ref. 66</th>
<th>Refs. 67–70$^c$</th>
<th>Ref. 71</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^3\Sigma^+$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma^+$</td>
<td>0.737821</td>
<td>0.738569</td>
<td>0.740528</td>
<td>0.730402</td>
<td>0.752054$^{(1)}$</td>
<td>0.752080</td>
</tr>
<tr>
<td>$^1\Sigma^+$</td>
<td>0.661306</td>
<td>0.661382</td>
<td>0.664922</td>
<td>0.665441$^{(1)}$</td>
<td>0.665476</td>
<td>0.665476</td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.635044</td>
<td>0.632710</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Phi^+$</td>
<td>0.633698$^b$</td>
<td>0.619434</td>
<td>0.631725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Phi^+$</td>
<td>0.623077</td>
<td>0.620762</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Phi^+$</td>
<td>0.607411</td>
<td>0.605751</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Phi^+$</td>
<td>0.603578</td>
<td>0.603578</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.881957</td>
<td>0.883351</td>
<td>0.892675</td>
<td>0.896697</td>
<td>0.897064$^{(3)}$</td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.681385</td>
<td>0.681693</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.642351</td>
<td>0.636922</td>
<td>0.636922</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.633699$^b$</td>
<td>0.624902</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.626565</td>
<td>0.626565</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.607800</td>
<td>0.607800</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.603624</td>
<td>0.603624</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.713866</td>
<td>0.713153</td>
<td>0.713283</td>
<td>0.717832</td>
<td>0.718238$^{(4)}$</td>
<td>0.718241</td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.653641</td>
<td>0.653220</td>
<td>0.655035</td>
<td>0.655230$^{(4)}$</td>
<td>0.655230</td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.631759</td>
<td>0.631759</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.621386</td>
<td>0.621386</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.607199</td>
<td>0.607199</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.603551</td>
<td>0.603551</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.732071</td>
<td>0.731577</td>
<td>0.732383</td>
<td>0.736849</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.659252</td>
<td>0.659252</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.634141</td>
<td>0.634141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.633668$^b$</td>
<td>0.633668$^b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.622608</td>
<td>0.622608</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.607352</td>
<td>0.607352</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1\Psi^+$</td>
<td>0.603571</td>
<td>0.603571</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Present results obtained using the Gaussian basis set described in the text.
$^b$The calculated singlet-triplet splitting for these states is 0.2–0.4 cm$^{-1}$.
$^c$Singlet-triplet splittings of the $4f\pi_a$ states observed in Ref. 61 were reported to be on the order of 0.05 cm$^{-1}$.
$^{(1)}$Reference 67$^{(1)}$; Ref. 68$^{(1)}$; Ref. 69$^{(1)}$; Ref. 70$^{(1)}$.

Wolowieicz and Dressler.\textsuperscript{71} For these levels, the inherent avoidance of convergence error due to basis set deficiency in our method outweighs inclusion of contributions from the correlation energy near the potential minima for these higher levels. On the other hand, we have not included the electron correlations which are essential to correctly describe these states and their avoided crossings $\sim5$–6 a$_0$.$^{68,71,72}$

In the present approach based on the Lippmann–Schwinger equation, the full spectral representation of the Green's function $(E-H_0)^{-1}$ is used, and the kinetic energy operator is not approximated by matrix diagonalization methods such as the IVO approach. The present approach always treats the kinetic energy operator for the excited electron exactly, for states of arbitrary excitation, through use of the Coulomb Green's function in Eqs. (8) and (9). This advantage of the Schwinger variational principle over the Rayleigh–Ritz principle for bound state problems (the latter of which considers the full Hamiltonian in its variational functional) has been briefly discussed by Zubarev\textsuperscript{38} and Watson.\textsuperscript{44} At the outset we therefore implicitly include an infinite superposition of hydrogenic states in the description of the bound Rydberg electron.

### V. CONCLUSION

We have discussed a method of electronic structure calculation particularly suited to the description of highly excited molecular electronic states. The application to the Rydberg states of molecular hydrogen, even at the present level of the independent-electron approximation, shows it to be an effective approach to situations where traditional quantum-chemical methods are physically and numerically inappropriate. Future work will include studies of the electronic wave functions and transition moments obtained by this method, and more importantly, their use in actual applications to the spectroscopy of electronically highly excited molecules. Extensions to other molecular systems and multichannel electronic interactions are also clearly needed.
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