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I. INTRODUCTION

The staccato sound of raindrops falling on a tin roof, the impulses of momentum transferred by individual molecules of a gas hitting a wall of its container, the current fluctuations due to the random, independent arrivals of individual electrons flowing through certain electronic devices: in each of these examples, there may be a long-term mean rate of arrival of the pulses, but to a very good approximation the occurrence time of each individual pulse event may be modeled as completely random and independent of the times of the others. Consequently, the number of pulses occurring in equal time intervals fluctuates randomly about its average, and the interval between successive pulses varies widely, as illustrated in Fig. 1.

Because of the random variation in the time interval between successive pulses, the observed average pulse rate will show ever larger fluctuations as the averaging time interval \( \Delta t \) gets shorter, as shown in Fig. 2. These fluctuations in the observed rate of a random sequence of pulses were mathematically analyzed in 1909 by the British physicist Norman R. Campbell while considering the signals produced by radiation detectors. \(^1\) In 1918, the German physicist Walter Schottky, while working in a research lab of the company now named Siemens AG, showed that similar fluctuations generate what he called shot noise in vacuum tube amplifiers. \(^2\)

The event times of such independent, random pulses may be modeled as samples of a random variable with a uniform probability distribution. The expected value of the number of observed pulses during any particular time interval of duration \( \Delta t \) is thus \( r \Delta t \), where \( r \) is the long-term mean pulse rate of the random sequence. The variance in the observed average pulse rate (mean squared fluctuations about \( r \)) will vary as \( r/\Delta t \), as illustrated in Fig. 2 and derived in Subsection 1 of the Appendix. As we shall see, this fact implies that these rate fluctuations produce white noise in a measuring system monitoring the sequence.

If the individual pulses are very short compared to both their mean separation and the instrumentation’s best time resolution, then the detailed time structure of an individual pulse is irrelevant, and only the integrated area of a pulse will matter. In other words, the effect of the pulse is to provide an impulse to the system. For example, if it is a short pulse of current in a circuit, then its effect is to inject a charge (the integral of the current over the duration of the pulse) into the circuit. Continuing with this example of impulses of charge, the effect of the random pulses would be to produce a current that fluctuates about some mean value similar to the wave forms shown in Fig. 2. (The mean value would be the dc current read by a meter.)

A measuring system might be used to process a signal from just such a long sequence of random pulses, to determine two statistical quantities related to it. The first is the long-term mean of the signal (dc component, in the case of an electrical signal), and the second is the variance of the signal within some frequency range, as filtered by the system (the square of the ac RMS amplitude of the fluctuations in the measuring system output). As will be seen, these two quantities are determined by the impulse size and mean pulse rate of the random sequence, and analysis of a suitable measurement can provide estimates of these fundamental parameters.

The most straightforward approach to the determination of the relationship between a measuring system’s output, with its limited frequency response, and the random pulse input stream is to calculate the frequency spectrum of that input. \(^3\) This frequency-domain representation can provide the average power spectral density expected of the pulse sequence, Fig. 2. Variation in the observed average pulse rate gets larger as the averaging time interval \( \Delta t \) is shortened. The data are drawn from the same set as in Fig. 1. The long-term mean pulse rate \( r \) is \( 1000 \text{s}^{-1} \). Plotted are running means of the actual pulse rates for averaging times \( \Delta t = 0.01 \text{s} \) and \( \Delta t = 0.1 \text{s} \) (bold). The variance in the observed pulse rate grows as \( 1/\Delta t \), characteristic of white noise.
which may then be multiplied by the power-gain frequency response of the measurement system. The result will be the expected output signal power spectral density. To begin this analysis, in Sec. II, we derive a Fourier series representation of a typical random sequence of independent, narrow pulses.

II. A FOURIER REPRESENTATION OF A PULSE SEQUENCE

Recall the general Fourier series representation of a periodic function \( y(t) \) with period \( T \)

\[
y(t) = y_0 + \sum_{n=1}^{\infty} (a_n \cos \omega_n t + b_n \sin \omega_n t),
\]

(1)

with \( \omega_n = 2\pi n / T \). The mean of \( y(t) \) over the interval \( T \) is \( \langle y(t) \rangle = y_0 \). The other coefficients are given by the inner products of \( y(t) \) with the various (orthogonal) basis functions

\[
y_0 = \frac{1}{T} \int_{-T/2}^{T/2} y(t) \, dt,
\]

(2)

\[
a_n = \frac{2}{T} \int_{-T/2}^{T/2} y(t) \cos \omega_n t \, dt,
\]

(3)

and

\[
b_n = \frac{2}{T} \int_{-T/2}^{T/2} y(t) \sin \omega_n t \, dt.
\]

(4)

An infinitely long, random sequence of pulses is certainly not periodic. Consider instead a very long but finite time interval \( T \) that includes a very large number \( N \) of the randomly distributed pulses.\(^5\) This interval \( T \) may then be interpreted as one cycle of a periodic function that can be represented by a Fourier series, ultimately letting \( T \to \infty \). The reasoning behind this particular choice of representation is outlined in Subsection 2 of the Appendix.

Further assume that the pulses are all identical and narrow. We may conveniently model a pulse with maximum duration \( \tau \) and impulse \( q \) as rectangular with width \( \tau \) and amplitude \( q/\tau \). If \( 1/\tau \gg f_{\text{max}} \), where \( f_{\text{max}} \) is the maximum frequency for which the measurement system has a detectable response, then the assumption of a narrow pulse is justified.\(^6\) (Subsection 4 of the Appendix provides a straightforward method to extend the results to the case where the pulses have significant widths.)

Consider the Fourier series for a single pulse centered at the origin, given by \( t_p = 0 \) (repeated with period \( T \)). The first term in Eq. (1), \( y_0 \), is simply the mean value of the function over the period \( T \), so \( y_0 = \langle y(t) \rangle = q/T \). The sine terms in Eq. (1) all vanish because sine is an odd function of \( t \) whereas the rectangular pulse is even. At the origin the cosine is unity, and the pulse may be considered to be non-vanishing only near this point. Consequently, each cosine integral evaluates to \( q \), the integral of the pulse (for all \( \omega_n \ll 1/\tau \)). The Fourier series for a single pulse at the origin is therefore

\[
y_{\text{pulse}}(t) = \frac{q}{T} + \sum_{n=1}^{n_{\text{max}}} \frac{2q}{T} \cos \omega_n t + \cdots,
\]

(5)

with \( n_{\text{max}} = T f_{\text{max}} \). All harmonic components have the same amplitude, which is twice the mean value of the single pulse over a period. The sum has been truncated to frequency \( f_{\text{max}} \), because that is the highest frequency the measurement system can handle. The remaining infinite series of terms for \( n > n_{\text{max}} \) is represented by the ellipsis. Subsection 2 of the Appendix briefly discusses the behaviors of the Fourier coefficients as \( \omega_n \) approaches or exceeds \( 1/\tau \), and Subsection 3 of the Appendix provides a more thorough examination of the effects of the measuring system’s frequency response.

Now consider the complete sequence of \( N \) pulses during time \( -T/2 \to +T/2 \), to which we randomly assign a unique integer index \( j \) to each of the pulses, where \( 1 \leq j \leq N \). Note that the value of the index \( j \) of a particular pulse should have nothing to do with the time-ordering of the pulses, so that the \( j \)th pulse is equally likely to have occurred anywhere in the interval.\(^7\) The Fourier representation of the \( j \)th pulse, centered at time \( t_j \), will then be the same as Eq. (5), except that the time \( t \) is replaced with \( (t - t_j) \). Since the function \( y(t) \) of this complete pulse sequence is just the sum of the individual pulse functions centered at their respective times \( t_j \), the expressions for the coefficients in Eqs. (2)–(4) are linear in \( y(t) \), the Fourier representation of the complete sequence of pulses during time \( T \) will be the sum of the individual pulse representations, or

\[
y(t) = \frac{Nq}{T} + \frac{2q}{T} \sum_{j=1}^{N} \sum_{n=1}^{n_{\text{max}}} \cos \omega_n (t - t_j) + \cdots.
\]

(6)

Now using a trigonometric identity and rearranging the terms in the double-sum to obtain a representation like that in Eq. (1), we get

\[
y(t) = y_0 + \sum_{n=1}^{n_{\text{max}}} (a_n \cos \omega_n t + b_n \sin \omega_n t) + \cdots,
\]

where

\[
y_0 = \frac{Nq}{T},
\]

(7)

\[
a_n = \frac{2q}{T} \sum_{j=1}^{N} \cos \omega_n t_j,
\]

(8)

and

\[
b_n = \frac{2q}{T} \sum_{j=1}^{N} \sin \omega_n t_j.
\]

(9)

From trial to trial, the pulse times \( t_j \) will vary randomly throughout the interval \( T \). We note that \( N \), the total number of pulses within \( T \), will vary as well. Thus, the Fourier coefficients vary randomly, so more work must be done to make use of this expression.

III. THE SHOT NOISE EQUATION

The mutual orthogonality of the Fourier basis functions on the fundamental interval \( T \) implies that for any particular pulse sequence the mean square of \( y(t) \), \( \langle y(t)^2 \rangle \), is straightforward to express in terms of the coefficients of its Fourier series representation as

\[
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\]
\[ \langle y(t)^2 \rangle = \frac{1}{T} \int_{-T/2}^{T/2} y(t)^2 \, dt = y_0^2 + \frac{1}{2} \sum_{n=1}^{\infty} (a_n^2 + b_n^2). \] (10)

The above equation is a specific example of Parseval’s identity,\(^8\) it shows that each Fourier component of a complicated signal contributes independently to the overall power in the signal. The variance of a particular \( y(t) \) about its mean \( \langle y(t) \rangle = y_0 \) is given by the sum of the harmonic terms or

\[ \langle [y(t) - y_0]^2 \rangle = \langle y(t)^2 \rangle - \langle y(t) \rangle^2 = \frac{1}{2} \sum_{n=1}^{\infty} (a_n^2 + b_n^2). \] (11)

In the case of the sequence of pulses whose Fourier series is given by Eq. (7), the expressions for the coefficients \( a_n \) and \( b_n \) involve random variables. There are potential subtle difficulties with the statistical analysis of any stochastic (random) process. Refer to Subsection 1 of the Appendix for a brief discussion of some of the more important of these issues for the case of the shot noise process. With this caveat in mind, the statistical mean (expected value) of Eq. (11) must now be determined.

The pulse sequence over the interval \(-T/2 \leq t \leq +T/2\), whose Fourier transform is given by Eq. (7), consists of exactly \( N \) pulses (with \( N > 0 \)). Thus, we first consider the expected value of Eq. (11) averaged over the appropriate ensemble of sequences that include exactly \( N \) pulses in the interval from \(-T/2 \) to \(+T/2\). We must therefore calculate

\[ \bar{a}_n^N = \frac{4q^2}{T^2} \left( \sum_{j=1}^{N} \cos \omega_n t_j \right)^2 \] (12)

and

\[ \bar{b}_n^N = \frac{4q^2}{T^2} \left( \sum_{j=1}^{N} \sin \omega_n t_j \right)^2, \] (13)

where the superscript \( N \) indicates that these are \( N \)-pulse ensemble averages. The squared sums may be expanded so that

\[ \left( \sum_{j=1}^{N} \cos \omega_n t_j \right)^2 = \sum_{j=1}^{N} \cos^2 \omega_n t_j + \sum_{j,k=1}^{N} \cos \omega_n t_j \cos \omega_n t_k \]

\[ = \sum_{j=1}^{N} \cos^2 \omega_n t_j + \sum_{j,k=1}^{N} \cos \omega_n t_j \cos \omega_n t_k, \] (14)

and similarly for the squared sum over the sines. The averaging over the \( N \)-pulse ensemble (represented by the overline) may be interchanged with the sums in Eq. (14) because \( N \) in this expression is not a random variable, but rather a specified parameter value and, of course, the statistical averaging operation is linear.

The times \( t_j \) of the different pulses are statistically independent of one another, and each has a uniform probability distribution within the time interval \( T \).\(^9\) The probability density for each \( t_j \) is therefore \( 1/T \), independent of the value of \( N \) and of the times of the other pulses. Recall that functions of statistically independent random variables are also independent, so trigonometric functions involving two different index values \( j \) and \( k \neq j \) vary independently over the ensemble. The statistical mean of the product of two independent functions is just the product of their means, and each of the terms in the double sum in Eq. (14) falls into this category, so that

\[ \cos \omega_n t_j \cos \omega_n t_k = \langle \cos \omega_n t_j \rangle \langle \cos \omega_n t_k \rangle \] \[ (j \neq k), \]

and similarly for the sines.

Because the probability density of each \( t_j \) is uniform, the expected values of the various functions of the \( t_j \) are simply given by their mean values over the interval \( T \). Each harmonic function, of course, has an integer number of cycles within \( T \), therefore

\[ \cos \omega_n t_j = \sin \omega_n t_j = 0 \] (15)

and

\[ \cos^2 \omega_n t_j = \sin^2 \omega_n t_j = 1/2. \] (16)

As a result, the expected values of the cross terms vanish, and consequently, the expected value of each squared sum in Eq. (12) becomes \( N \times 1/2 = N/2 \). Thus, for \( N \)-pulse sequences occupying the interval \( T \), using Eqs. (11) and (12) we obtain

\[ \langle [y(t) - y_0]^2 \rangle^N = \frac{1}{2} \sum_{n=1}^{\infty} (\bar{a}_n^N + \bar{b}_n^N) \]

\[ = \frac{4q^2}{T^2} \sum_{n=1}^{\infty} \left( \frac{N + N}{2} \right) \]

\[ + \cdots = \frac{2q^2 N}{T^2} \sum_{n=1}^{\infty} 1 + \cdots. \] (17)

The sum over the harmonics has been left in the final expression in Eq. (17), rather than replace it with \( n_{\text{max}} \), because each term represents the contribution of one of the various harmonic frequencies \( f_n = \omega_n / 2\pi \) from \( f_1 = 1/T \) to \( f_{\text{max}} = n_{\text{max}}/T \), evenly spaced at intervals of \( 1/T \). The frequency-space density of these harmonics (in hertz) is \( 1/(1/T) = T \), so that given any frequency range \( \Delta f \) below \( f_{\text{max}} \), the total contribution of the harmonics in that range to the sum in Eq. (17) is \( T \Delta f \). As \( T \rightarrow \infty \), the harmonics become dense in frequency space, and this expression becomes exact. Thus

\[ \langle [y(t) - y_0]^2 \rangle^N = \frac{2q^2 \Delta f}{T} N, \] (18)

which is simply proportional to \( N \). Although derived for \( N > 0 \), it is clearly correct for \( N = 0 \), the case with \( y(t) \equiv 0 \) during \( T \).

This expression may now be statistically averaged over the entire ensemble of pulse sequences during \( T \), including the random variation in \( N \). The result is

\[ \langle [y(t) - y_0]^2 \rangle = \frac{2q^2 \Delta f}{T} N = 2q^2 \Delta f r, \] (19)
The expected mean-squared amplitude of the fluctuation (shot noise) in a random sequence of independent pulses is proportional to the product of the expected dc (mean) value ($\bar{y}$, the size of the impulse in a single pulse (q), and the effective bandwidth of the measurement system ($\Delta f$, in Hz). We have thus found the desired relations mentioned above, between a measuring system’s dc and ac signal outputs and the average rate $r$ and impulse size $q$ of the pulses. Note the derivation of Eq. (20) came from a careful and straightforward analysis starting from a minimal set of assumptions about the pulse sequence: only that the narrow pulses represent uniformly random, independent events all with the same impulse.10 In Sec. IV, we examine some implications and limitations of this formula.

Generally, the average power transmitted by a noise source or other signal is proportional to its mean squared amplitude, as briefly mentioned in the discussion regarding Parseval’s identity, Eq. (10). Equation (20) shows that shot noise power is proportional to the dc (average) signal level $\bar{y}$. This behavior may be considered to be a defining characteristic of shot noise, differentiating it from other processes such as thermal noise.

The measured shot noise power is also proportional to the system bandwidth $\Delta f$. Thus the shot noise power spectrum is flat, with a constant noise power spectral density. Such a power spectrum is called white noise, analogous to the idea that “white light” has an intensity that is roughly independent of frequency. The concept of power spectral density is discussed further in Subsection 3 of the Appendix.

Since matter is inherently discrete at atomic and subatomic levels, transport processes should exhibit some level of fluctuation, although generally they may be tiny (see, for example, Fig. 3). Unlike the fluctuations associated with thermal noise, shot noise fluctuations could remain present even at very low temperatures because their origin is not inherently due to thermal motions. Thus, analyses of shot noise effects can provide additional important insights into the nature of the microscopic, discrete events at the core of various physical processes.

IV. DISCUSSION

A. Using shot noise to determine the electron charge

The shot noise relation in Eq. (20) accurately describes the magnitudes of those fluctuations resulting from discrete events of a very specific nature. As stated at the end of Sec. III, these events must (1) be completely independent of each other, and (2) have a uniform probability distribution in time. In all cases of real, physical systems neither assumption will be completely accurate, but there are some cases for which these assumptions are quite reasonable. Two examples are the thermionic emission of electrons from the surface of the heated cathode in a vacuum tube (the problem considered by Schottky) and the generation of electron-hole pairs in the depletion region of a semiconductor diode, either by thermal excitation or photoelectric absorption. In each of these cases, the phenomenon may result in an observable electric current in which the impulse size is given by the magnitude of the fundamental electron charge $e$.

Consider an example of the latter process (electron-hole generation). In an undergraduate laboratory experiment similar to that described by Spiegel and Helmer,11 a weak light source (an infrared LED) illuminated a reverse-biased silicon photodiode. The resulting diode current was converted to a voltage by a high-gain transimpedance amplifier, and the ac noise signal of the amplifier’s output was further filtered, amplified, and then squared using a precision analog multiplier circuit.12 Low-pass filters served to smooth the resulting mean (dc) and variance (ac) signals, which were then measured and averaged. A typical result is shown in Fig. 3, where the system’s effective bandwidth ($\Delta f$) was 11.0 kHz. Using the slope of a linear fit to the data, the shot noise expression in Eq. (20) yields an estimate for the electron charge of $1.68 \times 10^{-19}$ C, just over 4% larger than the accepted value and within the systematic uncertainty limit determined by the measurement system’s gain and bandwidth uncertainties. The average electron arrival rate $r \approx 10^{11}$ sec$^{-1}$, and the averaging time for the observations was $\approx 1$ s. Clearly, the assumptions leading to Eq. (20) are not unreasonable for this particular experiment, implying that diode electron-hole pairs can be created by photon absorptions in a very nearly statistically independent manner, at least as long as the illumination is weak.

B. Limitations of the shot noise formula

The shot noise formula in Eq. (20) accurately describes only the magnitude of fluctuations resulting from discrete events that are independent of each other. For many real transport processes, however, the assumption of statistical independence might be very poor.
APPENDIX: SOME ADDITIONAL CONSIDERATIONS

1. The Poisson distribution and some statistical subtleties

Consider a stochastic process that may generate an event during the infinitesimal time interval $dt$ with probability $r\,dt$ ($r$ a constant parameter), independent of the occurrences of any other past or future events generated by the process, and independent of when the interval $dt$ may be. Such a process is termed a Poisson process, and the times of the events generated by the process define a set of Poisson points. It can be shown that the distribution of the number of events $N$ generated by the process during a finite time interval $T$ is given by the Poisson probability distribution

$$P(N) = \frac{e^{-rT}(rT)^N}{N!}.$$  \hspace{1cm} (A1)

The expected value of $N$ in Eq. (A1) is $\bar{N} = rT$, and so is its variance $\sigma^2 = rT$. The Poisson process with its corresponding distribution is one of the most thoroughly analyzed stochastic processes. The text by Papoulis and Pillai,\textsuperscript{21} for example, devotes many pages to it. The result $r = \bar{N}/T$ is the mean event rate expected from the process, and the variance in the observed rate $N/T$ around this mean would be

$$\sigma^2_r = \frac{\sigma^2_N}{T^2} = \frac{\bar{N}}{T^2} = \frac{r}{T}.$$ \hspace{1cm} (A2)

Thus as $T \to \infty$ the expected variance in the observed event rate $\to 0$, and for a long sequence of events produced by any Poisson process, $N/T \to r$ as $T \to \infty$. Therefore, we may identify $r$ with the long-term event rate. To proceed with our study of the statistical behavior of the Poisson process with a reasonable level of rigor, we must have confidence that it possesses two important properties. The first is that it is stationary and the second that it is ergodic.

A stationary process is one whose statistical properties are homogeneous in time. This means that if we choose an interval $\Delta t$ around any arbitrary time $t$, then the ensemble statistics applicable to that interval are independent of when $t$ may be. Since the infinitesimal event probability $r\,dt$ described above for a general Poisson process is independent of the existence of other events in the sequence, the process is memoryless and is consequently strict-sense stationary as described in Ref. 23, Chapter 9.

The concept of the ergodicity of a stochastic process is quite a bit more subtle and is of vital importance to the validity of statistical calculations regarding a physical system. Consider the statistical ensemble of possible random event sequences which could be generated by an ergodic stochastic process. In this case, the expected values (statistical mean values) of properties averaged over the ensemble are equal to the limits of the corresponding time averages of a typical actual sequence, as the averaging time goes to infinity.

Ergodicity is discussed in detail in many texts on stochastic processes or statistical mechanics.\textsuperscript{23} For our purposes, we assume that if time were divided into an infinite number of disjoint intervals each of duration $T$, then the statistics derived from comparing the actual numbers of events generated by a particular Poisson process within these various
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time intervals would match that of the Poisson probability distribution given by Eq. (A1). This assumption, whose demonstration is beyond the scope of this paper, would nevertheless seem to be quite reasonable.

Taking our assumptions of stationarity and ergodicity to be valid, consider a very long time sequence of duration $T$ and total number of events $N$. Equation (A2) shows that by taking $T$ to be long enough we can make the difference between $r$ and $N/T$ arbitrarily small. Assume that we have done this, and the error in approximating $r$ as $N/T$ is negligible. Now if we were to consider the division of $T$ into a large number of disjoint intervals $\Delta t$, then the distribution of the numbers of events within these subintervals will be described by Eq. (A1), and the variance around $r$ of the event rates in the intervals will be described by Eq. (A2). Thus, as the “observation time” $\Delta t$ is made shorter, the variance in the observed event rate rises as $r/\Delta t$, as mentioned in the introduction and illustrated in Fig. 2, where each pulse corresponds to an event.

The expected number of events in any subinterval of duration $\Delta t$ in $T$ is $r \Delta t = N \Delta t / T$, independent of the location of $\Delta t$ within $T$. This result would also be the expected number of events in $\Delta t$ if the $N$ events in $T$ were all independent and each had a uniform probability of occurrence at any time throughout $T$. Therefore, the assumptions of uniformity and relative independence used to derive the shot noise expression in Eq. (20) are satisfied by pulses generated by a Poisson process.

Finally, we show that the Poisson distribution of the number of events within the various intervals $\Delta t$ is consistent with Eq. (20). If each event consists of a pulse injecting an impulse $q$ to a measuring system, then the expected mean signal $\gamma_0 = q \gamma$, and the expected variance around this mean would be $q^2 \sigma^2$, with $\sigma^2$ given by Eq. (A2); thus

$$\langle (y(t) - \gamma_0)^2 \rangle = q^2 \sigma^2 = q^2 f \Delta t = q \gamma_0 \Delta t.$$  \hspace{1cm} (A3)

The required bandwidth of the measuring system in order for it to respond to the rate changes expected between successive, disjoint observations, each of duration $\Delta t$, is $\Delta f \sim 1/\Delta t$. In fact, according to the Nyquist-Shannon sampling theorem,24,25

$$\frac{1}{f} = 2 \Delta t,$$  \hspace{1cm} (A4)

because, roughly, it takes at least two samples per cycle to respond to a frequency $f$. Inserting this result into Eq. (A3) recovers the shot noise expression given by Eq. (20). Thus, an analysis of the Poisson statistics of the pulse times appears to be consistent with our Fourier analysis of the pulse stream, as it should be, and mean squared rate fluctuations that are inversely proportional to the averaging time $\Delta t$ are characteristic of a white noise power spectral density.

Note that this “derivation” of the equivalence of the two approaches, frequency-domain analysis vs time-domain Poisson statistics, is not rigorous but only meant to be illustrative. A complete derivation of the shot noise power spectrum from time-domain considerations may be found in the paper by Mathieson,26 while a thorough but more abstract analysis may be found in Chapter 10 of the text by Papoulis and Pillai.27

2. Fourier series

The shot noise problem was analyzed by using a Fourier series representation of a long but finite pulse sequence rather than by using a Fourier transform of an infinite pulse sequence. This was done for two reasons. First, the math is more straightforward with the series representation of a long but finite pulse train, because one only deals with sums of a countable number of terms rather than integrals over a continuum of Fourier components. Second, and more important, the results of a real experiment will always consist of measurements of finite quantities over a finite time interval, so the analysis presented is more representative of the actual situation. In this case, as $T \to \infty$ the harmonic terms become dense in frequency, but remain countable.

Note also that by considering a Fourier series of the function $y(t)$ over the interval $T$, it was assumed that $y(t)$ may be represented as a periodic function (with, of course, period $T$) without introducing any significant bias to the analysis. This is equivalent to applying cyclic boundary conditions to a finite (albeit large) domain of interest, a typical approach used by physicists when interested in the “bulk” properties of a macroscopic, complicated system. By doing this one might avoid, for example, the introduction of spurious artifacts to the spectral analysis that could arise when a window function is applied to a temporal and/or spatial function before taking its Fourier transform. It also has the added advantage of keeping the Fourier components (which may be associated with a system’s normal modes) countable, as mentioned above.

An interesting and instructive example of the alternate approach, the Fourier transform of a temporally windowed stochastic process, is the paper by Abbott et al.,27 whose spectral analysis of Johnson noise may serve as an introduction to a slightly more sophisticated technique to attack problems such as this.

Another objection to the analysis may be that the mathematical manipulations carried out in Eqs. (5)–(17) were performed on a finite sum of terms rather than on the full Fourier series, including only those harmonic frequencies less than some arbitrary $f_{\text{max}}$. Why not choose to consider an infinite series representing a sum of Dirac delta functions, in which case one would simply replace $f_{\text{max}}$ with infinity? Were this to be done, then the resulting Fourier series would have had terms all of the same magnitude, meaning the Fourier series for $\delta(t)$ is not absolutely convergent. Thus, the series manipulations (rearranging terms and changing the order of the sums) would not be mathematically justifiable.

Actually, any real pulse should be, of course, modeled as a continuous function of the time with some finite duration characterized by a width $\tau$. This implies that for harmonics with $\omega_{n} \tau \sim 1$, the Fourier coefficients will start to decrease at least as fast as $1/n$, and for $\omega_{n} \tau \gg 1$ they will fall at least as fast as $1/n^{2}$. Otherwise, for $\omega_{n} \tau \ll 1$ the sum in Eq. (5) with constant $a_{n} = 2q/T$ is quite accurate. The Fourier series for an actual set of observable pulses is therefore absolutely and uniformly convergent, so that the subsequent manipulations leading up to and including Eq. (20) are valid, and that result is accurate as long as the maximum frequency making a significant contribution to the system’s effective bandwidth is $\ll 1/\tau$. Subsections 3 and 4 of this Appendix consider a simple procedure to deal with the situation wherein the pulses have significant widths.
3. White noise, spectral density, and filter bandwidth

We have found that the mean squared shot noise fluctuations are expected to be proportional to the bandwidth over which they are measured, the constant of proportionality being $2q/\sqrt{\pi}$. The units of this coefficient are (amplitude)$^2$/Hz. Because the power in a signal goes as its (amplitude)$^2$, $2q/\sqrt{\pi}$ is proportional to the power spectral density of the shot noise. For example, in the case of the random flow of electrons considered in Sec. IV, the shot noise signal consists of fluctuations in electrical current. Sending this signal through a resistance $R$ would represent a noise power spectral density of $p(f) = 2q / R$. In this case, the noise power spectral density is independent of frequency (for nonzero frequencies less than $f_{\text{max}}$), and its power spectrum is called white noise. More generally, a complicated signal or one that has been passed through a filter will have a power spectral density that is a function of frequency. In this latter case, the total signal power within some specified frequency range may be calculated by integrating

$$P = \int_{f_{\text{min}}}^{f_{\text{max}}} p(f) \, df,$$  \hspace{1cm} (A5)

where $p(f)$ is the signal’s power spectral density at frequency $f$.

With this idea of the noise power spectral density in mind, we now turn to the problem of determining a measurement system’s effective bandwidth $\Delta f$, for use in the shot noise expression in Eq. (20). A linear system’s effect on the amplitude and phase of an input signal at frequency $f$ is described by its general complex-valued transfer function $H(f)$, which, for this elementary discussion, we take to be dimensionless.\(^{28}\) The power gain of such a system at any particular frequency would then be $|H(f)|^2$. If you pass a signal with power spectral density $p(f)$ through the system, then the signal power spectral density at the system’s output will be

$$p'(f) = |H(f)|^2 p(f),$$  \hspace{1cm} (A6)

not including any additional noise the system may add to the signal. Thus, a white-noise source such as shot noise with constant power spectral density $P$ input to the system would generate an average output power of

$$\langle P \rangle = \int_0^\infty |H(f)|^2 \, p(f) \, df = p \int_0^\infty |H(f)|^2 \, df.$$

We can then define the equivalent noise bandwidth $\Delta f_{\text{eq}}$ of the measurement system to be

$$\Delta f_{\text{eq}} = \int_0^\infty |H(f)|^2 \, df,$$  \hspace{1cm} (A7)

This expression, then, is the effective bandwidth to be used in Eq. (20).\(^{29}\) Note that our cut-off frequency $f_{\text{max}}$ is estimated by $|H(f \geq f_{\text{max}})|^2 \sim 0$, or more precisely, replacing the upper limit of integration in Eq. (A7) with $f_{\text{max}}$ should have negligible effect on the resulting value of $\Delta f_{\text{eq}}$.\(^{30}\) The equivalent noise bandwidths for various filter transfer functions may be calculated using Eq. (A7). Table I lists these bandwidths for a few of the most common configurations. If the power gain of a given system differs from that shown in the table, then the calculated mean squared noise amplitude within $\Delta f_{\text{eq}}$ should, of course, be multiplied by the system’s power gain.

For example, a system used to estimate the electron charge from a measurement of a photodiode’s shot noise intensity vs dc current (see Fig. 3) might have its bandwidth determined by a second-order Butterworth low-pass filter with a corner frequency of 10.0 kHz. Using the second entry in Table I with $Q = 1 / \sqrt{2}$ and $f_0 = 10.0 \, \text{kHz}$ gives an equivalent noise bandwidth of 11.1 kHz. The actual system used for the data in Fig. 3 also included a second-order high-pass filter with a corner frequency of 100 Hz, so the actual $\Delta f_{\text{eq}} = 11.0 \, \text{kHz}$.

### 4. Pulses of finite width

The derivation leading up to Eq. (20) required the explicit assumption that the pulse width $\tau$ be much shorter than the best time resolution of the measuring system ($\sim 1 / f_{\text{max}}$). In many situations, this may not be the case. For example, consider the sequence shown in Fig. 4. This random sequence comprises a series of identical “tail pulses,” or events with an abrupt rise followed by an exponential decay. As illustrated in the figure, these exponential tails may not be short compared to the mean inter-pulse spacing, and sequential pulses often overlap. What modification to Eq. (20) would be required for a series of random pulses such as this one?

A mathematical representation of a tail pulse starting at $t = 0$ with total impulse (integral) $q$ and decay time constant $\tau$ is

$$y_{\text{pulse}}(t) = \frac{q}{\tau} e^{-t/\tau}.$$

It is straightforward to show that this waveform would be the result of passing a delta function impulse $q \delta(t)$ through a first-order low-pass filter with a corner frequency of $f_c = 1 / 2\pi \tau$, with the complex transfer function $H(f)$ of such a filter being $i = \sqrt{-1}$

$$H(f) = \frac{1}{1 - i f / f_c}.$$  \hspace{1cm} (A9)

Fig. 4. In a real experiment, the pulses may have significant widths, as is the case for the random sequence of tail pulses illustrated here. Note that most of the pulses show significant overlap with their neighbors, leading to “pulse pileup.”

| Type             | $|H(f)|^2$       | $\Delta f_{\text{eq}}$ | Comment            |
|------------------|-----------------|------------------------|--------------------|
| First order LP   | $[1 + f^2 / f_0^2]^{-1}$ | $\pi f_0$            | Pass-band gain = 1 |
| Second order LP  | $\left[1 + \left(\frac{f}{f_0} - 2\right) \left(\frac{f}{f_0} + \frac{f}{f_0}ight)^{-1}\right]^{-1}$ | $\pi / 2Q f_0$       | Pass-band gain = 1 |
| Second order BP  | $\left[1 + Q^2 \left(\frac{f}{f_0} + \frac{f}{f_0} - 2\right) \right]^{-1}$ | $\pi / 2Q f_0$       | Gain at $f_0 = 1$ |

---

Table I. Equivalent noise bandwidths of selected filters.
Thus, the resulting shot noise spectral density \( y^2(f) \) generated by a random sequence of tail pulses will simply be that of Eq. (20) passed through such a filter. Using Eq. (A6) or Table I, we obtain

\[
y^2(f) = \frac{2q\sqrt{y_0}}{1 + (f/f_d)^2}.
\]

(A10)

Other pulse shapes may be treated analogously.

*Electronic mail: rice@caltech.edu*


3Many texts derive the shot noise expression using a purely time-domain representation (or, at least, all the heavy lifting is done in the time-domain before transforming to the result into frequency space). Direct frequency-domain analysis of stochastic processes may then be subsequently introduced as a more advanced topic (Refs. 13, 23, and 31). Journal articles also tend to prefer the time-domain approach, as it is generally thought to be more flexible (Refs. 11, 26, 32, and 33). Notable exceptions are the out-of-print text by Goldman (Ref. 35). One must also consider the classic text by Bleaney and Bleaney (Ref. 14). Subsection 1 of the Appendix gives a very brief example of a time-domain analysis of shot noise.

4The mean of a function \( \Delta(t) \) of a particular pulse sequence during the time interval \( T \) will be denoted by \( \langle \Delta(t) \rangle \). The statistical mean of some quantity averaged over an ensemble of possible pulse sequences will be indicated by an overline: \( \bar{\Delta} \). Both may be applied to a function: \( \langle \gamma(t) \rangle \) would be an ensemble average over the distribution of possible time averages \( \gamma(t) \). Unless the long-term mean pulse rate \( \tau \) is infinitesimally small, \( T \) can be chosen large enough for \( N \) to exceed any given finite value, although how large that \( T \) must be will be determined by the particular random-pulse sequence. For a very large minimum value for \( N \), however, choosing \( T \) to be, say, \( 2N_{\text{min}}/\tau \) should ensure that in all but a very small number of “perverse” sequences the actual number \( N \) of pulses contained in \( T \) will exceed \( N_{\text{min}} \). The number of pulses should be approximately \( 2N_{\text{min}} \) (see Subsection 1 of the Appendix).

5In the limit that the pulse width \( \tau \) becomes infinitesimal, a pulse with integral \( q \) centered at time \( f_{\text{pkase}} \) approaches \( q \times \delta(t - f_{\text{pkase}}) \), where \( \delta \) is the Dirac delta function. Subsection 2 of the Appendix further discusses this issue.


7Mutual statistical independence and uniform distribution within \( T \) of the various \( t_j \) is the reason why we required the enumeration \( j \) of the pulses to be unrelated to their time ordering.

8The present derivation, although arrived at independently, is essentially the same as that presented in the Bleaney’s text (Ref. 14), except that we have been more careful and explicit regarding the statistical calculations.

9Mutual statistical independence and uniform distribution within \( T \) of the various \( t_j \) is the reason why we required the enumeration \( j \) of the pulses to be unrelated to their time ordering.

10The apparatus used for the example experiment was manufactured by Teachspin, Inc., Buffalo, NY. See <www.teachspin.com>.