An empirically derived three-dimensional Laplace resonance in the Gliese 876 planetary system
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ABSTRACT

We report constraints on the three-dimensional orbital architecture for all four planets known to orbit the nearby M dwarf Gliese 876 based solely on Doppler measurements and demanding long-term orbital stability. Our data set incorporates publicly available radial velocities taken with the ELODIE and CORALIE spectrographs, High Accuracy Radial velocity Planet Searcher (HARPS), and Keck HIgh Resolution Echelle Spectrometer (HIRES) as well as previously unpublished HIRES velocities. We first quantitatively assess the validity of the planets thought to orbit GJ 876 by computing the Bayes factors for a variety of different coplanar models using an importance sampling algorithm. We find that a four-planet model is preferred over a three-planet model. Next, we apply a Newtonian Markov chain Monte Carlo algorithm to perform a Bayesian analysis of the planet masses and orbits using an N-body model in three-dimensional space. Based on the radial velocities alone, we find that a 99 per cent credible interval provides upper limits on the mutual inclinations for the three resonant planets ($\phi_{cb} < 6.20$ for the $c$ and $b$ pair and $\phi_{be} < 28.5$ for the $b$ and $e$ pair). Subsequent dynamical integrations of our posterior sample find that the GJ 876 planets must be roughly coplanar ($\phi_{cb} < 2.60$ and $\phi_{be} < 7.87$), suggesting that the amount of planet–planet scattering in the system has been low. We investigate the distribution of the respective resonant arguments of each planet pair and find that at least one argument for each planet pair and the Laplace argument librate. The libration amplitudes in our three-dimensional orbital model support the idea of the outer three planets having undergone significant past disc migration.
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1 INTRODUCTION

Gliese 876 (=GJ 876) is a 0.37 $M_\odot$ M4V star (von Braun et al. 2014) hosting four known planets. This remarkable system represents several milestones: the first detection of a planet around an M dwarf (GJ 876 b; Delfosse et al. 1998; Marcy et al. 1998), the first example of a multi-planet system orbiting in a mean-motion resonance (MMR; Marcy et al. 2001), the first example of a MMR chain amongst three planets (Rivera et al. 2010), and the closest multi-planet exosystem to date (4.689 pc; van Leeuwen 2007).

The star has a lengthy Doppler (or radial velocity, RV) history spanning two decades and multiple observing sites. Planet $b$ was detected contemporaneously by Marcy et al. (1998) using the Lick Hamilton Spectrograph and Keck HIRES and Delfosse et al. (1998) using the ELODIE and CORALIE spectrographs. Both estimated a moderate eccentricity for $b$ ($\sim 0.3$) and an orbital period of 61 d for this gas giant from their RV model. With more RV observations, Marcy et al. (2001) uncovered a second gas giant, $c$, orbiting near 30 d. This planet’s RV signature previously was masqueraded as a larger eccentricity for planet $b$ due to the near 2:1 period commensurability of their orbits (Anglada-Escudé, López-Morales & Chambers 2010; Ford, Moorhead & Veras 2011). As the Keck RV data set grew, Rivera et al. (2005) revealed a third planet $d$ orbiting near 1.9 d and
was the lowest mass exoplanet around a main-sequence star at the time ($m \sin i = 5.89$ M$_{\oplus}$). Photometric measurements showed planet $d$ did not transit (Laughlin et al. 2005; Rivera et al. 2005; Shankland et al. 2006; Kammer et al. 2014). Correia et al. (2010) published new High Accuracy Radial velocity Planet Searcher (HARPS) RVs which by themselves could constrain the mutual inclination between planets $c$ and $b$. Around the same time, Rivera et al. (2010) published new Keck RVs which showed an additional RV signal around 124 d, dubbed planet $e$. Numerically integrating their solutions beyond the last observation, the outer three planets ($c$, $b$, and $e$) appear to be in a Laplace resonance, much like the three closest Galilean moons orbiting Jupiter. Other studies have placed limits on the existence of additional planets and massive companions in the system through observations (Leinert et al. 1997; Luhman & Jayawardhana 2002; Patience et al. 2002) and considerations of long-term dynamical stability (Jones, Sleep & Chambers 2001; Ji & Liu 2006; Rivera & Haghighipour 2007; Gerlach & Haghighipour 2012).

For RV systems, we only observe the component of the planetary-induced stellar wobble projected onto our line of sight. Most of the time, there is a degeneracy between the true mass ($m$) and on-sky inclination ($i$), where an edge-on system is $i_{\text{on-sky}} = 90^\circ$, so we can only place a lower limit on the orbiting companion’s mass. However, if the self-interactions in a multi-planet system are strong, the RV model becomes sensitive to the true masses of the planets, thereby breaking the $m \sin i_{\text{on-sky}}$ degeneracy. There are many RV systems where the true masses can be meaningfully constrained, including HD 200964, 24 Sextantis (Johnson et al. 2011), HD 82943 and the system’s coplanarity of multi-planet systems (Ballard & Johnson 2014).

RV surveys have discovered a couple dozen strongly interacting multi-planet systems, motivating the need for analysis procedures to incorporate a self-consistent Newtonian model. Nelson, Ford & Payne (2014a) developed a Newtonian Markov chain Monte Carlo (MCMC) algorithm which has been successful in analysing systems that require a large number of model parameters (e.g. 55 Canceris; Nelson et al. 2014b). The GJ 876 observations have a similar observing baseline and require almost as many model parameters, making it compatible with such an algorithm.

In this work, we present a detailed characterization of the orbits and masses of the GJ 876 planets employing a full three-dimensional (3D) orbital model used to fit the Doppler observations. In Section 2, we describe the RV observations made with multiple spectrographs (ELODIE, CORALIE, HARPS, and HIRES), including a new set of HIRES measurements. In Section 3, we describe our orbital and observational model, and investigate the effects of correlated noise in the observations. In Section 4, we report our results for a coplanar orbital model. Before advancing to a more complex orbital model, we evaluate the evidence for planets $d$ and $e$ by computing Bayes factors as described in Section 3.4. In Section 5, we report the results of the fitting and $N$-body simulations for a 3D orbital model. In Section 6, we investigate the evolution of the resonant angles and statistics regarding their libration amplitude. In Appendix A, we test for possible observational biases in these results. We conclude with a discussion of the key results and the applications of our posterior samples in Section 7.

## 2 OBSERVATIONS

Our data set includes publicly available RVs from four different instruments. We include 46 ELODIE, 40 CORALIE, and 52 HARPS observations (Correia et al. 2010). The inclusion of these data extends our observing baseline to roughly 580 d before the first Keck HIRES observation. The 162 Keck observations are reduced by the Carnegie Planet Search group (Rivera et al. 2010). These will be referred to as the Carnegie RVs henceforth.

Our analysis also includes 67 additional Doppler measurements from HIRES reduced by the California Planet Search group (Rivera et al. 2010). These will be referred to as the California RVs henceforth. We measured relative RVs of GJ 876 with the HIRES echelle spectrometer (Vogt et al. 1994) on the 10 m Keck I telescope using standard procedures. Most observations were made with the B5 decker ($3.5 \times 0.86$ arcsec). Light from the telescope passed through a glass cell of molecular iodine cell heated to 500$^\circ$ C. The dense set of molecular absorption lines imprinted on the stellar spectra between 5000 and 6200 Å provide a robust wavelength scale against
which Doppler shifts are measured, as well as strong constraints on the instrumental profile at the time of each observation (Marcy & Butler 1992; Valenti, Butler & Marcy 1995). We also obtained five iodine-free ‘template’ spectra using the B1 decker (3.5 × 0.57 arcsec). These spectra were de-convolved using the instrumental profile measured from spectra of rapidly rotating B stars observed immediately before and after through the iodine cell. We measured high-precision relative RVs using a forward model where the de-convolved stellar spectrum is Doppler shifted, multiplied by the normalized high-resolution iodine transmission spectrum, convolved with an instrumental profile, and matched to the observed spectra using a Levenberg–Marquardt algorithm that minimizes the χ² statistic (Butler et al. 1996). In this algorithm, the RV is varied (along with nuisance parameters describing the wavelength scale and instrumental profile) until the χ² minimum is reached. Each RV uncertainty is the weighted error on the mean RV of ∼700 spectral chunks that are separately Doppler analysed. These uncertainty estimates do not account for potential systematic Doppler shifts from instrumental or stellar effects.

3 METHODS

We characterize the masses and orbits of the GJ 876 planets using the GPU version of the Radial velocity Using N-body Differential evolution Markov Chain Monte Carlo code, RUN DMC (Nelson et al. 2014a), which incorporates the swarm-ng framework to incorporate planetary systems on graphics cards (Dindar et al. 2013). RUN DMC has analysed the 55 Cancri planetary system, which required a high-dimensional (∼40) model. Compared with 55 Cancri, the problem of GJ 876 seems to be similarly challenging but more computationally tractable due to having fewer observations, a shorter observing baseline, a larger integration time step, and a lower dimensional model (e.g. one less planet to account for). On the other hand, the presence of extremely strong planet–planet interactions can result in a challenging posterior distribution that could be more difficult to sample from.

Considering the lessons from Nelson et al. (2014a) regarding how to explore parameter space efficiently, we set the following algorithmic parameters for RUN DMC: nchains = 300, σp = 0.05, and MassScaleFactor = 1.0. To accommodate the innermost planet’s 1.9 d orbital period, we set our integration time step to roughly 17 min and use the time-symmetrized Hermite integrator (Kokubo, Yoshinaga & Makino 1998).

We begin by applying RUN DMC to the Carnegie RVs from Rivera et al. (2010) for a four-planet model. We sampled from the Markov chains after they had burned-in sufficiently. In RUN DMC, we specify the orbital parameters at the epoch of the first observation in our data set. For the full RV data set, this happens to be an ELODIE observation. To generate the initial states of the Markov chains for analysing the full data set, we start from a posterior sample based on the Carnegie RVs and rewind each planet’s argument of periastron (ω) and mean anomaly (M) according to the precession rate (δσ), orbital periods, and time difference between the first ELODIE and HIRES observations. Laughlin et al. (2005) find the joint line of apses for the c and b pair to be precessing at an average rate of δσ = −41 yr⁻¹. After burning-in, we randomly sample from our Markov chains to use as our set of initial conditions for long-term stability simulations using the MERCURY hybrid integrator (Chambers 1999). The solutions vetted for stability are used as initial conditions for more restricted RUN DMC runs to be explained in Section 5.

3.1 Model parameters

We characterize the system model with a fixed star mass (M∗ = 0.37 M⊙; von Braun et al. 2014), plus each planet’s mass (m), semimajor axis (a), eccentricity (e), inclination (i), argument of periastron (ω), longitude of ascending node (∆Ω), and mean anomaly (M) at our chosen epoch (first ELODIE observation) for each planet, plus the RV zero-point offsets (C) and jitters (i.e. unmodelled instrumental and astrophysical noise, σjitter) for each observatory. We report the orbital periods (P) based on Kepler’s Third Law and each body’s m and a based in a Jacobi coordinate system. Planet masses and semimajor axes can be readily rescaled to account for any updates to the stellar mass.

The GJ 876 planets are well approximated by a coplanar system, i.e. ∆Ω = 0 and i = i is the same for all planets. Due to the symmetrical nature of an RV system on the sky, a planetary system at brazy is indistinguishable from one at an inclination of 180° − bsys. So in Section 4, we restrict the planets to a coplanar system that can take on any value of 0° < bsys < 90°. Similarly, the entire system can be rotated about the line of sight. In Section 5, the individual i and ∆Ω for each planet become free parameters in our model that are fitted to the observations. We set ∆Ω = 0 to ground our coordinate system.

3.2 Model of observations

RUN DMC allows for fitting multiple zero-point offsets and magnitudes of jitter (e.g. combined astrophysical and/or instrumental noise), HIERES received a CCD upgrade and new Doppler reduction process in 2004 August (JD 245 3241.5). The Carnegie time series was split based on this pre- and post-upgrade era, which was modelled by two zero-point offsets, but the entire data set is still modelled with one jitter term. The California RVs also have a separate offset and one jitter term. The other instruments (ELODIE, CORALIE, HARPS) were each modelled by one RV zero-point offset and jitter term. In total, we account for six offsets and five jitter parameters.

Our data set does not include the HST astrometry from Benedict et al. (2002) or any informative priors regarding the inclinations of the GJ 876 planets.

3.3 Magnitude and time-scale for correlated noise

Our likelihood function described in equations 4 and 5 of Nelson et al. (2014a) assumes that the observational errors are uncorrelated, which may not be a sufficient approximation for high-precision RV measurements of stars with significant stellar activity. Balveu (2011) showed that correlated ( = red) noise in the RV data could lead to bias or misestimated uncertainty in some of the orbital parameters (e.g. e₁). Recently, some discoveries of planets orbiting M dwarfs have been shown to be more likely mere artefacts resulting from
stellar activity (Robertson & Mahadevan 2014; Robertson et al. 2014). Therefore, we take a closer look at the role of stellar activity in contributing astrophysical noise to RV observations of GJ 876. In Section 3.4, we perform a complementary analysis by computing Bayes factors for a finite set of models.

High-precision photometry of GJ 876 (Rivera et al. 2005) revealed a rotation period of 97 ± 1 d. Examining the variability of the activity-sensitive Hα and Na iD absorption lines in the publicly available HARPS spectra of the star, we confirm the rotation period, finding an Hα periodicity of 95 ± 1 d (Fig. 1, top panel). The appearance of the rotation period in the photometry suggests the presence of starspots, which can affect the measured RVs (e.g. Boisse et al. 2011; Dumusque, Boisse & Santos 2014). The results from Baluèv (2011), Rivera et al. (2005), and our own examination of the spectral activity tracers suggest that a complete treatment of activity will yield only marginal improvements in the accuracy of the RV model, and is not necessary to achieve the goals of this study.

Boisse et al. (2011) showed that rotating starspots will induce RV periodicities at the stellar rotation period $P_{\text{rot}}$ and its integer fractions ($P_{\text{rot}}/2, P_{\text{rot}}/3,$ etc.). Given that none of the planets in the GJ 876 system have periods near the rotation period or its integer fractions, we conclude that rotating starspots have not produced large-amplitude periodic RV signals such as might be misinterpreted as planet candidates. Although the RV amplitude of the outermost planet e (3.5 m s$^{-1}$) is closest to the amplitudes expected for activity signals produced by a chromospherically quiet star such as GJ 876, we are unaware of any physical mechanism that would create an RV signal on this time-scale (124 days).

Our computed stellar rotation period of 95 ± 1 d beating with one Earth year produces an alias of around 128 d, which is worryingly close to the orbital period of planet e ($\sim$124 d). However, subtracting the rotation signal causes the 128 d peak to disappear as well, leading us to suspect that this signal is an alias (Fig. 1, bottom panel). If the 124 d signal is a 1 yr alias of the rotation period, then we would also see the 95 d signal in the RV data. Rivera et al. (2010) and Baluèv (2011) did not find the stellar rotation signal in the RV data sets they analysed.

### 3.4 Computing Bayes factors for model selection

When Doppler observations are taken of a system with multiple strongly interacting planets, the shape of the posterior distribution is often challenging to sample from efficiently. A general Bayesian approach of performing model comparison is to compute the fully marginalized likelihood, sometimes called the evidence, for each model. Formally, the evidence is the probability of generating the observed RV data set $d$ assuming some underlying model $M$ that is parametrized by $\theta$.

$$p(d|M) = \int p(d|\theta,M) p(\theta|M) d\theta,$$  \hspace{1cm} (2)

where $p(d|\theta,M)$ is the likelihood function and $p(\theta|M)$ is the prior probability distribution. While the value of $p(d|M)$ is not useful by itself, the ratio of two evidences for two competing models $M_1$ and $M_2$, yields the Bayes factor

$$BF = \frac{p(d|M_2)}{p(d|M_1)}$$  \hspace{1cm} (3)

that provides a quantitative measure of which model is preferred and to what degree.

Marginal likelihoods are notoriously difficult to compute. Integrating equation (2) analytically may be possible for some idealized problems with one to a few dimensions, but the model required to describe a $3+1$ planet system needs roughly 20 or more parameters. Numerical integration techniques such as Monte Carlo integration become vastly inefficient with increasing dimensionality.

Therefore, we use importance sampling, a more general form of Monte Carlo integration, to calculate the integral in equation (2) by $g(\theta)$.

$$p(d|M) = \int \frac{p(d|\theta,M) p(\theta|M)}{g(\theta)} g(\theta) d\theta.$$  \hspace{1cm} (4)

While the value of $p(d|M)$ has not changed, equation (4) can be estimated by drawing $N$ samples from $g(\theta)$,

$$p(d|M) \approx \frac{1}{N} \sum_{\theta \sim g(\theta)} \frac{p(d|\theta,M) p(\theta|M)}{g(\theta)}.$$  \hspace{1cm} (5)

The key aspect of having importance sampling work efficiently is to pick an appropriate $g(\theta)$. Assuming that our parameter space contains one dominant posterior mode, we choose a multivariate normal with mean vector $\mu$ and covariance matrix $\Sigma$ for $g(\theta)$. For each model considered, we will estimate $\mu$ and $\Sigma$ from the coplanar MCMC runs described in Section 4. Our parametrization for $g(\theta)$ is $P, K, \sin \omega, \cos \omega, \omega + M$ for each planet, the system’s orbital inclination $i_{\text{sys}}$, and one $\sigma_M$ for each observatory. Since we are only interested in computing ratios of $p(d|M)$, the priors in zero-point offsets in the calculation will cancel out.

One good strategy with importance sampling is to pick a $g(\theta)$ that is heavier in the tails than $p(d|\theta,M)p(\theta|M)$. This makes it easier to sample from low-probability parts of the posterior distribution and prevents any samples from resulting in extremely large weights.

---

1 Based on data obtained from the ESO Science Archive Facility under request number 129169.
and found that each respective model parameter. We tested several subspace sizes to estimate \( \hat{\theta} \) and Table 2. Each panel shows the convergence of one model and are ranked from least probable (bottom) to most probable (top):

\[
\log(p(d|M)) \quad (\text{equation 7})
\]

Equation (5) can be rewritten as

\[
f \times p(d|M) \approx \frac{1}{N} \sum_{i \sim \theta_T} \frac{p(d|\theta,M)p(\theta|M)}{g_T(\theta)},
\]

where \( f \) is a factor that specifies what fraction of \( p(d|\theta,M)p(\theta|M) \) lies within \( T \). We can estimate \( f \) with an MCMC sample. By counting what fraction of our posterior samples fell within \( T \), \( f_{\text{MCMC}} \), we can rearrange equation (6) to give us \( p(d|M) \):

\[
p(d|M) \approx \frac{1}{N \times f_{\text{MCMC}}} \sum_{i \sim \theta_T} \frac{p(d|\theta,M)p(\theta|M)}{g_T(\theta)}.
\]

Guo (2012) and Weinberg, Yoon & Katz (2013) provide more detailed prescriptions and investigations of this method.

There are two competing effects when choosing the size of our subspace \( T \). If \( T \) is large (i.e. occupies nearly all of the posterior distribution), then \( f_{\text{MCMC}}\) approaches \( 1 \) and we return to our basic importance sampling algorithm. If \( T \) occupies a much smaller region, then we are more likely to sample from near the posterior mode, but \( f_{\text{MCMC}} \) approaches \( 0 \), making it difficult to accurately estimate \( p(d|M) \). We must carefully choose a \( T \) that will provide a robust estimate of \( p(d|M) \). Guo (2012) found that for a three- and four-planet system, truncating the posterior distribution from \(-2\sigma \) to \(+2\sigma \) was roughly optimal, where \( \sigma \) is the standard deviation of each respective model parameter. We tested several subspace sizes and found that \( \pm 1.5\sigma \) worked well for our problem.

However, the chance of sampling from the posterior mode will decrease with increasing dimensionality, which could ultimately lead to an estimate of \( p(d|M) \) that is not efficient.

One way around this is to sample from \( g(\theta) \) within some truncated subspace, \( T \). This new distribution \( g_T(\theta) \) is proportional to \( g(\theta) \) inside \( T \) and renormalized to be a proper probability density. Equation (5) can be rewritten as

\[
f \times \hat{g}_T(\theta,T) \approx \frac{1}{N} \sum_{i \sim \theta_T} \frac{p(d|\theta,M)p(\theta|M)}{g_T(\theta)}.
\]

To draw from this distribution, we create a vector \( z \) whose components are independent draws from a standard normal \( N(0,1) \) truncated at \(-1.5\sigma \) and \(+1.5\sigma \) for each of our vector components. Each \( \theta \) is generated as \( \mu + Az \), where \( A \) is the Cholesky decomposition of \( \Sigma \). We generate \( 10^7 \) samples from \( g(\theta) \), which provided a robust estimate of \( p(d|M) \) for each of our five competing models described in Section 4. Fig. 2 shows how well the importance sampling algorithm converged for each model.

4 COPLANAR MODELS

Before attempting to relax the coplanarity constraint, we wish to assess the evidence for all the GJ 876 planets, \( e \) in particular.

We apply \textsc{run dmc} to our cumulative set of 367 RV observations using a coplanar model but allowing for a systematic orbital inclination. In particular, we consider five different models: one with just the outermost three planets (\( M_{\text{3in}} \)), one with just the innermost three planets (\( M_{\text{3in}} \)), one with the innermost three planets plus an \( \sim 124 \) d sinusoid to mimic either a fourth planet on a circular orbit or a naive model for a stellar activity signal (\( M_{\text{3in}+\sigma} \)), one with all four planets (\( M_4 \)), and one with a putative fifth planet (\( M_5 \)).

We calculate five fully marginalized likelihoods (four Bayes factors) and summarize the results in Table 2. Our methodology for computing these probabilities is described in Section 3.4.

The Bayes factor for \( M_{\text{3in}}/M_{\text{3out}} \) is \( \sim 10^{11} \), decisively favouring \( M_{\text{3in}} \). This was expected since \( M_{\text{3in}} \) accounts for the three most significant RV signals in GJ 876. The Bayes factor for \( M_{\text{3in}+\sigma}/M_{\text{3in}} \) is \( \sim 10^9 \). Despite the increased parametrization of \( M_{\text{3in}+\sigma} \), this model with four signals is decisively favoured over \( M_{\text{3in}} \). The Bayes factor for \( M_4/M_{\text{3in}+\sigma} \) is \( \sim 30 \). The ratio of the evidence for a fully interacting four-planet model \( M_4 \) relative to an interacting three-planet model with a decoupled \( \sim 124 \) d signal \( M_{\text{3in}+\sigma} \) is modest.
Table 2. \( \chi^2_{\text{eff}} \), log evidence \([\log(p(d|\mathcal{M}))]\), and Bayes factors computed for comparison of a finite set of models. The Bayes factors in rightmost column in this table correspond to the ratio of adjacent values of \( p(d|\mathcal{M}) \) in the column immediately to the left.

| Model | Description | \( \chi^2_{\text{eff}} \) | \( \log(p(d|\mathcal{M})) \) | Bayes factor |
|-------|-------------|----------------|----------------|-------------|
| \( \mathcal{M}_5 \) | \( \mathcal{M}_4 \) + injected fifth | 743.8 \pm 1.8 | -1255.159 | \(~10^{-3}\) |
| \( \mathcal{M}_4 \) | All four planets | 768.3 \pm 3.7 | -1248.139 | \(~30\) |
| \( \mathcal{M}_{3\text{in+}} \) | \( \mathcal{M}_{1\text{in+}} \) \sim 120 d sinusoid | 779.7 \pm 7.5 | -1251.671 | \(~10^9\) |
| \( \mathcal{M}_{3\text{in}} \) | Three innermost planets | 877.4 \pm 6.9 | -1273.519 | \(~10^{11}\) |
| \( \mathcal{M}_{3\text{out}} \) | Three outermost planets | 1045.7 \pm 8.7 | -1345.970 |            |

Regardless, a model with four signals is overwhelmingly preferred over a model with three signals.

Strictly considering the results above, we would not attempt to select \( \mathcal{M}_4 \) over \( \mathcal{M}_{3\text{in+}} \). Decisive model selection requires at least a few orders of magnitude in separation of \( p(d|\mathcal{M}) \) for competing models. Nevertheless, we do not expect this \(~124\) d candidate to be due to (an alias of) stellar magnetic activity. Rivera et al. (2010) found that after fitting for the inner three planets to the Carnegie RVs alone, the residual periodogram strongly peaked at the planet \( e \)'s period. The periodogram did not contain a strong signal near the stellar rotation period (see Section 3.3), so we do not suspect that the \( 124 \) d signal is an alias.

For \( \mathcal{M}_5 \), we initialized \textsc{run dmc} simulations with a hypothetical planet \( f \) with the following properties: \( P_f = 155.04 \) d, \( K_f = 3 \) m s\(^{-1}\), \( e_f = 0.007 \), \( \omega_f = 78.3 \), and \( M_f = 159.8 \). This set of initial conditions was inspired by an additional candidate signal uncovered by Jenkins et al. (2014) using a global periodogram method and RVs extracted from HARPS spectra using the HARPS-TERRA pipeline (Anglada-Escudé & Butler 2012). One significant difference is that we use an RV signal much closer to the noise level and HARPS RVs based on Correia et al. (2010). However, this periodicity is suspect since it is close to an integer fraction of the two most prominent signals in the system, \( e (P_f/2) \) and \( b (P_f/4) \). This makes our choice of \( \mathcal{M}_5 \) a good test for model comparison, since the strength of this signal competes with the extra parametrization needed to model it. After burning-in, we obtain the following estimates for \( \mathcal{M}_5 \): \( P_f = 155.07 \pm 0.32 \) d, \( K_f = 0.42 \pm 0.31 \) m s\(^{-1}\), and \( e_f = 0.156 \pm 0.12 \). Due to the low RV amplitude, \( \omega_f \) and \( M_f \) took on any value from \( 0^\circ \) to \( 360^\circ \) almost uniformly. The Bayes factor for \( \mathcal{M}_5/\mathcal{M}_4 \) is \(~10^{-3}\) .

We randomly draw 10 000 posterior samples from our Markov chains for each of these cases and report our values of \( \chi^2_{\text{eff}} \) in Table 2, along with the results of our Bayesian model comparison tests. These \( \chi^2_{\text{eff}} \) values incorporate a penalty term dependent on RV jitter (equation 5 of Nelson et al. 2014a).

We test the coplanar models for short-term orbital stability using the hybrid integrator of \textsc{mercury} (Chambers 1999). A subsample of 1000 models is integrated for 100 years. If at any point a planet collides with another body or the semimajor axis of any planet changes by more than 50 per cent of its original value (i.e. \( |a_{\text{final}} - a_{\text{initial}}|/a_{\text{initial}} > 0.5 \)), then the simulation stops and is tagged as being unstable. This is the default set-up for our dynamical integrations unless stated otherwise.

For \( \mathcal{M}_{3\text{out}} \), we find that 93 per cent of the posterior samples are stable for the duration of the integration. The mode of instability for the remaining 7 per cent was \( |\Delta a/a| \) of planet \( e \) exceeding 0.5. This typically happened when \( e_e > 0.14 \). For both \( \mathcal{M}_{3\text{in}} \) and \( \mathcal{M}_{3\text{in+}} \), all of the posterior samples are stable for the same integration timespan. For \( \mathcal{M}_5 \), 99 per cent of the posterior samples are stable. For \( \mathcal{M}_5 \), only 18 per cent of the posterior samples were stable. 77 per cent of models had \( |\Delta a/a| \) of \( e \) exceeding 0.5, and at least 5 per cent of models involve a planetary collision. Some simulations had both instabilities occur.

In \( \mathcal{M}_5 \), both the inner and outer Laplace pair were locked in a 2:1 MMR, i.e. at least one resonant argument was librating (for details on resonant arguments, see Section 6), for nearly all of our posterior samples. The Laplace argument was also librating in nearly all of our samples.

Based on these previous works and the results of Sections 3.3 and 3.4, we conclude that \( \mathcal{M}_5 \) is the best model to generate these observations to date. With a four-planet model decisively chosen, we report estimates of orbital parameters and instrumental properties based on a coplanar model in Tables 3 and 4, respectively.

Table 3. Estimates of the osculating orbital elements for all the known GJ 876 planets from self-consistent, coplanar dynamical fits. Estimates are computed using 15.9, 50, and 84.1 percentiles. For other details, refer to Section 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planet ( a )</th>
<th>Planet ( c )</th>
<th>Planet ( b )</th>
<th>Planet ( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P ) (d)</td>
<td>1.937 848 \pm 0.00024</td>
<td>30.0784 \pm 0.0075</td>
<td>61.0878 \pm 0.011</td>
<td>124.50 \pm 1.33</td>
</tr>
<tr>
<td>( K ) (m s(^{-1}))</td>
<td>6.01 \pm 0.30</td>
<td>87.93 \pm 0.36</td>
<td>213.94 \pm 0.37</td>
<td>3.31 \pm 0.38</td>
</tr>
<tr>
<td>( m_{3\text{in}} ) (M(_{\odot}))</td>
<td>7.49 \pm 0.43</td>
<td>266.2 \pm 4.8</td>
<td>845.3 \pm 16.6</td>
<td>16.58 \pm 2.11</td>
</tr>
<tr>
<td>( a ) (au)</td>
<td>0.201 839 \pm 0.00015</td>
<td>0.135 898 \pm 0.001021</td>
<td>0.218 585 \pm 0.000026</td>
<td>0.3514 \pm 0.0025</td>
</tr>
<tr>
<td>( e )</td>
<td>0.119 \pm 0.050</td>
<td>0.253 \pm 0.0031</td>
<td>0.0368 \pm 0.0019</td>
<td>0.0314 \pm 0.030</td>
</tr>
<tr>
<td>( \sin i )</td>
<td>-0.044 \pm 0.099</td>
<td>0.2276 \pm 0.0045</td>
<td>0.0345 \pm 0.0020</td>
<td>0.008 \pm 0.011</td>
</tr>
<tr>
<td>( \cos i )</td>
<td>-0.097 \pm 0.046</td>
<td>-0.1108 \pm 0.0042</td>
<td>-0.0130 \pm 0.0021</td>
<td>-0.013 \pm 0.0037</td>
</tr>
<tr>
<td>( i ) (°)</td>
<td>53.19 \pm 1.39</td>
<td>53.19 \pm 1.43</td>
<td>53.19 \pm 1.39</td>
<td>53.19 \pm 1.43</td>
</tr>
<tr>
<td>( \omega ) (°)</td>
<td>-140.90 \pm 286.32</td>
<td>115.96 \pm 1.35</td>
<td>110.80 \pm 1.86</td>
<td>129.56 \pm 36.3</td>
</tr>
<tr>
<td>( M ) (°)</td>
<td>301.87 \pm 286.24</td>
<td>-220.68 \pm 1.38</td>
<td>-285.38 \pm 1.71</td>
<td>-175.89 \pm 31.44</td>
</tr>
<tr>
<td>( \omega + M ) (°)</td>
<td>161.71 \pm 6.43</td>
<td>-104.74 \pm 0.64</td>
<td>-174.62 \pm 0.45</td>
<td>-45.05 \pm 0.73</td>
</tr>
</tbody>
</table>
Before moving on to our 3D model, we consider the significance of the relativistic precession rate $\dot{\omega}_{\text{rel}}$ for planet $d$, since it is estimated to have a moderate eccentricity ($e_d \sim 0.1$) and is close to its host star. While the rapid resonant interactions amongst the outer three planets dominate their orbital evolution, the innermost planet is mostly dynamically decoupled and undergoes secular perturbations. A value of $\dot{\omega}_{\text{rel}}$ comparable to the secular precession rate $\dot{\omega}_{\text{sec}}$ tends to aggravate an instability (Ford et al. 2000), while an $\dot{\omega}_{\text{rel}}$ that is much more rapid than $\dot{\omega}_{\text{sec}}$ could quench secular effects (Adams & Laughlin 2006a,b).

We approximate the precession rate

$$\dot{\omega}_{\text{rel}} \approx \frac{7.78}{1 - e_d^2} \left( \frac{M_d}{M_\odot} \right) \left( \frac{a_d}{0.05 \text{au}} \right)^{-1} \left( \frac{P_d}{1 \text{d}} \right)^{-1} \text{degrees per century}$$

(8)

where the subscript $d$ refers to planet $d$ and each parameter is measured in the units of their respective normalization (Jordà & Bakos 2008). We evaluate equation (8) for 1000 four-planet models described and find $\dot{\omega}_{\text{rel}} = 3.45 \pm 0.05$ degrees per century. Balué (2011) found that the effects of correlated noise result in a smaller estimate of $e_d$, though this does not change $\dot{\omega}_{\text{rel}}$ significantly. The typical $\dot{\omega}_{\text{sec}}$ for the same models was $8 \pm 2$ degrees per century.

Ultimately, we wish to obtain a large sample of stable models but being careful not to neglect any potential that could potentially stabilize a significant fraction of our models. Therefore, relativistic precession will not be included in our final long-term integrations.

5 RESULTS FOR 3D MODEL + LONG-TERM ORBITAL STABILITY

The planet–planet interactions in GJ 876 are so strong that the physical planet masses must be used in the modelling process. Next, we allow RUN DMC to consider the full range of parameters associated with a 3D orbit for a four-planet model. To provide a frame of reference, we set $\Omega_d = 0\circ$. For our set of initial conditions for RUN DMC, we start with our posterior samples from $\mathcal{M}_d$ and perturb each inclination and ascending node value (excluding $\Omega_d$) by adding a number drawn randomly and uniformly between $-1\circ$ and $+1\circ$. RUN DMC burned-in for about 20 000 generations until a long-term steady state was reached. By modelling these extra variables, our parameter space grows from 32 dimensions (four planets × five orbital elements $\{P, K, e, \omega, M\} + i_{\text{sys}} +$ six offsets + five jitters) to 38.

Additionally, we can obtain even more precise estimates by constraining the 3D orbits of the planets from a direct analysis of the RV data and by demanding orbital stability. In the end, we report 1000 solutions where the planetary system is dynamically stable for at least $10^7$ years. Our full procedure is described below and condensed into Table 5.

We start by randomly drawing 10 000 posterior samples from our initial 3D MCMC run (Set1) for our first set of stability tests. The model parameter estimates for these samples are shown in Tables 6 and 7. These systems are integrated for $10^7$ years, and their conditions for stability are identical to those mentioned in Section 4. Only about 11 per cent of our initial conditions passed our stability criterion, 48 per cent of our sample show planet $d$ falling into the central star, and 41 per cent of our sample show planet $e$’s semimajor axis suddenly changing by $|\Delta a/a| > 0.5$. We visually inspected the results and determined which model parameters were most important for distinguishing between ‘stable’ and ‘unstable’ regimes of parameter space. We find that the mutual inclination between planet pairs is the most sensitive parameter in regard to the system’s orbital stability. Henceforth, mutual inclinations between adjacent pairs of planets will be labelled as such: e.g. $\Phi_{de}$ for the mutual inclination between planets $d$ and $e$ (see equation 1). For planet $d$, $60\circ < \Phi_{de} < 120\circ$ causes $d$ to undergo Kozai-like perturbations, pumping its eccentricity enough so that its periastron crosses the stellar surface (Fig. 3). Fig. 4 shows the joint parameter distribution for $\cos(\Phi_{de})$ and $\cos(\Phi_{be})$ based on Set1 (contours). We choose this parametrization over $\Phi_{cb}$ and $\Phi_{bc}$ to visually demonstrate how consistent our solutions are with a coplanar system. For planet $e$, all initial conditions with $\Phi_{be} > 13\circ$ ($\cos(\Phi_{be}) < 0.9781$) led to a sudden and large change in planet $e$’s semimajor axis. Therefore, we perform a new set of RUN DMC simulations in which we restrict the parameter space to exclude the unstable mutual inclinations found above, i.e. $60\circ < \Phi_{de} < 120\circ$, $\Phi_{be} > 13\circ$. Although we see some large values of $\Phi_{bc}$ correspond to an instability, we do not restrict the range of $\Phi_{bc}$ for analysis in Set 2 and Set 3. RUN DMC is applied again on the same RV data set, but now the resulting posterior sample (Set 2) is not as heavily diluted by wildly unstable models.

We repeat the above procedure one more time, integrating the Set 2 for $10^8$ years. We find that the initial conditions are unstable, unless $0\circ < \Phi_{cb} < 4\circ$ and $0\circ < \Phi_{be} < 3\sqrt{16 - \Phi_{cb}^2}$. We run RUN DMC once more while implementing these tighter constraints to obtain a new set of posterior samples for Set3, which are subsequently integrated for $10^7$ years. Parameter estimates of 1000 stable

\begin{table}[h]
\centering
\caption{The different orbital parameter constraints applied to RUN DMC. Here we show what range of parameter space RUN DMC is allowed to explore for each set of simulations. The initial ensemble for a particular set is generated based on a stable regime found from the previous set.}
\begin{tabular}{|c|c|c|c|}
\hline
Sample set & Constraints during RUN DMC & Then integrate for... \\
\hline
Set1 & $0\circ < \Phi_{de} < 180\circ$ & $0\circ < \Phi_{cb} < 180\circ$ & $0\circ < \Phi_{be} < 180\circ$ & $10^7$ yr \\
\hline
Set2 & $0\circ < \Phi_{de} < 60\circ$ & $120\circ < \Phi_{de} < 180\circ$ & $0\circ < \Phi_{cb} < 180\circ$ & $0\circ < \Phi_{be} < 13\circ$ & $10^6$ yr \\
\hline
Set3 & $0\circ < \Phi_{de} < 60\circ$ & $120\circ < \Phi_{de} < 180\circ$ & $0\circ < \Phi_{cb} < 4\circ$ & $0\circ < \Phi_{be} < 3\sqrt{16 - \Phi_{cb}^2}$ & $10^7$ yr \\
\hline
\end{tabular}
\end{table}
Table 7. Systematic offset and jitter estimates based on a 3D orbital model. Estimates are computed using 15.9, 50, and 84.1 percentiles. For other details, refer to Section 3.2.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Offset (m s⁻¹)</th>
<th>Jitter (m s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIRES Carnegie (pre-upgrade)</td>
<td>50.44 ± 0.34</td>
<td>50.49 ± 0.31</td>
</tr>
<tr>
<td>HIRES Carnegie (post-upgrade)</td>
<td>52.04 ± 0.56</td>
<td>52.12 ± 0.65</td>
</tr>
<tr>
<td>HIRES California (post-upgrade)</td>
<td>6.02 ± 0.90</td>
<td>8.05 ± 0.95</td>
</tr>
<tr>
<td>ELODIE</td>
<td>50.44 ± 0.34</td>
<td>52.04 ± 0.56</td>
</tr>
<tr>
<td>CORALIE</td>
<td>6.02 ± 0.90</td>
<td>8.05 ± 0.95</td>
</tr>
<tr>
<td>HARPS</td>
<td>6.02 ± 0.90</td>
<td>8.05 ± 0.95</td>
</tr>
</tbody>
</table>

6 BEHAVIOUR OF RESONANT ANGLES

6.1 Eccentricity resonances

With the final 3D orbital solutions from Set3 of Section 5, we investigate the behaviour of the critical angles associated with the MMRs relevant for this system. For both our stable coplanar and 3D orbital models, we compute the root mean square of the variability in each angle $\times \sqrt{2}$. For a system undergoing small-amplitude sinusoidal libration, this is an excellent approximation for the libration amplitude.

solutions from Set3 are shown as the bottom value of each cell in Table 6, as the solid green histogram in Fig. 3 and as green dots in Fig. 4. Performing everything described above, we find that the RVs alone place an upper limit of $\Phi_{cb} < 6.20$ and $\Phi_{bc} < 28.5$ based on a 99 per cent credible interval. However, if we expect the system to remain stable over the course of 10^7 years, the system must be roughly coplanar: $\Phi_{cb} < 2.60$ and $\Phi_{bc} < 7.87$ based on a 99 per cent credible interval.
For the $c$ and $b$ pair, the angles associated with the 2:1 MMR are the resonant angles, $\phi^{cb}_e = \lambda_e - 2\lambda_b + \sigma_c$, and $\phi^{cb}_b = \lambda_b - 2\lambda_c + \sigma_c$, and the secular angle $\sigma_c - \sigma_b$, where $\lambda$ and $\sigma$ are the mean longitude and longitude of pericentre, respectively. We find that each of these angles is librating with low amplitude about $0^\circ$. Fig. 5 shows the distribution of the libration amplitude for angles associated with the $c$ and $b$ pair. Similarly for the $b$ and $e$ pair, the angles associated with the 2:1 MMR are the resonant angles, $\phi^{be}_e = \lambda_e - 2\lambda_b + \sigma_c$, and $\phi^{be}_b = \lambda_b - 2\lambda_c + \sigma_c$, and the secular angle $\sigma_e - \sigma_b$. We find that $\phi^{be}_e$ librates about $0^\circ$ and the other two angles are circulating. Fig. 6 shows the distribution of the libration amplitude for angles associated with the $b$ and $e$ pair. For the $c$ and $e$ pair, the angles associated with the 4:1 MMR are the resonant angles, $\phi^{ce}_e = \lambda_e - 4\lambda_c + 3\sigma_c$, $\phi^{ce}_c = \lambda_c - 4\lambda_e + 3\sigma_c$, and $\phi^{ce}_b = \lambda_b - \sigma_c - 2\sigma_e$, and $\phi^{ce}_b = \lambda_c - 4\lambda_e + \sigma_c + 2\sigma_e$, and $\phi^{ce}_b = \lambda_b - \sigma_c - 2\sigma_e$. To distinguish these angles, the subscript refers to the multiplier in front of $\sigma$. We find that four of the five angles are circulating. $\phi^{ce}_e$ librates about $0^\circ$ with low to medium amplitude. Fig. 7 shows the distribution of the libration amplitude for $\phi^{ce}_e$. We report all of our libration amplitudes for coplanar and dynamically stable 3D orbital models in Table 8.

We find the secular angle $\omega_b - \omega_e$ is circulating, in contrast to previous studies that reported libration about $180^\circ$. This underscores the importance of performing self-consistent dynamical and statistical analyses when characterizing the evolution of interacting planetary systems.

The measured amplitude is interesting as it is neither so small as to imply strong dissipation nor so large as to suggest the absence of damping. Given the importance of this result, we performed additional tests to verify that our algorithm accurately characterizes the libration amplitude of the Laplace angle for both regular and chaotic systems. The methods and more detailed results of these tests are presented in Appendix A.

Upon the discovery of the outermost planet, Rivera et al. (2010) found that their best-fitting systems exhibit a 4:2:1 Laplace resonance. The associated angle, $\phi_{\text{Laplace}} = \lambda_e - 3\lambda_b + 2\lambda_c$, evolves chaotically. Based on the Carnegie RVs alone, they found that $\phi_{\text{Laplace}}$ librates about $0^\circ$ with an amplitude of $40^\circ \pm 13^\circ$ for a coplanar four-planet model. Fig. 8 shows our results for the posterior distribution for the libration amplitude for the Laplace argument for both the coplanar (33\(\pm12\)) and 3D (50\(\pm7\)) cases. The measured amplitude is interesting as it is neither so small as to imply strong dissipation nor so large as to suggest the absence of damping. Given the importance of this result, we performed additional tests to verify that our algorithm accurately characterizes the libration amplitude of the Laplace angle for both regular and chaotic systems. The methods and more detailed results of these tests are presented in Appendix A.

Figure 3. Mutual inclination distribution for planets $d$ and $c$. The dashed red histogram shows the initial 10,000 posterior samples from Set1 before any stability tests are performed. The solid green histogram shows a sample of 1000 systems from Set3 that were stable for at least $10^7$ years.

Figure 4. The joint cosine mutual inclination distribution for planets $c$ and $b$ (vertical axis) and $b$ and $e$ (horizontal axis). Contours map the approximate $1\sigma$ (68 per cent) and $2\sigma$ (95 per cent) credible regions for the initial 10,000 posterior samples from Set1 before any stability tests are performed. Horizontal hatch marks indicate the region for obtaining Set 2 and the vertical hatch marks indicate the region for obtaining Set 3, both described in Section 5 and Table 5. Green dots show a sample of 1000 systems from Set3 that were stable for at least $10^7$ years.
Figure 5. Libration amplitude distributions for the three resonant angles of the $c$ and $b$ planet pair in a 2:1 MMR. We compare libration amplitudes for a coplanar (blue dashed) and 3D (orange solid) orbital model. The two angles associated with the 2:1 MMR (top and middle panels) are librating about 0° with low amplitude. The secular angle (bottom panel) also librates about 0° with low amplitude.

Figure 6. Libration amplitude distributions for only librating angle of the $b$ and $e$ planet pair in a 2:1 MMR. We compare libration amplitudes for a coplanar (blue dashed) and 3D (orange solid) orbital model. For the vast majority of our sets of initial conditions, the other resonant argument and the secular angle are circulating.

6.2 Inclination resonances

Several studies have looked at inclination excitation and inclination resonance capture during planet migration phases (Thommes & Lissauer 2003; Lee & Thommes 2009; Libert & Tsiganis 2009; Teyssandier & Terquem 2014). The general conclusion in these studies is that inclination resonances can form during the formation phase but are likely to be short-lived. A recent study by Barnes et al. (2015) investigated the orbital evolution of MMR systems with mutually inclined orbits in the post-formation phase. They find that their synthetic systems evolve chaotically but still retain dynamical stability and remain in a MMR. Drawing upon these...
circulate on time-scales of all of our models. Occasionally librate for a short period of time, this is sufficiently

We have meaningfully constrained the 3D orbital architecture of the GJ 876 planetary system, based on 367 Doppler observations from several observing sites.

To verify the nature of the ~124 d signal, we performed Bayesian model comparison of five different physical models, spanning three to five planets. Since each evaluation of the likelihood requires an $N$-body integration for a strongly interacting planetary system like GJ 876, Bayesian model comparison becomes computationally costly. Therefore, it was particularly important that we apply an efficient and parallelizable algorithm. We refined and applied a modified importance sampling algorithm to compute the fully marginalized likelihood, or Bayesian evidence, starting from a posterior sample computed via MCMC methods (Ford & Gregory 2007; Guo 2012; Weinberg et al. 2013). The algorithm parallelizes readily and was implemented on GPUs using the SWARM-NG framework (Dindar et al. 2013). While previous studies have computed Bayes factors using other algorithms (e.g. nested sampling, Feroz, Hobson & Bridges 2009; Kipping 2013; Placek, Knuth & Angerhausen 2014; geometric-path Monte Carlo, Hou, Goodman & Hogg 2014), these studies have assumed that the motion can be described as the linear superposition of Keplerian orbits, which is unsuitable for strongly interacting planetary systems such as GJ 876. We believe this study to be the first example of rigorous Bayesian model comparison applied to strongly interacting planetary systems. This algorithm is relatively easy to implement and worked well even for our high-dimensional (~30–40 parameter) models.

We determined that a four-planet model is most appropriate for the present data, based on a self-consistent Bayesian and $N$-body analysis (Sections 3.3 and 3.4). When computing the evidence for our finite set of models, we can decisively choose a model with four signals with Bayes factors exceeding $10^3$. We find a Bayes factor of ~30 when comparing a four-planet model ($M_4$) to a model with three planets plus a decoupled sinusoid, which could result from either a fourth planet in a circular orbit or a stellar activity signal ($M_{3\text{incl}}$).

On one hand, a Bayes factor of ~30 is not large enough by itself to definitively choose the four-planet model. On the other hand, we find no reason to suspect that stellar activity is masquerading as a planetary signal. Looking at activity-sensitive indicators in publicly available HARPS spectra, we measure a stellar rotation period of 95 ± 1 d. This does not directly correspond with any of the planets’ orbital periods. As expected, the stellar rotation period and annual observing cycle lead to an alias with a frequency of ~128 d. In our coplanar model, the orbital period of $e$ is 124.5 ± 1.3, differing from the 128 d alias at slightly more than the 2σ level. If the signal were due solely to aliasing of the annual observing cycle with the stellar rotation period, then there should be an even stronger signal corresponding to the stellar rotation in the periodogram of the RV residuals (after subtracting the RV signal due to the inner three planets). Rivera et al. (2010) and Baluèv (2011) looked for but did not find this effect, concluding that the signal is best explained by planet $e$.

Through numerical integrations of systems where planet $e$ was treated as a test particle, Rivera et al. (2010) explored the parameter space near the best-fitting GJ 876 solution to the Carnegie RVs. These tests suggested that the true system might be chaotic and was likely surrounded by regions of phase space with short-lived (unstable) orbits. Martí, Giuppone & Beaugé (2013) studied the two reported four-planet solutions to the RV data using the MEGNO method (e.g. Cincotta & Simó 2000) and found that these trajectories

2 https://github.com/RoryBarnes/InvPlane
were both chaotic and in the Laplace resonance. We show the most probable Lyapunov time to be $\sim 10$ yr for both our coplanar and dynamically stable 3 D models (Appendix A3). This time-scale is consistent with the results of Batygin, Deck & Holman (2015) which were based on combining a simplified dynamical model and a point estimate for orbital parameters.

Strongly interacting planetary systems like GJ 876 could have unusually large transit timing variation amplitudes, enabling detailed characterization via the transit timing technique. Upcoming unusually large transit timing variation amplitudes, enabling derivation usually yields planet pairs in higher order resonances (second or greater), with larger semimajor axes (\(>1\) au) and/or with a more massive outer companion. The latter result could explain the $c$ and $b$ pair, but after considering $e$ and the observed Laplace resonance, planet–planet scattering alone becomes a less likely formation channel for the GJ 876 planets. Indeed, Moeckel & Armitage (2012) run a set of simulations modelling multi-planet systems during disc clearing phase and subsequent gas-free (purely Newtonian) phase and find that systems were much more likely to form resonant chains if scattering events did not occur. In the presence of a planetesimal disc, already ‘marginally stable’ systems can also form resonant chains (Raymond, Armitage & Gorelick 2009).

We encourage future studies to explore the predictions of these formation models for comparison to the GJ 876 system. Continued long-term RV monitoring and/or astrometric observations from Guia could continue to improve the dynamical constraints on this landmark system.
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with their input values. Batygin et al. (2015) provide an elegant explanation of how such a chaotically evolving Laplace angle could have formed, and show that it can provide limits on the system’s early formation: smooth migration can only form systems with relatively small libration amplitude and regular non-chaotic evolution; stochastic migration is required to form chaotically evolving systems with large libration amplitudes.

At face value, our results (Section 6) provide evidence for chaotic evolution of the Laplace argument in the GJ 876 system. Given the importance of this result, we performed additional tests to determine whether small libration amplitude is likely to be erroneously classified as chaotic orbital evolution. We simulated RV observations of a variety of synthetic coplanar systems and then applied our RUN DMC algorithm to verify that the recovered parameter estimates (in particular the libration amplitude of the Laplace angle) are consistent with their input values.

**APPENDIX A: FITTING SYNTHETIC SYSTEMS WITH KNOWN PROPERTIES**

Batygin et al. (2015) provide an elegant explanation of how such a chaotically evolving Laplace angle could have formed, and show that it can provide limits on the system’s early formation: smooth migration can only form systems with relatively small libration amplitude and regular non-chaotic evolution; stochastic migration is required to form chaotically evolving systems with large libration amplitudes.

At face value, our results (Section 6) provide evidence for chaotic evolution of the Laplace argument in the GJ 876 system. Given the importance of this result, we performed additional tests to determine whether small libration amplitude is likely to be erroneously classified as chaotic orbital evolution. We simulated RV observations of a variety of synthetic coplanar systems and then applied our RUN DMC algorithm to verify that the recovered parameter estimates (in particular the libration amplitude of the Laplace angle) are consistent with their input values.

**A1 Methodology: creating synthetic planetary systems and data sets**

Batygin (private communication) provided orbital elements for the results of one of their stochastic migration simulations. We integrated this system forward, confirming that the evolution of the Laplace resonance angle, $\phi_{\text{Laplace}}$, is indeed chaotic and has a libration amplitude $\sim 80^\circ$. This synthetic system will be referred to as $S_{\text{Chaos:80}}$ henceforth (Fig. A1, left).

To complement this, we then performed a number of smooth migration simulations in which the resultant simulations are regular and have low libration amplitudes. These migration simulations used the damped $a$ and $e$ method described in Lee & Peale (2002), which was implemented in a modified version of MERCURY (Chambers 1999). We set up three-planet systems so that each initial planetary period ratio was a little larger than 2:1 with their inner neighbour. Then, we applied the damped-migration model to the outer planet until it caught into a 2:1 resonance with the middle planet. We continued the forced, damped migration until this outer resonant pair caught into a 4:2:1 resonance with the innermost planet. Finally, we removed all forms of damping from the system and let them evolve for $\sim 10^5$ years, ensuring that they were in an undamped equilibrium state.

We performed a number of these simulations and selected a system from these with final (i.e. after turning off orbital damping) libration amplitude of $\sim 20^\circ$. Most simulations resulted in a Laplace argument with very small libration amplitude ($\sim 1^\circ$) during the damping phase and rose to several tens of degrees after the damping was removed. This particular system had a libration amplitude significantly smaller than the best fit from Section 6, allowing us to test whether our fitting procedure artificially increases the libration amplitude. This synthetic system will be referred to as $S_{\text{Reg:20}}$ henceforth (Fig. A2, left).

We generate an RV data set for both $S_{\text{Chaos:80}}$ and $S_{\text{Reg:20}}$ using the same RV time series with their associated offsets and jitters described in Section 3.2. We include the innermost, non-resonant planet with the following orbital properties and coplanar with the migrated planets: $P_d = 1.937\, 821\, \text{d}$, $m_d = 2.21 \times 10^{-5}\, M_\odot$, $e_d = 0.072$, $\omega_d = -137.09$, and $M_d = 289.23$. For each synthetic measurement ($v_{\text{obs}}$), we compute the RV value at that time ($v_{\text{mod}}$), then add two noise terms: one drawn from a standard

**Figure A1.** RV analysis of a synthetic system generated from a turbulent migration model, $S_{\text{Chaos:80}}$, from Batygin et al. (2015). Left: the chaotic evolution of $\phi_{\text{Laplace}}$ over the course of 100 years for model $S_{\text{Chaos:80}}$. Right: the distribution of the $\phi_{\text{Laplace}}$ libration amplitude based on three realizations (green solid, red dashed, blue dash–dotted) of the RV data generated from the synthetic system, $S_{\text{Chaos:80}}$. 
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normal scaled by the measurement uncertainty $\sigma_{\text{obs}}$ and a similar term but scaled by the jitter value corresponding to that observation, i.e., $v_{\text{obs}} = v_{\text{mod}} + N(0, 1) \times \sigma_{\text{obs}} + N(0, 1) \times \sigma_{\text{jit}}$.

These data sets were then used as simulated input observations for RUN DMC, and a full differential evolution MCMC was performed on each synthetic data set (in the same manner as was performed on the real data, and described in Sections 3.1 and 4). We performed three realizations of the RV time series for both $S_{\text{Chaos:30}}$ and $S_{\text{Reg:20}}$.

### A2 Results for synthetic planetary systems

In right-hand panel of Fig. A1, we show the $\phi_{\text{Laplace}}$ libration amplitude distribution for the three realizations of the RV time series based on $S_{\text{Chaos:30}}$. The chaotic nature of $S_{\text{Chaos:30}}$ is shown in Fig. A1 (left) where the periodicity and peak-to-peak variation are not constant in time. There is a rough variation of $\sim 160^\circ$ corresponding to an amplitude of $\sim 80^\circ$. For each realization, we find libration amplitudes of $97\pm 7^\circ$ (blue dash–dotted), $96\pm 8^\circ$ (red dashed), and $91\pm 5^\circ$ (green solid) degrees based on 1000 solutions each. Only a few solutions from each of these realizations were unstable over the short integration baseline (1 kyr). These estimates are qualitatively consistent with the input amplitude.

In right-hand panel of Fig. A2, we show the $\phi_{\text{Laplace}}$ libration amplitude distribution for the three realizations of the RV time series based on $S_{\text{Chaos:30}}$. A significant fraction of our posterior sample for each realization was not dynamically stable. Specifically, only 548, 496, and 673 systems remained after the 1 kyr integration. We find that the RV analysis of the synthetic data overestimated the outermost planet’s mass by $\sim 20$ per cent, which could be reason for such a large fraction of unstable systems. We find libration amplitudes of $25.6\pm 4.7^\circ$ (blue dash–dotted), $22.9\pm 5.8^\circ$ (red dashed), and $19.5\pm 5.6^\circ$ (green solid) degrees based on the remaining short-term stable systems. Again, these values are qualitatively consistent with the input amplitude of $\sim 20^\circ$.

It is clear from these results that our RUN DMC algorithm does not significantly bias the recovered libration amplitudes for the 4:2:1 resonance of the outer three planets in the GJ 876 system. Thus, we believe that our best-fitting libration amplitude for the real data (Section 6) is accurate and the GJ 876 system is in a chaotically librating state, with a high-amplitude libration.

### A3 Estimation of Lyapunov times for GJ 876 orbital solutions

Batygin et al. (2015) suggest that the GJ 876 system is chaotic, with a characteristic time-scale (or Lyapunov time, defined below) for the chaos of roughly 14 yr. This theoretical study ignored the innermost planet and treated the system as coplanar. An estimate of the Lyapunov time for the four-planet, coplanar RV orbital solution of Rivera et al. (2010) was consistent with the analytic estimate. Barnes et al. (2015) suggest that mutually inclined systems in or near an MMR can also exhibit chaotic evolution.

Here we study the nature of three sets of solutions: first, the 1000 long-term stable, 3D orbital models described in Section 5; 1000 coplanar models described in Section 4; and 1000 coplanar models based on the $S_{\text{Reg:20}}$. We determine whether or not the orbits are chaotic by evolving simultaneously the standard gravitational equations of motion and the variational equations of motion, which yields an estimate of the Lyapunov time of a trajectory (e.g. Lichtenberg & Lieberman 1992). The variational equations govern the behaviour of small perturbations to an orbit and therefore can be used to study how perturbations evolve in time. For chaotic orbits, small perturbations of length $D$ grow exponentially as $D \sim e^{\tau}$ with a characteristic time $\tau$, which in the limit as $t \to \infty$ is defined as the (minimum) Lyapunov time. Our finite time integrations are used to estimate this Lyapunov time as $t_{\text{final}}/\log [(D_{\text{final}})]$, where $t_{\text{final}}$ is the total integration time, $D(t = 0) = 1$, and $D_{\text{final}}$ is the total length of the ‘perturbation’ at the end of the integration. Note that $D$ in principle can become very large, but since the variational equations are linear in the components of $D$, the absolute length of $D$ need not be small for the variational equations to apply. If an orbit is regular, the reported Lyapunov time will be comparable to the integration time, though integrations cannot prove that an orbit is regular. These integrations must therefore be carried out for long enough such that the chaotic and regular orbits have markedly different reported Lyapunov times.

We employed a Wisdom–Holman mapping in canonical astrocentric coordinates to integrate both the equations of motion and the variational equations (Wisdom & Holman 1991). A third-order symplectic corrector was implemented to improve the accuracy of these integrations (Wisdom, Holman & Touma 1996; Chambers 1999; Wisdom 2006). We used a simple prescription for the effects of general relativity which leads to precession of the orbits.
with the correct time-scale (Milani & Nobili 1983). As we will show, the Lyapunov times of the orbits were significantly shorter than the time-scale of precession due to general relativity, and so this approximate version of general relativity is sufficient for a good estimate of the Lyapunov times for the orbits studied.

The Wisdom–Holman integrator can be used with a time step as large as a 10th or 20th of the shortest orbital time-scale in the system (Wisdom & Holman 1992; Rauch & Holman 1999). For GJ 876, this corresponds to the time needed to resolve the pericentre passage of the innermost planet. We estimate this using the orbital period of the innermost planet as if its semimajor axis was equal to the pericentre distance, \( P_{\text{eff}} \approx P_{\text{orb}}(1 - e)^{3/2} = 1.6 \text{ d,} \)

\[ P_{\text{eff}} \approx P_{\text{orb}}(1 - e)^{3/2} = 1.6 \text{ d,} \]

where \( e \approx 0.1 \) and \( P_{\text{orb}} \approx 2 \text{ d.} \) We used a time step of either 0.14 or 0.014 d when integrating the set of 3D solutions, and, as discussed below, these yield similar estimates of the Lyapunov times. For both coplanar set of solutions, we used a time step of 0.14 d. The maximum fractional energy error \( \Delta E/E \) was \( \sim 10^{-5} \) for the 3D set of orbits with a time step of 0.14 d, \( \sim 10^{-10} \) for the same set with a time step of 0.014 d, and \( \sim 10^{-7} \) for the coplanar set of orbits. These integrations lasted \( 10^4 \) years.

In Fig. A3, we show the distribution of Lyapunov times for the 3D set of solutions resulting from the integrations employing both time steps and the distribution of Lyapunov times for the coplanar set of solutions. These integrations all agree that the motion of these orbits is chaotic with a Lyapunov time of roughly 10 yr, consistent with the analytic estimate of Batygin et al. (2015). The small peak at \( 10^3 \) years in the distribution of Lyapunov times for the coplanar orbital solutions to the data corresponds to orbits which might be regular. However, the vast majority of coplanar orbits studied were chaotic. The close agreement between Lyapunov times estimated for the 3D and coplanar sets is also consistent with the analysis of Batygin et al. (2015) and Martí et al. (2013) in that the chaotic motion is captured by a coplanar approximation of the true system.

During the integrations with a time step of 0.14 d, \( \sim 10 \) orbits in each set (3D versus coplanar) were flagged as unstable. With the smaller time step of 0.014 d, no orbit in the set of 3D orbits was flagged as unstable. This suggests that the smaller time step might be necessary for studying the long-term stability of these orbits using a Wisdom–Holman integrator. However, since the two time steps agree on the distribution of Lyapunov times, we believe that these results are robust. Lastly, we do not show the results of the coplanar set of solutions fitted to synthetic data, since our integrations suggested that nearly all of these orbits were not only chaotic but also showed instability on short \( (10^4 \text{ yr}) \) time-scales. We defer any further analysis of the stability of these synthetic solutions to future work.

Figure A3. The distribution of estimated Lyapunov times for the GJ 876 system. These estimates are the result of integrations of the set of \( 10^3 \) 3D orbital solutions fitted to the RV data, employing a time step of 0.14 d (red) and with a time step of 0.014 d (black), and for the 1000 solutions fitted to the data assuming coplanar orbits, which employed a time step of 0.14 d (blue).
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