Calculation of dopant solubilities and phase diagrams of X–Pb–Se (X = Br, Na) limited to defects with localized charge
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1. Introduction

Impurity dopants are key to unlocking the potential of semiconductors for a variety of applications. Impurities act as extrinsic dopants that allow for precise control over charge carrier sign and densities. In a semiconductor with an ideal dopant, the excess charge supplied is directly related to the dopant concentration. In PbSe, for example, the substitution of a Br atom for a Se atom should make an ideal n-type dopant because each Br brings one extra electron even though the electronic states of Br are essentially the same as those of Se. Similarly the substitution of Na for Pb should be ideal for p-type PbSe. In many applications, the performance of a semiconductor is limited by the dopant solubility, which is the amount of dopant that can be incorporated before a dopant-rich secondary phase precipitates from the semiconductor (known as dopant precipitation). Such formation and evolution of unwanted secondary phases often harms lifetime performance, or even the stability and integrity of the material. A phase diagram provides essential information for material design to address these challenges. However, experimental phase diagrams are not always available, or available without enough detail in the region of interest. In such cases, calculated phase diagrams could provide alternative guidelines and help in the development new materials.

Density functional theory (DFT)2,3 based defect energy calculations provide powerful insights for understanding properties of lightly doped semiconductors used as photovoltaics or optoelectronics (see, for example ref. 4) that have band gaps of nearly 1 eV or greater. Such studies have been particularly helpful in identifying charge state transitions of deep defects, states that form well inside the forbidden energy gap.

In this study, we use DFT methods to investigate the defect thermodynamics of ideal dopants in the narrow band gap (≈0.3 eV) semiconductor PbSe. Experiments performed for this work show that Br is indeed an ideal donor dopant and Na is an ideal acceptor dopant with essentially 100% doping effectiveness, indicating that one charge carrier is measured for each impurity atom. Doping effectiveness is defined as the ratio of

\[ \text{Doping Effectiveness} = \frac{\text{Excess Charge}}{\text{Dopant Concentration}} \]

The control of defects, particularly impurities, to tune the concentrations of electrons and holes is of utmost importance in the use of semiconductor materials. To estimate the amount of dopant that can be added to a semiconductor without precipitating secondary phases, a detailed phase diagram is needed. The ability of ab initio computational methods to predict defect stability can greatly accelerate the discovery of new semiconductors by calculating phase diagrams when time-consuming experimental ones are not available. DFT defect energy calculations are particularly successful in identifying doping strategies by determining the energy of multiple defect charge states in large band gap semiconductors and insulators. In metals, detailed phase diagrams can be determined from such calculations but only one, uncharged defect is needed. In this work, we have calculated dopant solubilities of Br and Na in the thermoelectric material PbSe by mapping its solvus boundaries in different regions of the respective ternary phase diagrams using DFT defect energy calculations. The narrow gap PbSe provides an example where defects with nominal charge state (based on valence counting) have property-localized charge states. However, defects with unexpected charge states produce delocalized electrons, which are then, in effect, defects with the expected charge state. Simply applying the methods for calculating multiple defect charge states in PbSe and treating them as separate defects fails to predict properties measured by experiments. Performing thermodynamic calculations using only the expected charge states, excluding others, enables accurate prediction of experimentally measured doping efficiencies and phase diagrams. Identifying which defect charge states to include in thermodynamic calculations will expedite the use of such calculations for other semiconductors in understanding phase diagrams and devising effective doping strategies.
carrier concentration of the sample to the amount of dopant added to it and is given by,

\[ \eta = \frac{n - p}{\sum_{d} c_{d,q}} \text{ or } \frac{p - n}{\sum_{d} c_{d,q}}, \]  

where the numerator is electron concentration \((n - p)\) in the case of Br–Pb–Se and \((p - n)\) in the case of Na–Pb–Se, and \(\sum_{d} c_{d,q}\) is the total atom concentration of the dopant in the PbSe phase found by summing over all the dopant containing defects. PbSe is chosen because the lead chalcogenides (PbQ, Q = Te, Se, S) with the rock-salt structure are excellent thermoelectric materials\(^5\)\(^–\)\(^13\) for applications between 600 K and 900 K,\(^14\) where its \(zT\) exceeds \(1\)\(^3\)\(^\text{(13)}\) for both p-type\(^5\) and n-type\(^6\) materials. Br is chosen due to its comparable size and electronic structure to Se, and reported \(zT = 1.1 \pm 0.1\) at 850 K.\(^8\) Similarly, Na provides fine control over hole carrier concentration\(^5\),\(^15\) that leads to \(zT\) close to \(1\) at 850 K in PbSe.\(^6\),\(^16\)

Despite the frequent use of these impurity dopants, no experimental literature is available (to the authors knowledge) on the phase diagrams of Br–Pb–Se or Na–Pb–Se, which is unsurprising due to the complexity of the experiments required to determine a ternary phase diagram. Accurate calculations of dopant solubilities could supplant tiresome experiments in the search for new semiconductors.

2. Methodology

The solubility limits of dopants in the PbSe phase in the ternary phase spaces of the Br–Pb–Se and Na–Pb–Se systems are determined by first using DFT\(^\text{17}\) to calculate the defect formation energies of intrinsic and extrinsic defects consisting of vacancies \((V_{\text{Pb}}, V_{\text{Se}})\), substitutions \((\text{Pb}_{\text{Se}}, \text{Se}_{\text{Pb}})\), interstitials \((\text{Pb}_i, \text{Se}_i)\), and dopant-containing defects consisting of Br and Na substitutions on Pb or Se \((\text{Br}_\text{Pb}, \text{Br}_\text{Se}, \text{Na}_\text{Pb}, \text{Na}_\text{Se})\), as well as interstitial Br and Na \((\text{Br}_i, \text{Na}_i)\), all in neutral and charged states ranging from \(-2\) to \(+2\). The defect formation energy of a defect \(d\) of charge \(q\) is given by,\(^18\)

\[ \Delta E_{d,q} = \left[ E_{d,q} - E_{H} \right] + \sum_{z} n_{d}^{z} (\mu_{0}^{z} + \Delta \mu_{z}) + q \left( E_{\text{VBM}} + \Delta V_{\text{PA}} + \mu_{c} \right) + \Delta E_{\text{IC}}, \]  

\[(2)\]

where \(E_{d,q}\) and \(E_{H}\) are the DFT total energies of the defect containing PbSe supercell and the pure PbSe supercell, respectively, \(n_{d}^{z}\) is the number of atoms added \((n_{d}^{z} = -1)\) or removed \((n_{d}^{z} = +1)\) from the pure supercell to form the defect, \(\mu_{0}^{z}\) is the chemical potential of element \(z\) in its ground state or standard metallic state, and \(\Delta \mu_{z}\) is the change in the chemical potential of \(z\) corresponding to a particular phase equilibrium between PbSe and other compounds in the X–Pb–Se systems. \(\mu_{0}\) and \(\Delta \mu_{z}\) are calculated using elemental ground state energies and compound formation energies taken from the Materials Project\(^19\)\(^–\)\(^21\) (the calculation settings used by the Materials Project are verified to be the same as those used in the calculation of defect energies in this work so as to avoid any errors in the formation energies). \(E_{\text{VBM}}\) is the energy of the valence band maximum (VBM) and corresponds to the energy of the highest occupied level. \(\Delta V_{\text{PA}}\) is the potential alignment (PA) correction term used to re-align defect energy levels with energy levels of the host supercell, and is calculated using \(\Delta V_{\text{PA}} = \left( \frac{V_{d,q} - V_{H}}{C_{0}} \right)\),\(^22\) where \(V_{d,q}\) and \(V_{H}\) are the spherically-averaged electrostatic potentials of the defect and host supercells, respectively, far from the defect site so as to avoid including any spurious chemical interactions with it. The potential alignment correction term ranges from \(+0.08\) eV to \(-0.13\) eV for various charged defects. \(\Delta E_{\text{IC}}\) is the image charge correction energy term that is added to the defect formation energy in order to model a true isolated charge defect in a size-limited supercell in non-degenerate conditions, and is calculated using the Makov–Payne expansion.\(^23\) The dielectric constant \(\varepsilon\) used in this expansion is calculated to be equal to 594 (including both ion-clamped and ionic contributions) for PbSe using density functional perturbation theory as implemented in the Vienna Ab-initio Simulation Package (VASP).\(^24\)\(^–\)\(^26\) Due to the high dielectric constant of PbSe, \(\Delta E_{\text{IC}}\) has a maximum value of \(\approx 7\) meV in this work for \(q = \pm 2\) charges, and thus has a minimal effect on defect formation energies. Finally, \(\mu_{c}\) in eqn (2) is the electron chemical potential that is the additional energy of electrons in our system, and is set to range in values around the energies of the VBM and CBM (conduction band minimum) for plots showing the variation of defect formation energies as functions of electron chemical potential. \(\mu_{c}\) is calculated as a function of temperature \(T\) and chemical potentials \(\{\mu_{z}\}\) by solving the charge-neutrality condition,

\[ n - p = \sum_{d} q_{d} c_{d,q}. \]  

\[(3)\]

where \(n\) and \(p\) are the free carrier concentrations of electrons and holes given by,\(^27\)

\[ n = \int_{E_{\text{VBM}}}^{+\infty} n(E) f(E; \mu_{c}, T) dE, \]  

\[(4)\]

\[ p = \int_{-\infty}^{E_{\text{CBM}}} n(E) \left[ 1 - f(E; \mu_{c}, T) \right] dE, \]

where \(n(E)\) is the density of states of the defect-free crystal, and \(f(E; \mu_{c}, T)\) is the Fermi–Dirac distribution. \(c_{d,q}\) is the defect concentration, and in the dilute limit is given by,\(^27\)

\[ c_{d,q} = \frac{N_{\text{site}}^{d,q} c_{d,q}^{\text{sym}} e^{-\Delta E_{d,q}/kT}}{\sum_{q} N_{\text{site}}^{d,q} c_{d,q}^{\text{sym}} e^{-\Delta E_{d,q}/kT}}, \]  

\[(5)\]

where \(N_{\text{site}}^{d,q}\) is the number of defect sites per formula unit of PbSe and \(N_{\text{sym}}^{d,q}\) is the number of geometrically distinct but symmetrically equivalent ways of adding defect \(d\) with charge state \(q\) to a site.

The solvus boundaries of PbSe in the X–Pb–Se systems are calculated by summing over concentrations of each defect \(d\), weighted by \(-n_{d}^{z}\) which is the change in composition of the XPbSe phase due to that defect, and is given by,\(^28\)

\[ n_{z} = \sum_{d} -n_{d}^{z} c_{d,q}. \]  

\[(6)\]
When calculated under chemical potentials \( \{ \mu_i \} \), which represent different phase equilibrium regions between PbSe and other compounds in the phase diagram, and at a particular temperature \( T \), we obtain an isothermal section of the phase boundaries of PbSe in the system X–Pb–Se. Further details of this methodology can be found in ref. 29.

3. Results and discussion

Fig. 1 and 2 show the defect formation energies of the lowest energy defects in the Br–Pb–Se and Na–Pb–Se systems, respectively, plotted as a function of electron chemical potential or Fermi level \( m_e \) for different regions of three-phase equilibrium that contain the PbSe phase. The dominant defects (defects with highest concentrations) of a system are determined by the equilibrium \( m_e \) calculated as a function of temperature and atomic chemical potentials by numerically solving the charge neutrality condition in eqn (3). In the case of Br–Pb–Se, the equilibrium \( m_e \) is positioned where, from Fig. 1, the lowest energy defects are \( Br^{+1}_c Se \) and \( V_{Pb}^0 \) in the Se-rich PbSe–Se–PbBr_2 region and \( Br^{+1}_c \) and \( Br_0^{+1} \) in the Pb-rich Pb–PbSe–PbBr_2 region. In Na–Pb–Se, from Fig. 2, the defect energy landscape in three out of the four regions of three-phase equilibria is dominated by the \( Na_{Pb}^{+2} \), \( Na_{Pb}^{+1} \), \( Na_{Pb}^0 \), and \( Na_{Pb}^{-1} \) defects. Whereas \( Na_{Pb}^{-1} \) is an acceptor defect that tends to dope PbSe p-type, the \( Na_{Pb}^{+2} \) and \( Na_{Pb}^{+1} \) defects are donor defects that tend to dope PbSe n-type. However, it is well-known that Na is a p-type dopant in PbQ systems with Na substitution on the Pb^{+2} sublattice producing one conducting hole for each substitution. Thus, the \( Na_{Pb}^{+2} \) and \( Na_{Pb}^{+1} \) defects would not be expected to be present in notable concentrations, and this discrepancy will be addressed below. The unexpected...
acceptor defects \( \text{Br}_0^+ \) and \( \text{Br}_0^- \) do not pose an immediate problem as they are higher in energy than the defects shown in Fig. 1.

The remaining neutral defects, \( \text{Br}_0^0 \) in Br–Pb–Se and \( \text{Na}_0^0 \) in Na–Pb–Se, would, according to the low energies calculated, appear to play a dominant role in determining the dopant concentrations and effectiveness. The formation energy of the \( \text{Br}_0^0 \) defect in the Pb-rich Pb–PbSe–PbBr\(_2\) region is slightly negative at about –8.8 meV (independent of Fermi level), and the equilibrium Fermi level in these conditions is positioned where the formation energies of these defects are negative. A similar issue is seen in Na–Pb–Se (Fig. 2): the defect formation energy of \( \text{Na}_0^0 \) is negative, with a minimum of –0.171 eV, in three out of four regions of three-phase equilibria: PbSe–Na\(_2\)Se–NaSe, PbSe–NaSe–NaSe\(_2\), and Se–PbSe–NaSe\(_2\). This issue is however not seen in the Na–Pb–Te system in which, from ref. 28, the \( \text{Na}_0^0 \) defect is higher in energy and lower in concentration than the \( \text{Na}_0^0 \) defect at equilibrium Fermi levels in all regions of the phase diagram. Negative defect formation energies (of neutral defects, which do not depend on \( \mu_e \)) lead to unusually large concentrations of defects, and thus low (essentially zero) dopant effectivity. If true, such defect formation energies would indicate non-equilibrium conditions or disorder at 0 K, and that the system could lower its energy by evolving to a different state with an ordered arrangement of these defects. There are several frequently suspected causes for negative defect formation energies, which are listed below. For each of them we provide a rational argument for its insufficient impact on the results,

– First, unknown ternary compounds in the Br–Pb–Se and Na–Pb–Se systems could change the chemical potential map and hence the defect energies:

  The relative energy difference between defects of the same element type but different charge state (e.g., Br\(_0^+\) vs. Br\(_0^-\)) does not depend on the chemical potential. Thus the low doping effectiveness calculated due to neutral defects will not be affected by the presence of unknown ternary phases (discussed in more detail later in this section).

– Second, inaccuracy of correction methods, such as image charge, potential alignment, band-filling corrections (not included here):

  Because the image charge and potential alignment corrections terms only affect charged defects, they cannot influence the neutral Br\(_0^0\) and Na\(_0^0\) defects (\( q = 0 \) in eqn (2)). Additionally, the magnitude of band-filling corrections\(^{35}\) are not expected to be significant enough to resolve the issues discussed here.

– Third, non-convergence of formation energies at employed supercell size:

  The formation energies of the defects in question appear to be converged within 0.1 eV, while, as we shall see below, the defect energies are at least 0.5 eV too low. Furthermore, in this work, these energies are found to decrease with an increasing supercell size, which follows a trend opposite to what may resolve the issue of unexpectedly low formation energies.

– Fourth, as evidenced by an incorrect band gap, an incorrect determination of defect energies due to the DFT method employed that does not include spin–orbit coupling (SOC) effects, the use of hybrid functionals, or employment of the GW approach, etc.:

  The calculated direct band gap of 0.41 eV at the \( L \) point using GGA over-estimates but is in fairly good agreement with the experimentally obtained value of 0.28 eV at room temperature.\(^{33–35}\) Previous calculations in ref. 36–38 show that including SOC effects reduces the gap to near zero or negative values, representative of a metal, whereas the GW method or the use of hybrid HSE06 functionals, with and without SOC, leads to band gaps of \( \approx \) 0.13 eV and 0.58 eV, respectively, which are both farther from experimental measurements than PBE-GGA. Also note that even in cases of materials with better agreement between calculated and experimental band gaps, the employment of these methods to defect supercells of size in the order used in this work (250 atoms) is computationally impractical. Although such calculations are plausible on smaller supercells, the image charge and potential alignment correction terms become very large, making any errors in these terms more pronounced, potentially negating the beneficial effect of using an accurate band gap.

In order to quantify the magnitude that the calculated Br\(_0^0\) defect formation energy must be underestimated we calculate the doping effectiveness using eqn (1) at 973 K in the Pb–PbSe–PbBr\(_2\) region of Br–Pb–Se and PbSe–Na\(_2\)Se–NaSe region of Na–Pb–Se as shown in Fig. 3. In this figure, horizontal dashed lines have been used to mark the expected doping efficiencies that is known from extensive Hall effect measurements on polycrystalline PbSe doped with Br or Na to be nearly 100% for the sample Pb\(_{1.005}\)Se\(_{0.995}\)Br\(_{5.008}\) and 90% for the sample Pb\(_{0.967}\)Na\(_{0.012}\)Se\(_{1.1}\) with the expected dominant defects being Br\(_0^+\) and Na\(_0^+\), respectively. These results are from samples made by first melting nominal compositions of Pb\(_{1.005}\)Se\(_{1-x}\)Br\(_x\) or Pb\(_{1-x}\)Na\(_x\)Se. The ingots were annealed at 973 K.

![Fig. 3](image-url)  
**Fig. 3** Calculated doping effectiveness (computed using eqn (1)) of the shown defects at 973 K in the Pb–PbSe–PbBr\(_2\) region of Br–Pb–Se and PbSe–Na\(_2\)Se–NaSe region of Na–Pb–Se calculated by varying the formation energies of the neutral Br\(_0^0\) and Na\(_0^0\) defects (\( x \)-axis), respectively. \( \Delta E = \Delta E_{\text{DFT}}^{\text{ GW}} \) indicates the change from the true DFT calculated formation energy. Dashed lines mark the experimentally measured values of doping effectiveness for each system. As can be seen from this plot, the calculated doping effectiveness in both systems matches experimental measurements only when the formation energies of the neutral defects are raised by \( \approx \) 0.5 eV from the DFT value.
for 72 hours, followed by consolidation of crushed powder by hot pressing, after which their Hall effect carrier densities were measured. While \( \text{Br}_{\text{Se}}^{+1} \) produces one electron in the conduction band per Br atom, the extra 4p electron in \( \text{Br}_{\text{Se}}^{0} \) is in a truly neutral defect should be localized around the defect. Thus, \( \text{Br}_{\text{Se}}^{0} \) serves only to reduce the doping effectiveness. The formation energies of the charged defects \( \text{Br}_{\text{Se}}^{+1} \) and \( \text{Na}_{\text{Pb}}^{0} \) is expected to be as low as calculated and shown in Fig. 1 and 2 such that they dominate the defect energy landscape of the most stable defects in these systems, which indicates that it must actually be the formation energies of \( \text{Br}_{\text{Se}}^{0} \) and \( \text{Na}_{\text{Pb}}^{0} \) that must be underestimated. Upon variation of the formation energies of these neutral defects from their true DFT calculated values as shown with solid lines in Fig. 3, we find the underestimation from this plot to be at least 0.5 eV.

The severe underestimation of the \( \text{Br}_{\text{Se}}^{0} \) formation energy using DFT can be traced to delocalization of the extra Br electron in the DFT calculation, which leads us to conclude these do not represent the intended defects. Thus, in essence, this energy does not reflect the energy of the neutral defect with a localized charge, but instead the energy of a donor defect where the electron has formed a large polaronic state at the bottom of the conduction band. Such large polarons, which are essentially electrons in hydrogen atom like states around a central, charged (but screened) defect are expected from shallow defects. In Fig. 4 we plot the partial charge density of the highest occupied state calculated for PbSe with the neutral \( \text{Br}_{\text{Se}}^{0} \) defect. These electrons are clearly not localized around the Br defect but delocalized as part of the conduction band.

We also notice that the \(+/0\) donor transition level for the \( \text{Br}_{\text{Se}}^{0} \) defect is close to the CBM (VBM for \( \text{Na}_{\text{Pb}}^{0} \)), as seen in Fig. 1, consistent with these neutral defects being shallow defects. The transitions are close to the band edge because the doped electron from the \( \text{Br}_{\text{Se}}^{+1} \) defect is located in a state that looks similar to and is close in energy to the CB, as evident from Fig. 4. The calculated neutral defect \( \text{Br}_{\text{Se}}^{0} \) is thus effectively the same as the charged defect \( \text{Br}_{\text{Se}}^{+1} \) with the Fermi level located near the CBM. The defect formation energy calculated for the neutral case instead becomes correlated with the formation energy of the charged defect at the band edges. Thus, the defect energy for \( \text{Br}_{\text{Se}}^{0} \) calculated by DFT (and most likely other defects with unexpected charge states as well) does not, in fact, have the charge state intended. Instead the charge has been delocalized, altering the charge state of the defect.

Excluding the defects \( \text{Br}_{\text{Se}}^{0}, \text{Na}_{\text{Pb}}^{0}, \) and others marked with dashed lines in Fig. 1 and 2, for phase diagram calculations, we can calculate realistic isothermal sections of solvus boundaries of the PbSe phase at 973 K in the Br–Pb–Se and Na–Pb–Se ternary phase diagrams, as shown in Fig. 5 and 6, respectively. From Fig. 5 it is evident that peak Br solubility in PbSe occurs in a direction slightly Br-rich and Pb-deficient of the PbSe–PbBr line – the line for 1:1 substitution of Se with Br. Fig. 6 shows that the PbSe single-phase region is very narrow and has maximum Na solubility along the PbSe–NaSe line, similar to the solubility of Na predicted in PbTe in ref. 28.
For accurate phase diagrams and dopant effectiveness that matches experiment, we suggest using only the expected charge states for each defect (here: Br$_{\text{Se}}^{-1}$, Na$_{\text{Pb}}^{2-}$, V$_{\text{Pb}}^{-2}$, V$_{\text{Se}}^{2-}$, as marked with solid lines in Fig. 1 and 2) in calculations of phase diagrams and doping effectiveness. We suspect the problem of delocalized charge in neutral defects is widespread in calculations on easily doped, low band-gap semiconductors with high dielectric constants. Although the delocalized charge problem is understood by the defect calculation community, the process of calculating defect formation energies in a system is not frequently described as a method that was primarily developed to understand deep defects in large band-gap semiconductors or insulators.

4. Conclusions

In summary, we performed standard defect energy calculations on PbSe with a n-type dopant Br and a p-type dopant Na, and found that defects with unexpected charge states result in unexpectedly low formation energies that would not agree with experimentally observed phase diagrams or dopant efficiencies. This has been traced to the delocalization of charge, which alters the charge state of the calculated defect. Thus, these defects were excluded from calculations of the phase diagrams giving results that appear accurate. Similar consideration is surely relevant to many defect calculations, particularly in narrow band gap semiconductors. Refining a procedure to identify delocalized charge and eliminating unnecessary calculations will expedite the use of such calculations by experimentalists in understanding phase diagrams and devising effective doping strategies.
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DFT calculations in this work for the calculation of energies of the defect and host supercells are performed using VASP.\textsuperscript{41–44} Ion–electron interactions were described using the Projector Augmented Wave (PAW) potentials\textsuperscript{45–47} utilizing the generalized gradient approximation (GGA) with the exchange–correlation functional of Perdew, Burke, and Ernzerhof (PBE).\textsuperscript{48} The 5$d^{10}$6$s^2$6$p^2$ electrons of Pb, 4$s^2$4$p^4$ electrons of Se, 4$s^2$4$p^5$ electrons of Br, and 2$p^6$3$s^1$ electrons of Na are treated as valence states in the PAW potentials. All supercell calculations are performed on a 5 × 5 × 5 supercell of the primitive cell and contain 250 atoms. The cutoff energy of plane wave basis was set to 400 eV, a Gaussian smearing width of 0.1 eV is used to smear electron occupations, and integrations over the first Brillouin zone are made using a 2 × 2 × 2 Monkhorst–Pack k-point grid.\textsuperscript{49} Atomic positions are relaxed based on an energy convergence criteria of 10$^{-4}$ eV without relaxing cell shape or volume in order to exclude the effect of lattice distortions on the defect energetics. A final static calculation is performed for each defect to obtain accurate total energies.