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1 INTRODUCTION

Structure From Motion (SFM) is concerned with estimating the 3D motion and structure of a rigid object from a sequence of monocular images. SFM has been a central problem in computer vision over the past decade, and the literature comprises a variety of schemes that differ for the description of structure employed (point-features, lines, curves, surfaces, partial models of the environment), for the projection model (orthographic, affine, perspective), input measurements (optical flow, feature tracking, image brightness, occluding contours), time-frame (continuous-time or discrete-time models), and data processing technique (batch optimization, recursive estimation).

Particular choices may be forced by the specific circumstances. For instance, if one can afford the memory space to store a whole sequence of images and the computational power to process it at once, it is most advisable to employ a batch estimation technique. If, on the other hand, the estimates of 3D motion and/or structure are to be used for performing some control action, such as moving a robot or driving a vehicle, the visual information must be processed in a causal fashion and in real-time. In such a case, a recursive estimation technique is most appropriate, since only the current image is processed in order to update the estimates in an incremental fashion. Also, if the sequence has been taken while fixating some feature on the image, image-feature tracking is greatly facilitated, for single features are visible over a long interval of time. However, if the sequence is taken, say, from a car, then the most informative area is the periphery of the image, where features move quickly out of the visual field. In such a case, it is impossible to track features over an extended period of time, and therefore it may be necessary to use optical flow. Moreover, if the scene is viewed under a wide angle (as, for instance, in autonomous navigation), then perspective projection is the most appropriate model. If, however, the scene consists of a single object that covers a small portion of the visual field, one may consider simpler projection models to approximate the imaging geometry, such as affine or orthographic projection.

In order to make a rational choice of the best algorithm for a given task, it is also vital to assess comparatively the performance of all models that result from different choices. Which choice results in the most accurate scheme? Which one is the most robust to measurement noise? Which one is the least sensitive to the aperture angle? or to the bas-relief ambiguity? Does fixing some particular feature in the scene make the problem better constrained or simpler to solve? Often, depending upon the task, one is interested only in part of the unknown parameters. For instance, in photogrammetry one is more interested in the structure of the environment, regardless the motion undergone by the viewer. In navigation or...
motion control applications, one cares about the motion of the viewer, while the structure of the scene is relatively less important. In satellite landing, the main interest is in the direction of heading, since the attitude is controlled independently. In such cases, is it better to estimate all unknowns together (for instance structure and motion), or is it more appropriate to try to estimate only the parameters of interest independent of the other unknowns (for instance the direction of heading alone)?

Even if we restrict our attention to sequences of perspective images of point-features processed in a causal fashion, there are still quite a few schemes available in the literature for estimating structure for known motion [16], motion from known structure [6], [9] or both structure and motion simultaneously [1], [4], [5], [7], [11], [17], [19], [29]. More recently, recursive schemes have been proposed for estimating motion independent of structure [25] or structure independent of motion [24].

Soatto and Perona [28] have proposed a framework that unifies all geometric models for estimating structure and/or motion from sequences of images. In order to achieve a fair evaluation of the properties of each model it is necessary to employ the same estimation technique and the same dynamics for the unknown parameters. Therefore, we will design a filter for each one of the models using a technique introduced in [25], which essentially resorts to local implicit Extended Kalman Filtering (EKF [12]) (Section 2). In each instance the filter remains the same (and therefore its tuning), and only the space of unknown parameters changes.

Once we have designed a filter for each of the representative classes of models, we need to design experiments which are “sufficiently informative.” The experimental conditions depend upon a number of parameters that describe the type of 3D structure, the aperture angle under which it is viewed, the type of motion the camera (or the scene) is undergoing, the sampling frequency of the measurements, the number of visible features, the noise levels, the initial conditions and the tuning parameters for the estimators.

We will choose and motivate one particular paradigm experiment, and then vary systematically all relevant parameters (Section 3).

2 A FRAMEWORK FOR ESTIMATING STRUCTURE AND/OR MOTION

In this section we are going to review a method for obtaining a recursive estimator of motion and/or structure for all possible dynamic models derived from the constraints of rigidity and perspective. First (Section 2.1) we summarize the results of a companion paper [28], where we derive all models from the basic constraints following the idea of model reduction for dynamical systems. Then (Section 2.2) we show how to transform the parameter identification task into a standard form suitable for using an Extended Kalman Filter [25]. In Section 2.4, we describe how to actually realize a filter for each of the models described in Section 2.1, and we discuss some issues concerning the implementation.

2.1 Modeling “Structure From Motion”

In a companion paper [28], we have seen how different models for estimating motion from sequences of images can be cast within the same framework. We have started from the model that is “defined” by the rigidity constraint and the perspective projection, either in a continuous-time or in a discrete-time fashion:

$$\begin{align*}
\dot{X}(t + 1) &= R(t)X(t) + T(t) \\
\dot{Y}(t) &= \pi(X(t)) + n(t)
\end{align*}$$

where the states $X = [X^T Y^T Z^T]^T \in \mathbb{R}^3$ are the 3D coordinates of each of the $N$ feature-points in the scene relative to the viewer’s moving frame, $x = \pi(X) = \lfloor X \frac{Y}{Z} \rfloor^T \in \mathbb{R}P^2$ represents an ideal perspective projection (pinhole), and $n(t) \in N(0, \Sigma_n)$ is a white, zero-mean and Gaussian measurement noise. The $3 \times 3$ rotation matrix $R(t)$ describes the change of coordinates of the viewer’s moving frame between time $t + 1$ and time $t$, and is orthonormal with positive determinant. When the rotational velocity $\Omega$ is held constant between time samples, $R$ is related to $\Omega$ via the exponential map: $R = e^{\Omega \wedge}$. Therefore, a rotation matrix has only 3 degrees of freedom, encoded in the three-dimensional rotation vector $\Omega$. $T$ is a three-dimensional vector that describes the translation of the origin of the moving frame.

It is possible to integrate the above models from the initial time-instant, and end up with an “integral” model of the form

$$X(t) = ^TR_0 X(t_0) + ^TT_0 X(t_0) = X_0$$

where the coordinates of each point relative to the initial time-frame are constant and unknown $X_0 = con$, and the current configuration is described by the unknown translation $^TT_0$ and rotation $^TR_0$, relative to the initial time instant.

We have then dynamically extended the models above in order to include all unknown parameters $T$, $R$ or $V$, $\Omega$ in the state-space. In order to do so, one needs to know how such parameters evolve in time. In the absence of any dynamical model, one may assume that they evolve according to a random walk of some order. In the case of a discrete-time first-order random walk, one ends up with the extended model

$$X^i(t) = ^iR_0 X(t_0) + ^iT_0 X(t_0) = X_0^i$$

1. The notation $\Omega \wedge$ stands for the operator that performs the vector product on $\mathbb{R}^3$: $(\Omega \wedge)X = \Omega \wedge X, \forall X \in \mathbb{R}^3$. In coordinates

$$\Omega \wedge = \begin{bmatrix}
0 & -\omega_3 & \omega_2 \\
\omega_3 & 0 & -\omega_1 \\
-\omega_2 & \omega_1 & 0
\end{bmatrix}.$$

Alternative (local) representations for rotation matrices include various types of “Euler angles”; global (embedded) representations can be obtained through unit quaternions [18].

2. The choice of a random walk is made for sheer engineering convenience, for it results in a model which is suitable for “recipe-design” of an Extended Kalman Filter.
\[
\begin{cases}
X'(t+1) = R(t)X'(t) + T(t) \\
T(t+1) = T(t) + n_T(t) \\
R(t+1) = R(t)e^{n_R(t)} \\
y'(t) = \pi(X(t)) + n'(t)
\end{cases} \quad \forall i = 1...N(t) (3)
\]

where \(n_T \in \mathbb{R}^3\), \(n_R \in \mathbb{R}^3\) as well as \(n' \in \mathbb{R}^2\) are white, zero-mean Gaussian processes. We have applied the idea of the "reduced-order observer" [13] in order to reduce the dimension of the state by the number of the measurements, and be left with one state for each visible point, which encodes its depth in the moving frame. Depending on whether we use a first-order model or an integral (second-order) model, we have

- whether we use a first-order model or an integral (second-order) model, we have

\[
\begin{cases}
Z'(t+1) = R_z(t)Z'(t) + T_z(t) \\
T(t+1) = T(t) + n_T(t) \\
R(t+1) = R(t)e^{n_R(t)} \\
y'(t) = \pi(Z'(t)y'(t)) + n'(t)
\end{cases} \quad (4a)
\]

or

\[
\begin{cases}
Z'(t+1) = Z'(t) - \Omega(t) + n_\Omega(t) \\
V(t+1) = V(t) + n_V(t) \\
R(t+1) = R(t)e^{\Omega(t)} \\
T(t+1) = e^{-\Omega(t)}T(t) + V(t) \\
y'(t) = \pi[R(t)y'(t) + Z'(t)] + n'(t)
\end{cases} \quad (4b)
\]

where \(Z'(t)\) is the depth of each point at the initial time zero, which is obviously constant. Then we have pushed the idea of the reduced-order observer in order to decouple structure from the motion parameters, and we have applied "output stabilization" in order to further decouple rotation from translation in the discrete-time case. In all instances we have ended up with implicit dynamical models in the form

\[
\begin{cases}
h(x', \phi)x' = 0 \\
y' = x' + n'_i \\
\phi \in M
\end{cases} \quad (5)
\]

where \(\phi\) are unknown parameters constrained to belong to the set \(M\). In the discrete-time case, we end up with a similar form where \(x(t+1)\) replaces \(x\). By simply changing the set \(M\) we may obtain all the different reduced models. Some relevant instances are:

- **Essential model:** It is the well-known coplanarity constraint introduced by Longuet-Higgins [14], interpreted as a discrete-time implicit dynamical system. The unknown motion parameters \(T\) and \(R\) are encoded into a \(3 \times 3\) "essential matrix" \(Q\), which belongs to the space of matrices of the form \((T\wedge)R\). Such a space \(E\) is called "essential manifold." The function \(h\) is simply \(h(x, Q) = x^TQ\).

- **Subspace model:** It consists of the subspace constraint introduced by Heeger and Jepson [10], interpreted as a dynamical system, rather than as an algebraic constraint. \(\phi = V\) is the direction of heading, which is a three-dimensional vector with unit norm. The space of unknown parameters is the sphere of all possible directions of translation: \(M = S^2\). The function \(h\) is the orthogonal complement of the range space of a matrix \(C(x, V)\) of coefficients of the 2-D motion field equation, which depends upon the image projection of each feature point \(x = \pi(X)\) and the direction of heading \(V\) (see [27] and (15) of [28]).

**Point-fixation model:** It arises when the sequence of images is taken while fixating some particular feature-point on the image plane [8]. Such a fixation constraint may be specified simply by considering essential matrices of the form \(Q = RS^T + vSR\) with \(v \in \mathbb{R}\), the velocity along the fixation axis and \(S = [0 0 1] \wedge\). The model \(h\) remains the same as in the essential model.

**Point-plus-line fixation model:** If, in addition to fixating a point, we impose that another point passes through a given line, we further restrict the parameters to be of the form \(Q = RS^T + vSR\), \(v \in \mathbb{R}\), \(S = [0 0 1] \wedge\).

**Plane-plus-parallax model:** It describes the residual motion after the image has been warped as to compensate for the motion of a plane [3]. We can impose the plane-plus-fixation constraint simply by restricting the parameters of the essential model to unit-norm \(3 \times 3\) matrices of the form \(\phi = T\wedge\), and the parameter space is the two-dimensional unit sphere, as in the extended-model case: \(T \in M = S^2\).

For details on the derivation of such models the reader is referred to the companion paper [28]. Here, we just notice that all of these models are in the form (5), and obtained from (4a) through model reduction. In each instance, the motion parameters may be estimated by identifying the unknown parameters of the corresponding model.

### 2.2 Formulating the Estimation Task for the Extended Models

In the extended models (4) derived from the basic constraints of rigidity and perspective, all unknown parameters are state variables of the model. Such states evolve in a space that is not a linear space. For instance, rotation matrices do not sum up to produce another rotation matrix, and so for unit-norm vectors. Rotation vectors and spherical coordinates are an instance of a system of local coordinates on a curved space (such as the set of rotation matrices or the unit-sphere).

The first step in order to make the model (4) suitable for designing an EKF that estimates the state from the measurements is to transform the model into local coordinates: To this end we substitute to \(R\) its local-coordinate corresponding rotation vector \(\Omega_R \in \mathbb{R}^3\), such that \(R = e^{\Omega_R \wedge}\). The state of the model becomes \(\xi = [\ldots Z' \ldots T, \Omega_R] \in \mathbb{R}^{N+6}\). We have already assumed that the measurement

3. Note that \(\Omega_R\) is just an alternative way of representing \(R\) and is different from \(\Omega\), which represents the instantaneous rotational velocity of the viewer-moving frame.
noise $n_i$ is white, zero-mean and Gaussian and that the motion parameters are described by a random walk, so that the model in local coordinates is driven by a white, zero-mean Gaussian process. In order to avoid saturation of the filter (see Section 2.4), we add a Gaussian noise $n_{Z_i}$ with a small variance also to the first $N$ components of the state model:

$$Z_i(t+1) = R_i(t)Z_i(t) + T_i(t)n_{Z_i}(t). \quad (6)$$

We can proceed in a similar way for the “integral” model (4b), whose state-space is transformed into local coordinates using the exponential map: A small residual noise is added to all components of the state model in order to prevent saturation:

$$\begin{align*}
Z_0'(t+1) &= Z_0'(t) + n_{Z_0}(t) \\
\Omega(t+1) &= \Omega(t) + n_{\Omega}(t) \\
V(t+1) &= V(t) + n_{V}(t) \\
\Omega_e(t+1) &= \log_{SE(3)}(e^{\Omega(t)}e^{\Omega_e(t)\dot{t}}) + n_{\Omega_e}(t) \\
T(t+1) &= e^{\Omega(t)}T(t) + V(t) + n_{T}(t) \\
y_i'(t) &= \pi(R(t)y_i'(t_0)Z_0(t) + T(t)) + n_i(t) + n_i' \quad (7)
\end{align*}$$

where the last term error in the measurement equation takes into account the error in measuring the coordinates of the projections at the initial time instant $y_i'(t_0)$. The function $\log_{SE(3)}$ indicates the (local) inverse function of the exponential map $R = e^R\kappa$ (see [18] for details). The variance of the measurement error, $\Sigma_n$ and $\Sigma_{n_y}$ can be inferred from the properties of the optical flow/feature tracking algorithm [2]. The variance of the noises that drive the random walk properties of the optical flow/feature tracking algorithm of the filter (see Section 2.4), we add a Gaussian noise $n_\theta$ with the constraint that $n_\theta(t)$ is (unknown but) small in some norm. We will explain shortly the meaning of the symbol $\otimes$. If a camera is hand-held, or if there is no information on the device that produced the sequence, then we may want to assume a statistical model for the motion parameters, for instance a random walk. The simplest instance of a random walk is a Brownian motion (first order), where $f(\phi(t), n_\theta(t)) = \phi(t) \otimes n_\theta(t)$ with the constraint that $n_\theta(t)$ is a white, zero-mean Gaussian process. The choice of the dynamics of the parameters is part of the design process and depends upon the specific application one is targeting. Here we will restrict to first-order random walks just because they are the simplest models flexible enough to deal with most situations we have encountered:

$$
\phi(t+1) = \phi(t) \otimes n_\theta(t) \quad \phi(t_0) = \phi_0. \quad (9)
$$

where $n_\theta \in \mathcal{N}(0, \Sigma_\theta)$ is a noise process induced by some unknown input. In such a model we mean with the symbol $\otimes$. Since the parameters $\phi$ do not lie on a linear vector space, we cannot simply sum two elements and hope to obtain a point on $M$. If we want to induce a sum operation we have to map each point into its local-coordinate correspondent, perform the sum in the local coordinates, and then map the result back onto the original space. If we call $\xi = \psi(\phi) \in \mathbb{R}^n$ the local-coordinate correspondent of $\phi \in M$, we have $\phi : M \times M \rightarrow M; (\phi_1, \phi_2) \mapsto \phi_1 \otimes \phi_2 \equiv \psi(\psi(\phi_1) + \psi(\phi_2))$. The symbol $\otimes$ denotes the usual sum on $\mathbb{R}^n$. For instance, if $\phi = A \in \mathbb{S}^2$ is a unit-norm three-dimensional vector with spherical coordinates $\theta, \lambda$, such that $V(\theta, \lambda) = (\cos(\theta) \cos(\lambda), \sin(\theta) \cos(\lambda), \sin(\lambda))^T$ then $V_1 \otimes V_2 = V(\theta_1, \lambda_1) \otimes V(\theta_2, \lambda_2) = V(\theta_1 \theta_2, \lambda_1 \lambda_2)$, where the last sums are intended modulo $2\pi$.

Equation (9), transformed into local coordinates, will be the state of the filter that estimates the parameters $\phi$:

$$\xi(t+1) = \xi(t) + n_\xi(t), \quad (10)$$

where $\xi = \psi(\phi)$ and $n_\xi(t) = \psi(n_\theta(t))$ and $+ \equiv$ denotes the usual sum in $\mathbb{R}^n$. Now, if we substitute $y' - n'$ for $x'$ in the state of the model (5), we get

$$h(y'(t-1), \phi(t))y'(t) = \tilde{n}'(t) \quad \forall i = 1 \ldots N, \quad (11)$$

where $\tilde{n}'$ is a noise process induced by $n'$. Notice that $\tilde{n}'$ is not a white noise, for it is correlated within one time step. A method for dealing with such a problem is described in [25], while in this paper we will assume that $\tilde{n}'$ is approximated by a white noise, whose variance is inferred from the
variance of \( n' \) and the linearization of \( h \). If we now put together (9) and (11), after assuming that \( \tilde{h}' \) is white, we end up with a dynamic model for the unknown parameters, having an implicit measurement constraint:

\[
\begin{align*}
\phi(t + 1) &= \phi(t) \otimes n'(t) \\
\tilde{h}(y'(t - 1), \phi(t))y'(t) &= \tilde{h}'(t) \quad \forall i = 1 \ldots N
\end{align*}
\]  

(12)

which has a local-coordinate correspondent

\[
\begin{align*}
\xi(t + 1) &= \xi(t) \otimes n(t) \\
\tilde{h}(y'(t - 1), \xi(t))y'(t) &= \tilde{h}'(t) \quad \forall i = 1 \ldots N
\end{align*}
\]  

(13)

The above model is now in a form suitable for applying an EKF in its version for implicit measurement constraints. This can be easily derived from the standard equations of the EFK, after observing that the variational model about the best estimate of the current trajectory is linear and explicit, and the quantity

\[
\epsilon'(t) = h(y'(t - 1), \psi^{-1}(\tilde{\xi}'(t + 1)))y'(t),
\]

plays the role of the innovation (the output prediction error [12]) of the filter. A derivation of the equations of the implicit EKF, which are summarized in the next section, can be found in [25].

2.4 Implementation and Tuning

In the previous sections we have seen that both the extended models (4) and the reduced models (5) can be put in a form that is suitable for designing an Extended Kalman Filter in a recipe-like manner, which are (8) and (13) respectively.

If such models were linear and the model and measurement noises were white, zero-mean, and Gaussian, the Kalman filter would guarantee that the innovation \( \epsilon \) be white, zero-mean and have minimum variance. In the case of a nonlinear model, the “whiteness” of the innovation is considered to be a reliable diagnostic of the filter performance, and it may be evaluated using standard statistical tests, for instance Bartlett’s Cumulative Periodogram (the integral spectrum of the prediction error).

What are the statistics of the measurement noise in typical vision applications? The feature-correspondence is known up to some uncertainty, summarized in the noise process \( \tilde{h}' \). Such uncertainty comprises both localization noise, which is usually zero-mean and in the order of few pixels standard deviation, and large errors due to mismatches. Such errors are intrinsic in the functioning of feature tracking/optical flow algorithms, which are based upon a local brightness constancy assumption often violated in real-life situations [2]. These errors cannot be eliminated by the optical flow/feature tracking algorithms; indeed, it is responsibility of the methods that use optical flow/feature tracking in order to estimate 3D structure and motion to treat properly both sources of errors, by rejecting outlier measurements due to mismatches, and by exploiting the statistics of the localization error and the redundancy in the measurements in order to minimize their effects. When the noise in the measurements is far from white and zero-mean, the statistics of the innovation changes dramatically, which suggests that by doing some simple test on the innovation process we may be able to spot out the outlier measurements due to mismatches in the optical flow/feature tracking. In fact, each component of the innovation measures how consistent each visible feature point is with the current estimate of motion. A test for rejecting outliers based upon such a principle has been proposed in [26]. Therefore, we are going to assume that the measurement noise is white and zero-mean, and we will reject as outliers those feature-points that produce an innovation residual which is not consistent with our statistical model.

We report here, for the sake of completeness, the equations for the Implicit EKF, which can then be applied to the reduced model (13), and to the extended model (8).

Prediction step:

\[
\begin{align*}
\tilde{\xi}(t + 1|t) &= f(\tilde{\xi}(t)|t) \\
P(t + 1|t) &= F(t)P(t|t)F^T(t) + \Sigma_{\xi}(t) \\
P(t + 1|0) &= P(0|0) = P_0
\end{align*}
\]

Update step:

\[
\begin{align*}
\tilde{\xi}(t + 1|t + 1) &= \tilde{\xi}(t + 1|t) + L(t + 1)h(y(t - 1), \tilde{\xi}(t + 1|t))y(t) \\
P(t + 1|t + 1) &= \Gamma(t + 1)P(t + 1|t)\Gamma^T(t + 1) + \\
L(t + 1)\Sigma_{\xi}(t + 1)L^T(t + 1)
\end{align*}
\]

Gain:

\[
\begin{align*}
\Lambda(t + 1) &= C(t + 1)P(t + 1|t)C^T(t + 1) + \Sigma_{\xi}(t + 1) \\
\Gamma(t + 1) &= I - L(t + 1)C(t + 1)
\end{align*}
\]

Residual variance:

\[
\Sigma_{\tilde{h}}(t + 1) = D(t + 1)\Sigma_{\xi}D^T(t + 1)
\]

where \( F \doteq \left( \frac{\partial f}{\partial \xi} \right) \), \( C \doteq \left( \frac{\partial h}{\partial \xi} \right) \), and \( D \doteq \left( \frac{\partial \tilde{h}}{\partial \xi} \right) \). \( \Sigma_{\xi} \) indicates that variance of the process \( \Phi \), and \( P \) is the variance of the estimation error. In the extended (explicit) models of the form (8), we have \( h'(y(t - 1), \xi(t))y'(t) = y'(t) - g'(\tilde{\xi}(t)) \); in the reduced models (13) we have \( f(\tilde{\xi}) = \tilde{\xi} \).

The only ingredients that are needed in order to complete the implementation of the filters are the measurement and model variances \( \Sigma_{\tilde{h}} \) and \( \Sigma_{\xi} \). For the measurements, we have assumed that the error in the location of each feature-point is independent, with a standard deviation of one pixel (0.002 unit of focal length in the simulation experiments described in Section 3), according to the average performance of optical flow/feature tracking techniques [2]. \( \Sigma_{\tilde{h}} \) is therefore a \( 4N \times 4N \) matrix with diagonal elements \( 4 \times 10^{-6} \).

5. Note that in the reduced filters we need to keep in memory the measurements at time \( t - 1 \), and the measurement vector is effectively \( 4N \)-dimensional (image-plane coordinates at time \( t \) and \( t - 1 \)), rather than \( 2N \)-dimensional as in the case of the extended models.
We assume that the model errors \( n_\xi \) are uncorrelated, and therefore their variance \( \Sigma_\xi \) is a diagonal matrix. In principle the elements of \( \Sigma_\xi \) corresponding to the structure parameters (in the extended models), and the ones corresponding to \( \Omega_\xi \) and \( T \) in the integral models should be zero, for the model is exact. In order to prevent saturation of the filter, we add a noise term whose variance is small relative to the variance of the measurement error \( 10^{-16} \).

The variance of the random walk models for \( V \) and \( \Omega \) is the most crucial to set, for it trades off the “smoothness” of the estimates with the “inertia” of the filter. We have experimented with various types of motion, and finally set the variance of the random walk parameters to \( 10^{-16} \). This number has nothing magic, and should be regarded as a reference. In order to be consistent, however, we have maintained the same tuning parameters throughout all the experiments we describe in Section 3.

### 2.5 Recovering the Reduced Parameters

The “reduced models” (5) are obtained from the extended ones (4) via model reduction, as discussed in the companion paper [28]. In essence, some of the states are eliminated by solving the measurement equation for such states, and substituted into the model equation. For instance, the subspace model is obtained by eliminating the depth and rotation parameters from the time-derivative of the measurement equation of the model (8).

As a result, filters based upon the reduced models will only provide an estimate of some of the unknown parameters. How can we estimate the remaining ones?

The parameters that are not represented in the state of the reduced models are in a sense “hidden” and can be recovered easily. In fact, we can use the same equation that we solved for eliminating them in order to provide an estimate from the current estimate of the states of the reduced model. Equation (21) in Section 3.2.1 of the companion paper [28] provides an instance of such an “indirect” estimate for the rotation and structure parameters from the estimated direction of translation. Such indirect estimates can be used as pseudo-measurements by a Kalman Filter that acts as a smoother, as described in [27].

As for the structure parameters, once motion has been estimated it can be fed, together with the variance of the estimates, to an algorithm for estimating structure that processes motion error, such as [19].

### 2.6 Dealing With Scale Factors

As we have anticipated in Section 2.1, the structure parameters and the translational velocity are only measurable up to a scale factor which affects the depth of each point and the norm of the relative translation. In fact, it is very well known that an object moving in front of a camera produces the same images as an object which is “twice as far, twice as big and moving twice as fast” [14].

In order to get rid of such an ambiguity we can isolate the state variable that corresponds to the scale factor ambiguity and eliminate it. This is done in all reduced filters, where the translational velocity is expressed in spherical coordinates \( \theta, \lambda \) (azimuth and elevation). Only the direction of heading, therefore, is estimated while the radius is constant and therefore removed from the state-space.

Alternatively, we may leave the state-space untouched, and saturate the filter along any direction affected by the ambiguity. Note that, by doing so, we are dealing with a model which is globally unobservable, and we just ”freeze” our filter onto a slice of the unobservable space. The variance of the model error of any one of the states affected by the ambiguity (for instance the distance of one point in the models (4)), is set to zero, and so is the variance of the initial estimate. Each initial condition determines a slice of the state-space which is an observable subset of the state-space. Of course, we can observe the trajectory of the model along such slices, but we cannot infer from the measurement in which slice we are. This strategy has been used, for instance, by Azarbayejani and Pentland [1].

### 2.7 Integral Reduced Models

Reduced filters may be implemented in their integral form simply by referring the structure to the initial time instant and integrating the motion parameters. For instance, in the case of the essential constraint, the corresponding integral filter is based upon the model

\[
\begin{align*}
\Omega(t + 1) &= \Omega(t) + n_{\Omega}(t) \\
V(t + 1) &= V(t) + n_{V}(t) \\
R(t + 1) &= e^{\Omega(t) \Delta t} R(t) \\
T(t + 1) &= e^{\Omega(t) \Delta t} T(t) + V(t) \\
y'(t)\mathcal{Q}(T(t), R(t))y'_0 &= \bar{y}'(t)
\end{align*}
\]

Here, the scale factor may be set by imposing that the initial translation has norm one, by giving it as an initial condition and saturating the initial variance of the estimation error for the norm of translation. This solution, unlike when the scale factor is associated to structure parameters, is very sensitive to drifts since the translational velocity changes in time and therefore the initial guess cannot be updated.

### 2.8 Dealing With Occlusions

It must be noticed that, unlike incremental model, all filters based upon an “integral” model (defined relative to the initial time instant) need all the features to be visible throughout the experiment. In the presence of occlusions and appearance of new features, one has to use some ad-hoc heuristics.\(^7\) While all other schemes based upon a first-order random walk estimate velocity (or rather relative attitude between successive time instants), the integral filters estimate the attitude of the viewer relative to the initial time instant.

However, we remark that one of the major strengths of the reduced models is that they can integrate motion information over time in absence of continual tracking of the same point-features, or even using optical flow at a fixed number of locations on the image. In fact, since

---

6. Saturation of the filter can be described as follows: If the variance of the model error is zero, the model is perceived by the filter to be exact, the relative weight of the measurements decreases until the gain becomes zero along some direction, and the filter drifts away without paying attention to the measurements [12].

7. A technique for dealing with a variable number of features is outlined in [17].
structure is not represented in the state, we can add and remove features by adding or deleting rows of the measurement equation of the model (13), without affecting the continuity of the state. Structure, however, is represented indirectly through the innovation process (14), whose components are a measure of how consistent each feature is with the current motion interpretation.

3 Experiments

We have chosen to use a simulation framework in order to make careful comparisons, since a rigorous ground truth is available while the relevant parameters are varied systematically. Such a ground truth is difficult to obtain and impossible to validate for real image sequences.

First, we test the scheme on a real image sequence obtained by rotating a box on top of a chair (the "box sequence," Section 3.2). Then, we build a simulation that mimics the box sequence, and allows us to change the number of visible features, the distance from the viewer, the noise level, the initial conditions for the filters and other structural parameters in a systematic way. The basic setup is described in Section 3.3, and the following sections outline the results of the experiments. The particular choice of experiment is then validated by testing the algorithms on other motion and structure configurations (Section 3.11).

3.1 Nomenclature

We have implemented a recursive filter for each of the geometric models described in the companion paper [28] and summarized in Section 2 of this paper. The filter based upon the extended model (4a), which we call the "structure filter", needed very accurate initial conditions for the motion parameters, and therefore it did not converge in most of the situations described in this section. Therefore, the filter for simultaneously estimating structure and motion has been implemented only in its "integral" version, based upon the model (4b). This filter, which we call the "integral structure filter", is the same proposed by Azarbayejani and Pentland [1], except for minor modifications.

We have then implemented the filter derived from the subspace constraint, called the "subspace filter" in [27], which corresponds to the model (12) with the parameter space \( M = S^2 \). The velocity of image features is approximated by first differences, and exponential coordinates are used to model the discrete motion between successive time instants. The filter based upon the epipolar constraint of Longuet-Higgins [14] is called the "essential filter in local coordinates" in [25]. These filters are implemented in their incremental version, which can use both feature tracking or optical flow (velocity vectors at fixed locations on the image plane) as input. For the sake of comparison with the integral-structure filter, we have also implemented an integral version of the essential filter, which refers motion to the initial time instant; we call this filter the "integral essential filter".

We have then implemented one filter for each of the fixation constraints described in the companion paper [28]. The filter derived from fixating a feature-point is called the "point-fixation filter". Similarly, when we fixate a point and a line, we have the "point-plus-line fixation filter", and when we compensate for the motion of a plane we have the "plane-plus-parallax filter", or "plane-fixation filter". All of these filters are obtained from the model (12) where, in each case, only the parameter space \( M \) changes.

It must be noticed that "integral filters" need all features to be visible throughout the sequence, as opposed to "reduced filters" that can integrate motion information over time even in the presence of features with a very short lifespan. Therefore, reduced filters have an advantage in real-life situations, since it is extremely difficult to track single features over long sequences; typical feature-tracking algorithms can trace features over the order of ten frames, and then refresh by selecting a new set of features [2]. In the following sections, however, we are mainly interested in comparing the geometric essence of each scheme, and we have therefore selected all features that survived from the beginning to the end of the experiments, in order to compare integral models against reduced ones.

3.2 The Basic Experiment: The "Box Sequence"

We report here a test on a sequence of real images that we will later replicate in our simulation environment. This is done mainly for the purpose of motivating the experimental conditions used in the simulations. A box of side approximately 30 cm is placed on a chair 50 cm ahead of the camera and rotated by 5 deg/frame circa. The direction of rotation is inverted after 25 frames, and the overall sequence is 40 frames long.

We have used a multiscale version of the classical SSD algorithm [15] for tracking a number of features. In order to test the integral filters, we have selected only the features that survived from the first to the last frame.

The setting used for each filter is exactly the same used for the simulation experiments which is described in the next sections, and no additional tuning was performed. Initial conditions were zero for all schemes, and a noise level of one pixel std was hypothesized for the feature tracking.

In Figs. 1a, 1b, and 1c, we show one image of the test sequence (Fig. 1a), with the feature points highlighted, and the estimates of structure performed by the integral structure filter (Fig. 1b), normalized so as to place the center of mass at unit distance from the viewer. The figure shows a top view of the scene at the initial time instant, and it can be seen that the qualitative structure of the box is estimated correctly. In the right plot, we show the instantaneous estimate of structure that comes as a byproduct from the subspace filter, as discussed in Section 2.5. Note that such estimate only uses the instantaneous measurements and the current estimate of motion, and is therefore less precise. All other schemes do not provide an estimate of structure directly. However, their estimates of motion may be fed to any structure-from-motion module that processes motion error, as done for instance in [19].

In Fig. 1d-1l, we show the estimates of the rotational velocity and the direction of translation (azimuth and elevation). The plane fixation constraint does not provide an estimate of the rotational velocity directly. Similarly, the point-fixation and the point-plus-line fixation constraints do not provide a direct estimate of the direction of translation, but only the translational velocity along the fixation axis.
Fig. 1. (a) One image of the “box sequence.” (b) Normalized structure estimated by the integral structure filter. (c) Instantaneous estimate of structure by the subspace filter. (d) Rotational velocity estimated by the integral structure filter. (e) The subspace filter. (f) The essential filter. (g) The point-fixation filter. (h) The point-plus-line filter. The last scheme produces estimates only for two out of the three rotation parameters, since it exploits the fact that the third (cyclorotation) is zero. (j) Direction of translation estimated by the integral structure filter. (k) The subspace filter. (l) The essential filter. (i) The plane-fixation filter. We plot the two spherical coordinates (azimuth and elevation) as a function of the frame number.
Of course, in the absence of a ground truth it is only possible to appreciate the qualitative behavior of each estimator. In order to perform a rigorous quantitative evaluation of the properties of each model, it is necessary to employ a simulation platform, which we describe in the next section.

### 3.3 Simulation Setup

We have generated a simulation that mimics the box experiment described in the previous section. A cloud of $N = 20$ dots is distributed at random within a cubic volume of side $1\text{m}$ at a distance $d = 2\text{m}$ from the viewer. These dots are projected onto an ideal image plane with unit focal length and $500 \times 500$ pixels, corresponding to a visual angle of approximately $30^\circ$ and therefore approximately $3.5'$ of visual angle per pixel. White, zero-mean Gaussian noise has been added to the projections with a standard deviation $n_0$ varying between 0.1 and 12 pixels. The cloud is then rotated about an axis parallel to the image-plane and passing through its center with a constant velocity $8$ of $4\text{ deg/frame}$. The basic experiment is then altered by varying systematically the parameters of the simulation. All tuning parameters remain the same throughout the experiments.

8. If the reader is not comfortable with this assumption, we suggest a quick look at Section 3.12.
3.4 Accuracy

Each scheme is tested on a sequence containing 20 point-features, with initial conditions distributed normally at random around the true motion parameters, with a standard deviation of 4 percent of the norm of the true parameters. The noise level is increased from 0.1 to 5.1 pixels std, and the normalized estimation error is evaluated over a window of 10 frames, after the filters have settled (between frames 50 and 60). In Fig. 2, we plot the norm of the estimation error against the noise level for a window between 0.1 and 1.1 pixels, according to the average performance of feature-tracking/optical-flow techniques [2].

In order to evaluate the accuracy, we have plotted only the instances when the filters have convergence in all 50 trials. We display the mean error, and visualize the standard deviation using error-bars.

It may be noticed that the subspace filter does not converge to zero error in the absence of noise and is in general less precise, since it has to cope with the approximation of the derivative of the position of the features on the image-plane using first-differences (Fig. 2a). The schemes that impose fixation constraints, either for a point (Fig. 2c), a line (Fig. 2d), or a plane (Fig. 2e) cease converging consistently for noise levels around 0.6 pixel std. This is due to the propagation of the errors in fixating noisy features.

Integral filters (Fig. 2f and Fig. 2g) can count on an increasingly large baseline, for structure is referred to the initial time-instant and motion is modeled as a second-order random walk, and exhibit therefore a better performance.

In Fig. 3, we plot the norm of the estimation error against the noise level that increases from 0.1 to 5.1 pixels without removing the instances when the filters did not converge. The scaled norm of the estimation error is plotted against the noise level after the filters have settled. The size of the error-bars can be considered a measure of robustness, for it indicates the consistency of each filter across trials.
removing the instances when the filters did not converge. We have performed 50 trials of the experiment, and we display the mean error, and visualize the standard deviation using error-bars. This experiment evaluates a mixture of accuracy and robustness, since the size of the error-bars gives an idea of the consistency of the performance across trials.

3.5 Robustness

In this experiment, we assess the robustness of each filter, intended as the capability to retain a correct estimate in the presence of increasing noise. We have performed 50 trials, with initial conditions distributed at random within 10 percent of the true parameters, and we have tested whether the filter has reached convergence after 50 time steps. In order to formulate a convergence verdict we test both the estimation error and the periodogram of the innovation. In fact, the criterion for the filter to be operating correctly is that the innovation be “as white as possible.” The periodogram, which is the integral of the prediction error spectrum, is a measure of how “white” the innovation is. However, occasionally filters may get stuck in “local minima” where the innovation is small, but the estimation error is large.

In Fig. 4 we report a histogram of the percentage of trials that have reached convergence as a function of the noise level that ranges between 1 and 12 pixels std. It can be seen that the filters that enforce fixation constraints (Figs. 4c, 4d, and 4e) are significantly less robust than the ones based upon explicit reduction. Integral filters (Fig. 4f and Fig. 4g) are in general more robust than reduced filters, with the exception of the subspace filter (Fig. 4a), which proves remarkably robust.
3.6 Convergence

In this experiment, we test the convergence properties of each model, by changing the initial conditions at random within a region that grows from 1 percent to 100 percent of the true values of the parameters. In Fig. 5, we plot an histogram that counts the percentage of successful convergences as a function of the size of the perturbation of the initial conditions. Noise is half a pixel std.

The filters based upon the fixation assumptions (Figs. 5c, 5d, and 5e) have convergence problems, most probably due to the effects of noise propagated through the fixation constraint.

Integral filters (Figs. 5f and 5g) prove more sensitive to initial conditions than reduced ones. For the structure integral filter (f) this is mainly due to the observability properties of the model having structure in the state, while for the integral essential filter (g) this behavior is due to the mechanism of propagation of scale over time.

3.7 Dependence Upon the Number of Visible Points

In Fig. 6, we display the norm of the estimation error as a function of the number of features, which range from 10 to 100. In general performance levels at 50 points, for the noise levels and initial conditions considered. An exception is the plane-fixation filter, which needs more points in order to accurately warp the images, and estimate the residual direction of translation. The subspace filter seems to have an advantage in that it needs fewer points. However, such a filter has a quadratic complexity, and therefore

![Fig. 5. Convergence experiment. 50 trials with 0.5 pixel std error, while the initial conditions are chosen at random with Gaussian distribution with σ ranging from 10 percent to 100 percent of the true parameters. Integral filters (f) and (g) exhibit decreased robustness relative to reduced filters. For the structure integral filter (f) this is mainly due to the observability properties of the model having structure in the state, while for the integral essential filter (g) this behavior is due to the mechanism of propagation of scale over time.](image-url)
it becomes computationally intensive for more than 70 feature-points.

3.8 Dependence Upon the Aperture Angle

All models based upon full perspective projection need a wide field of view in order for the higher-order perspective effects to be appreciable. We have decreased the aperture angle from 40 down to 2 degrees; most filters seem to prefer aperture angles larger than 10 degrees, while the plane-fixation filter and the integral structure filter need at least 20 degrees of visual angle to achieve satisfactory performance (Fig. 7).

3.9 Sensitivity to the “Bas-Relief” Ambiguity

We have taken the original cubic cloud of points, and reduced one of the dimensions to a fraction of the original side, ranging from 100 percent (cubic cloud) down to 10 percent (flat cloud). The norm of the estimation error as a function of the “flatness” of the cloud is plotted in Fig. 8. Most filters do not seem to be bothered by such a deformation, for the aperture angle considered (30°). Notice that one can view such a deformation of the cloud as a reduction of the effective field of view, which is however limited to the time when the cloud shows the thinner face.
An exceptional behavior is exhibited by the plane-fixation filter (Fig. 8e). In fact, the estimation error seems to increase dramatically as the cloud approaches a plane. This, however, does not mean that the filter is not operating correctly. In fact, as the cloud approaches a plane, the warping operation stabilizes such a plane up to the point in which the residual parallax is zero (in the limit of a flat plane). Therefore, the norm of the residual translation is zero, and its direction is undetermined.

3.10 Dependence Upon the Parallax (Sampling Rate)

In the basic experiment, the cloud of dots rotates about an axis parallel to the image-plane by 4 degrees per frame. In Fig. 9 we show how performance changes as the rotational velocity varies between one and 12 degrees/frame. The subspace filter is based upon a differential model, and therefore, it prefers small rotations. There is, however, a tradeoff between the first-difference approximation of the image-velocity and the amount of parallax in the data. As the velocity increases, the data are better conditioned, but the first-order approximation of the image velocity degrades. The exponential coordinatization of motion helps improving the filter for large image-motions.

The behavior of the essential integral filter (Fig. 9g) is almost inverse to the other filters. In fact, it degrades as the image-motion increases. This is most probably due to the mechanism of propagation of scale, which is subject to biases that increase with the size of the image-motion.

3.11 Other Types of Motion

Throughout this section, we have considered the “box experiment” as a paradigm. Here, we consider other types of motion. In a first experiment, we consider forward translation within an infinite cloud of points, where only the ones that fall within a visual angle of 30 degrees are
Translation is 30 cm/frame in order to produce an image-motion of size comparable to that of the box sequence. Note that we cannot test integral filters on this sequence, for points move out of the visual field as the viewer translates forward. Results are qualitatively similar to those obtained for the “box experiment.” As an example, in Fig. 10 we display the results of the accuracy/robustness experiment for the essential filter and the subspace filter. In general, this motion is “simpler” than the rototranslational motion of the box experiment, and performance is better.

We have also considered translation along a direction parallel to the image-plane by 20 cm/frame. The scene is the usual cloud of 20 points of side 1 m at 2 m from the viewer. As time goes by, the cloud moves farther away, and the effective aperture angle decreases. Nevertheless, the performance is comparable with that obtained in the box experiment. In Fig. 10c, we show the performance of the structure integral filter.

3.12 A Remark on “Constant Velocity” and First-Order Random Walks

In the incremental models, we have chosen a first-order random walk to describe the dynamics of the unknown parameters. Integral models can be interpreted as a second-order random walk. The only reason for choosing such random-walk models is that they are a good compromise between simplicity and flexibility. As we have pointed out already, any other dynamical or statistical model can be used in place of the first-order walk in any one of
the filters described in this paper, as long as it preserves the observability properties of the overall system. The reader who is uncomfortable with modeling motion as a first-order random walk may consider looking at an experiment presented in [27], where the velocity of the cloud of the same synthetic experiment just described is modulated first by a sinusoid, then by a saw-tooth discontinuous function, and then by a second-order random walk.

4 DISCUSSION AND INTERPRETATION OF THE RESULTS

We have compared the various models under controlled conditions, in order to evaluate the properties of each constraint. It emerges that the models obtained by reduction using fixation, i.e., using output-dependent changes of coordinates, are in general less effective in all respects: precision, robustness and convergence properties. This is surprising, for one expects that the fewer the degrees of freedom, the better-conditioned the optimization task should be. Our finding can be explained by the fact that, when reduction is performed using changes of coordinates that depend on the noisy measurements, the effects are propagated in a nonlinear fashion across the states of the filter, and even keeping track of the second-order statistics of the errors does not help. “Explicit reduction,” on the other hand, does not require use of the measured output, and helps achieving desirable properties such as

Fig. 9. Dependence upon the sampling rate. The subspace filter (a), which is based upon a differential model, converges for smaller velocities. In principle its performance should degrade as such velocity increases, since image velocities are approximated by first differences. However, the exponential coordinatization helps maintaining good performance even in the presence of large image-motions. The performance of the integral essential filter is somewhat odd. Since the filter is based upon a second-order model, and therefore it can count on an increasingly large baseline, it can handle small motions quite well. However, when the instantaneous baseline increases, the bias in the estimate of scale increases, which causes a degradation of the performance.
global observability of the dynamic model [23]. Note that we could reach this conclusion only because the unifying framework allowed us to compare the models that exploit the fixation constraints versus the same models based on general motions, simply by changing the geometry of the parameter space while using the same dynamic model and the same estimation technique.

Integral filters are, in general, more accurate and robust than reduced ones, with the exception of the subspace filter that proves remarkably insensitive to measurement noise. On the other hand, integral models are more sensitive to perturbations in the initial conditions, due either to the observability properties of the model or to the mechanism of scale propagation.

Other practical aspects, such as the presence of occlusions, need also to be taken into consideration. In fact, in the presence of occlusions, the integral structure filter has a disadvantage over the reduced models that do not include structure parameters in the state, for it has discontinuities in the estimates each time a new feature enters the field of view, or each time a feature disappears. Furthermore, the integral structure filter needs full-fledged feature tracking, and cannot use the optical flow at a fixed number of locations on the image.

The computational load of the schemes proposed are comparable, and range approximately between $40 \, K \, \text{Flops}$ per frame and $10 \, M \, \text{Flops}$ per frame depending upon the scheme, the number of features and the implementation. In Fig. 1, we report the number of floating point operations as a function of the number of points for our Matlab implementation. The subspace filter has been implemented using a tensor package that does not exploit the sparse structure of the matrices involved in the computation.

Fig. 10. Alternative motions. The accuracy/robustness experiment of Fig. 3 is repeated for some alternative motions. In the left plot we display the performance of the subspace filter for a forward translation of 30 cm/frame. Although the average norm of image-motion vectors is similar to that of the box experiment, the data are less ambiguous, for the effects of rotation and translation do not superimpose. The same motion has been estimated by the essential filter, and the results are shown in the middle plot. We have also considered translation along a direction parallel to the image-plane by 20 cm/frame. The estimation error for the integral structure filter is reported in the right plot. Compare with Fig. 3a, 3b, and 3f, respectively.

Fig. 11. Complexity: Number of floating point operations as a function of the number of visible features. This count includes the overhead of our Matlab implementation. The subspace filter has been implemented using a tensor package that does not exploit the sparse structure of the matrices involved in the computation.
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