Semileptonic $B$ and $D$ decays in the quark model
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We predict the matrix elements and resulting electron spectra for semileptonic meson decays using the quark potential model. Particular attention is paid to the high-energy electron end-point region in $B$ decay since it is crucial to a determination of the $b\to u$ weak mixing angle. It is argued that in this region the usual inclusive ("quark decay") calculations are unjustified and must be replaced by explicit sums over decays of the original meson into low-mass exclusive hadronic final states.

I. PREFACE

Soon after the experimental discovery of some difficulties with the "quark decay" model for the high-energy end point of the electron spectrum in $B\to X\ell\bar{v}_\ell$, three of us published a critique of the use of the model in that region along with a recalculation of the end-point spectrum based on an explicit summation (via the quark potential model) of the spectra due to the low-mass hadronic resonances which contribute there.

The details of this calculation and of our misgivings concerning the alternatives to it, although available, were not published. In the meantime, several factors led us to decide to publish an expanded and revised version of these details. One is that we have completed new calculations which allow us to confirm some speculations made in our earlier work. We now also have a better understanding of the precise relationship of the "quark decay" calculations to ours, and as a result we are in a position to expand considerably upon the reasons for preferring (at least in principle) our approach. Finally, a recent investigation within the framework of our approach has uncovered a potentially serious uncertainty in our calculations. We would also like to address this issue, correcting in the process a mistake in our previous work.

II. INTRODUCTION

In the standard model, based on the gauge group $SU(3)\times SU(2)\times U(1)$, the quarks couple to the $W$ bosons through the weak current

$$J^\mu = \frac{g_2}{2\sqrt{2}} \bar{u}_i \gamma^\mu (1-\gamma_5) V_{ij} d_j \equiv \frac{g_2}{2\sqrt{2}} V_{ij} j^\mu_{ij}. \quad (1)$$

In Eq. (1), $i,j\in \{1, \ldots, n\}$ are generation indices and $V_{ij}$ is an $n \times n$ unitary matrix that arises from diagonalization of the quark mass matrices. At present there is experimental evidence for three generations of quarks and leptons. In this case it is possible, by redefining the phases of quark fields, to write $V$ in terms of three angles $\theta_1, \theta_2, \theta_3$ and a phase $\delta$:

$$V = \begin{pmatrix}
  c_1 & -s_1 c_3 & -s_1 s_3 \\
  s_1 c_2 & c_1 c_2 c_3 - s_2 s_3 e^{i\delta} & c_1 c_2 s_3 + s_2 c_3 e^{i\delta} \\
  s_1 s_2 & c_1 s_2 c_3 + s_2 s_3 e^{i\delta} & c_1 s_2 s_3 - c_2 c_3 e^{i\delta}
\end{pmatrix}. \quad (2)$$

Here, $c_i \equiv \cos \theta_i$, $s_i \equiv \sin \theta_i$, and the angles $\theta_i$ are chosen to lie in the first quadrant.

In the standard model the elements of the matrix $V_{ij}$ are fundamental parameters and their values must be determined experimentally. Information on $\theta_1$ comes from nuclear $B$ decay and semileptonic hyperon decays, whilst information on the angles $\theta_2$ and $\theta_3$ can be obtained from semileptonic $B$-meson decays. The differential rate for semileptonic $B$-meson decay ($B^0 = -\bar{b}d$, $B^- = \bar{b}u$) has the form ($V_{13} = V_{ub}$ and $V_{23} = V_{cb}$)

$$d\Gamma(\overline{B} \to X\ell\bar{v}_\ell) = |V_{cb}|^2 d\hat{\Gamma}(\overline{B} \to X_{q}\ell\bar{v}_\ell)$$

$$+ |V_{ub}|^2 d\hat{\Gamma}(\overline{B} \to X_{\ell}\ell\bar{v}_\ell), \quad (3)$$

where $d\hat{\Gamma}(\overline{B} \to X_{q}\ell\bar{v}_\ell)$ denotes the contribution to $d\Gamma(\overline{B} \to X\ell\bar{v}_\ell)$ from the part of the weak current (excluding the weak-mixing angles) where a bottom quark $b$ couples to a quark $q = c$ or $u$. If the functions $d\hat{\Gamma}(\overline{B} \to X_{q}\ell\bar{v}_\ell)$ and $d\hat{\Gamma}(\overline{B} \to X_{\ell}\ell\bar{v}_\ell)$ can be predicted theoretically, then the experimental electron spectrum can be used with Eq. (3) to determine the ratio $|V_{ub}|^2/|V_{cb}|^2$, whilst the absolute semileptonic decay rate can be used to determine the magnitudes of these weak mixing angles. In particular, the contribution to $\Gamma(\overline{B} \to X\ell\bar{v}_\ell)$ coming from the $b\to u$ coupling can, in principle, be isolated experimentally by examining the electron spectrum $d\Gamma/\hat{d}E_{\ell}$ in the endpoint region near the maximum allowed electron energy, since $b\to u$ can contribute for $E_{\ell} > (m_B^2 - m_q^2)/(2m_B)$.

In the free-quark decay model where the $b$ quark decays freely from rest,
\[
\hat{\Gamma}(\bar{B} \to X_e e\bar{\nu}_e) = \frac{G_F^2 m_\bar{B}^2}{192\pi} f(m_q/m_B),
\]
where \(f(x) = 1 - 8x^2 + 8x^6 - x^8 - 24x^4 \ln x\). This free-quark decay model (with and without perturbative QCD corrections) has become the traditional tool for discussing semileptonic decays of heavy quarks. It is known to give a satisfactory understanding of many of the features of such decays, including a semiquantitative description of their absolute rates and good predictions for semileptonic branching ratios. Perhaps for this reason it was hoped that this simple model could also be applied to the prediction of the shape and normalization of the \(\bar{B} \to X_e e\bar{\nu}_e\) end-point spectrum. This paper and our earlier ones are motivated by our belief that the use of the free-quark decay model cannot be justified in precisely this region.

Whilst our reasons for rejecting the free-quark decay model are not so subtle, our point of view is sufficiently iconoclastic for us to feel that it is essential to discuss them fully. The focus of our concerns is the fact that the end-point region is, from kinematics alone, populated via the production of low-mass hadronic systems. In such circumstances the free-quark decay model will suffer from both kinematical and closely related dynamical problems.

Let us begin with an illustration. Imagine a world in which pair creation by the strong interaction is suppressed. (This imaginary world corresponds to QCD in the large-\(N_c\) limit. Alternatively, we can view it as an approximation in which QCD is first solved in fixed sectors of Fock space with mixing between sectors treated as a perturbation.) Then the decay \(\bar{B} \to X e\bar{\nu}_e\) will be saturated by hadronic systems \(X\) which are \(q\bar{q}\) resonances. If, for simplicity, we ignore the motion of the quarks in the decaying \(B\) meson, then in the free-quark decay model the recoil hadronic mass \(m_{X}^\prime = (p_\bar{B} - p_e - p_{\bar{\nu}_e})^2\) will be treated as continuously distributed from a minimum value \((m_q + m_{\bar{q}})^2\) up to a maximum value \((m_q + m_{\bar{q}})^2 + (m_q/m_B)(m_B - m_q)^2\). On the other hand, in our illustrative world the quark \(q\) would be captured into one of the discrete eigenstates in which \(q\bar{q}\) form a confined meson spectroscopy. In these circumstances, the free-quark differential decay rates will approximately hold (in an energy average sense) only in those regions of phase space where the density of confined states has approached that of the continuum. This corresponds to the usual parton model condition that \(p_q > 1\ GeV/c\). However, at low \(m_X\) the “true” hadronic recoil spectrum will be controlled by a sparse set of discrete states which will at best only remotely resemble the free spectrum: \(d\Gamma/dm_{X}^\prime\) in this region will consist of a set of well-separated spikes. We therefore see that in this limit (large \(N_c\) or treating pair creation as a perturbation), on purely kinematical grounds the free-quark decay model cannot possibly reproduce the differential spectrum \(d\Gamma/dm_{X}^\prime\) at low \(m_X\).

While \(d\Gamma/dm_{X}^\prime\) is not a very useful quantity experimentally, this failure reflects directly on the high-energy end-point region of the electron spectrum \(d\Gamma/dE_e\). The electron energy spectrum can be viewed as a superposition of \(m_X\)-dependent projections of the three-body Dalitz plots for \(\bar{B} \to X e\bar{\nu}_e\) for fixed \(m_X\), each with their corresponding end points \(E_{e}^\text{max} = (m_B^2 - m_X^2)/(2m_B)\), so that, as already stated, low \(m_X\) determines the high-\(E_e\) spectrum. Of course, one might hope that the parton model “averaging” of the confined spectrum will extrapolate right down to the minimum allowed hadronic mass \(m_X\). This “averaging” would necessarily be rather crude, since as each new discrete \(m_X\) begins to contribute to the electron spectrum (as the energy drops below its end point), it has associated with it a threshold—with its prescribed threshold behavior—of which the free-quark decay model is completely ignorant. Even allowing for this failure, we can see no justification for such an optimistic view of the range of validity of the free-quark decay model. Its kinematical failures are, after all, a superficial reflection of the deeper dynamical problem of failing to take into account the strong, nonperturbative interactions which create the confined spectrum. In other words, in the low-\(m_X\) part of the spectrum there is no justification for the parton model mnemonic that “the short-distance physics determines the inclusive cross section; everything else happens with unit probability.”

Before leaving the world of our illustrative example, let us pause to consider a few particulars of semileptonic decays. In \(b \to c\), the free-quark \(m_c\) spectrum in the above model (with typical quark masses given in the body of the paper below) ranges continuously from 2.15 GeV/c\(^2\) to 2.31 GeV/c\(^2\), whilst the experimental spectrum seems to be dominated by \(D\) and \(D^*\) production at the two (nearly) discrete masses of 1.87 GeV/c\(^2\) and 2.02 GeV/c\(^2\). Although the continuous spectrum can be arranged—by sensible but nevertheless ad hoc manipulations of the free-quark decay model—to give the correct \(E_e\) end point and thereby to correspond to an \(m_X\) spectrum more closely related to the experimental one, the observed dominance of the \(D\) and \(D^*\) must in itself be viewed as antithetical to the parton-model approximations. We can certainly see no reason to expect the parton model to serve in these circumstances as anything more than a rough guide in the “duality” sense mentioned above. [Note that absolute semileptonic rate predictions of the free-quark decay model are in any event not very significant since, for example, as \(m_B\) is varied by \(\pm 300\ MeV/c^2\) around 5 GeV/c\(^2\), the free-quark rate, Eq. (4), for \(\bar{B} \to X_e e\bar{\nu}_e\), varies by about a factor of 2.] In \(b \to u\) decay, the corresponding range in \(m_X\) is 0.66 GeV/c\(^2\) to 1.38 GeV/c\(^2\), so that—given especially that the motion of the initial quarks will broaden this range—it is justified to expect that the parton-model approximations will be valid at high \(m_X\), where the light-quark spectrum has become reasonably dense. Since hadronic form factors lead to \(E_e\) spectra which peak just below the maximum for a given \(m_X\) (see below), this corresponds to an applicability of the free b-quark decay model at low \(E_e\) in the \(b \to u\) spectrum. There is, however, still no justification, even here, for the use of this model at the highest \(E_e\) corresponding to the lowest \(m_X\).

For example, in the resonance approximation, only the projections of the \(\pi\) and \(\rho\) Dalitz plots will contribute to the electron spectrum for \(E_e > 2.49\ GeV\) (where the \(L = 1\) resonances
clustered around 1.25 GeV can no longer contribute), with the \( \rho \) contribution cutting off at 2.58 GeV whilst the \( \pi \) contributes all the way to the physical end point at 2.63 GeV. In the free-quark decay model this end-point region receives (pointlike) contributions from the entire section of the Dalitz plot in which the recoiling light quark \( u \) and the \( \bar{v} \) are approximately collinear, so that the total rate actually peaks very near the maximum allowed \( E_c \): with the typical constituent-quark masses we use below, the free-quark rate peaks only 0.15 GeV below the end point. However, it seems likely that in nature (as in the model we present below), contributions in this region are suppressed because the \( \pi \) and \( \rho \) are soft hadronic objects. Since their momentum-space wave functions have mean momenta of the order of 300 MeV/c, form factors will give very little amplitude for their formation when the collinear \( u \) and \( \bar{v} \) contain a high-momentum \( u \) quark \( (|p_u| \) from free-quark decay ranges from zero to about 2.5 GeV/c in the \( b \) rest frame or from zero to about 0.6 GeV/c in the \( m_X \) rest frame). The pointlike amplitude for producing these high-three-momentum \( u \) quarks in a pseudoscalar or vector combination with the “spectator” \( \bar{d} \) quark is not, of course, lost: it feeds the amplitudes for producing excited states of the \( \pi \) and \( \rho \). However, since elementary kinematics forbids the main effects of these pointlike amplitudes to appear at the highest \( E_c \), the peaking of the electron spectrum will be shifted to lower values.

Despite this failure to describe the spectrum at high \( E_c \), we should emphasize that in this picture the free-quark decay model (and the ancillary QCD jet model) would hold as an approximation which would become increasingly accurate as the mass of the decaying \( b \) quark increased. In particular, we note that the range of hadronic masses populated by the decay with a light-quark spectator leads to all the thresholds falling within a region \( \delta E \) just below the maximum energy, which becomes an increasingly small fraction of the total \( E_c \) range: as \( m_b \to \infty \),

\[
\frac{\delta E}{E_c^{\text{max}}} \approx \frac{m_d}{m_b}
\]

(we once again neglect quark motion in the hadrons). This happens even though the highest-mass \( m_X \) being produced is becoming larger: as \( m_b \to \infty \),

\[
m_X^{\text{max}} \approx (m_d m_b)^{1/2}.
\]

The crucial point is that the model does not produce states with \( m_X \) ranging up to \( m_b \approx m_b + m_d \) as allowed by pure kinematics, but rather (as \( m_b \to \infty \)) only over an infinitesimal fraction of this range. Thus we see that there is, for example, no paradox in producing high-momentum jets through “soft” \( q \bar{d} \) bound states: the jets of highest momentum \( (\sim \frac{1}{2} m_b) \) correspond to large recoils sustained by states which have a density approaching that of the continuum and masses around \( (m_d m_b)^{1/2} \approx m_g \), in which the quarks each have mean center-of-mass momenta of \( \frac{1}{2}(m_d m_b)^{1/2} \) corresponding, in the original \( B \) rest frame, to a recoil quark momentum of \( \frac{1}{2} m_b \).

In our discussion of the free \( b \)-quark decay model, we have so far neglected perturbative QCD corrections. Gluon radiation will, with a probability of order \( \alpha_s(m_b) / \pi \), populate hadronic final states with all masses up to the kinematic limit and thereby produce effects which are missing from our earlier picture. However, if the free \( b \)-quark decay picture is to be at all useful, the \( b \)-quark mass must be large enough for these effects to be only a small perturbation. Also, at low \( m_X \) it is especially clear that gluon radiation cannot cure the flaws in the free \( b \)-quark decay picture: we know empirically that the gluonic degrees of freedom of QCD are frozen out at low mass. There are therefore no grounds for believing that the inclusion of gluonic degrees of freedom will significantly modify our basic conclusions regarding the electron end-point spectrum. Certainly, all the kinematic arguments against using the free-quark decay model apply with equal force to the radiative final states.

We have seen that in a limit in which pair creation is suppressed, the free \( b \)-quark decay model is likely to be valid in the usual (inclusive) QCD jet limit, but invalid near the high-energy electron end point. We next want to examine whether this conclusion can be expected to survive as we turn on pair creation (or leave the large-\( N_c \) limit). As a first step, motivated by the fact that at least most of the known low-lying mesons in which we are interested are narrow, we treat the amplitude for the production of dynamical pairs as a perturbation. It will then create, in lowest order, a small additional \( q \bar{q} q \bar{q} \) piece in the previously pure \( q \bar{q} \) meson state-vectors as well as a coupling between these stable eigenstates and the meson-meson continuum which will give them widths. The addition of widths to the stable bound states of our earlier picture presents no problems for our arguments: its main effect is to give an effective \( m_X \) spectrum which will more closely resemble the true resonance spectrum. In particular, this new effect does not dilute the argument against using the free-quark decay model at low \( m_X \); it only suggests that the free-particle spectrum will “average the resonances” in a more direct way once the widths of the resonances become comparable to their spacings. There will be another effect of this presumed perturbation which cannot be viewed as a simple modification of our earlier picture. When the “four-quark” (i.e., \( q q \bar{q} \bar{q} \)) component of the \( B \) meson decays, the recoiling quark from \( b \to q \) must be recombined in lowest order with a \( q \bar{q} \) state. Part of the time this recombination will be into the four-quark component of \( X \) (e.g., for elastic scattering as \( Q^2 \to 0 \), each Fock-space component of the initial state scatters coherently into the final state), but it can also feed a nonresonant meson-meson continuum. This nonresonant continuum will also be a small perturbation on the resonance spectrum, to the extent that resonance widths can be treated as a small perturbation on the spectrum. Given the success of the narrow resonance approximation and of the valence-quark picture of mesons, it therefore seems unlikely that such nonresonant continua are very important.

Resonance dominance has, of course, been studied in inelastic lepton-nucleon scattering. The analogue to the action of our flavor-nonsinglet \( b \to q \) current occurs in
nondiffractive lepton-nucleon scattering. (Diffractive scattering, which occurs when the virtual photon creates a quark-antiquark pair which then interacts with the nucleon, is not dominated by nucleon resonances in the final state. No analogous processes exist in B-meson decay, since the final state cannot contain a b b̅ pair.) Such nondiffractive scattering, which can be studied by examining nonisola structure functions, appears experimentally to be consistent with being saturated for m ≤ 2 GeV/c² by the production of (overlapping) resonances with cross sections which rise and then fall with increasing momentum transfer with a scale of 1 GeV/c (Ref. 7).

In addition to such empirical checks of resonance dominance, nonresonant continuum production can also be studied theoretically. In the approximation in which quark pair creation is treated to lowest order, the resonant contribution to \( \bar{B} \rightarrow X_s e^+\bar{\nu}_e \) occurs when the action of the weak current is followed by pair creation, whilst nonresonant production occurs when pair creation acts before the current. Since both are controlled by the strength of the quark pair-creation operator, which is known from the study of meson decay (see, for example, Ref. 8), the continuum production can in principle be estimated. In the absence of such estimates, and especially considering the evidence and arguments that nonresonant production will be small, it certainly seems worthwhile to predict, as we do here, the resonance contributions to semileptonic decay. This is at least the first step towards realizing a full sum over exclusive semileptonic decays.

Although we believe that our resonance dominance assumption for semileptonic decays will prove to be reasonably accurate, we should perhaps emphasize that if in some cases nonresonant processes are important, there is certainly no reason to expect the free-quark decay model to do a better job of describing them: apart from some small radiative corrections, the free-quark model also ignores the presence of extra quark-antiquark pairs in the B meson. On the other hand, the resonance model can at least partly take into account strong pair creation through its inclusion of resonance widths, whilst the free-quark decay model cannot. As an explicit example of this, consider the inclusive semileptonic spectra of \( \bar{B} \rightarrow \bar{d}d \) and \( \bar{B} \rightarrow \bar{b}b \) decay from the \( b \rightarrow u \) transition. In the free-quark decay model, ignoring isospin violation, these two spectra are identical, but in the resonance decay model they are different, as they should be. The point is that \( \bar{d}d \rightarrow u\bar{u} \) whilst \( \bar{b}b \rightarrow u\bar{u} \). The former transition thus creates a pure \( I = 1 \) hadronic final state, whilst the latter has equal amplitudes to create \( I = 1 \) and \( I = 0 \). Since the \( I = 1 \) and \( I = 0 \) hadronic spectra differ, the two electron spectra will differ. To begin with, they have different thresholds: for \( I = 1 \) it is \( m_\pi > m_\rho \), but for \( I = 0 \) we have \( m_\rho > m_\pi \). The thresholds would only coincide, in the narrow resonance approximation, if the Okubo-Zweig-Iizuka (OZI) rule were exact so that \( m_\pi = m_\rho \), \( m_\rho = m_\gamma \), etc. Even in this limit, the spectra would differ, as the widths of degenerate \( I = 1 \) and \( I = 0 \) mesons need not be the same. For example, \( m_\gamma \neq m_\rho \) SU(3)-symmetry breaking can create width differences. One example we will encounter below occurs in the \( J^{PC} = 0^{++} \) mesons where, even in the OZI limit, \( \Gamma_{I=1} / \Gamma_{I=0} \approx \frac{1}{2} \). Thus, even without pair creation our resonance approximation would be no more "incomplete" than a free-quark decay calculation, and with resonance widths taken into account it clearly contains physics elements that the free-quark decay model cannot describe.

We warned the reader at the beginning of this Introduction that we would not be brief in delineating our reasons for doubting the validity of the free-quark decay model in the electron end-point region. We hope that even readers who were ready to accept this conclusion more easily will have appreciated seeing the case laid out in detail. We also expect that this discussion, whilst making it clear that our approach is in principle an improvement over the free-quark decay model, will have allowed the reader to anticipate that it still has many difficulties to overcome.

III. METHOD

We believe that the foregoing arguments convincingly demonstrate the need to replace the free-quark decay model for the end-point electron spectrum in semilepton-ic weak decays by an explicit summation over the spectra generated by exclusive channels. Unfortunately, it is easier to decide what needs to be done than to do it. Indeed, one of the other main conclusions of this and of our previous work is that there are considerable theoretical uncertainties in carrying out this program, so that the extraction of accurate values or stringent limits on weak-mixing angles from such data will be correspondingly more difficult than was previously believed.

The problem, of course, is that there is no rigorous method available at the moment for handling the necessarily nonperturbative physics of the exclusive \( \bar{B} \rightarrow X_s \) and \( \bar{B} \rightarrow X_s \) transitions. One must therefore rely on a model for these states and, as the Introduction implies, we have chosen to rely on the constituent-quark model. This model is a phenomenological model of QCD in the nonperturbative regime, which has had considerable success in describing hadronic structure. It is especially well suited to (and well tested for) describing the low-lying resonances that contribute to the \( \bar{B} \rightarrow X_s e^+\bar{\nu}_e \) end-point spectrum. Apart from sounding the warnings made above (and amplified below) regarding the inapplicability of the free-quark decay model to this problem, the other main purpose of this paper is to study this spectrum using the nonrelativistic quark potential model. Although we will discuss the uncertainties inherent in this calculation in some detail later (along with some possible improvements to the simple version of the model used here), we would like to state immediately that we will not be able to claim that our results are very reliable, especially for the crucial \( \bar{B} \rightarrow X_s e^+\bar{\nu}_e \) transitions. On the other hand, for reasons that we hope are now obvious to the reader, we believe that a calculation of this type is essential if we are to be able to extract \( V_{ub} / V_{cb} \), or a limit on it, from the data. Thus, although we will conclude that there are substantial uncertainties in our predictions, we will argue that they are a realistic reflection of the state of our understanding of nonperturbative QCD at the present time.
The transition matrix element for the process \( \bar{B} \to X_q \ell^+ \bar{\nu}_\ell \) is

\[
T = \frac{G_F}{\sqrt{2}} V_{qb} \bar{u}_z \gamma_\mu (1 - \gamma_5) v_\ell \langle X_q (p_X s_X) | j^\mu_{\ell \bar{\nu}} | \bar{B}(p_B) \rangle ,
\]

(5)

where \( V_{qb} \) is the element of the Kobayashi-Maskawa matrix [formula (2)] which is appropriate for the \( \bar{B} \to X_q \) transition, and \( j^\mu_{\ell \bar{\nu}} \) is the charged hadronic current in Eq. (1). Since the hadronic tensor

\[
h_{\mu \nu} = \sum_{s_x} \langle \bar{B}(p_B) | j^\mu_{s_x} | X(p_X s_X) \rangle \langle X(p_X s_X) | j^\nu_{s_x} | \bar{B}(p_B) \rangle
\]

must have the form

\[
h_{\mu \nu} = -ag_{\mu \nu} + \beta_{+,+}(p_B + p_X)_{\mu}(p_B + p_X)_{\nu} + \beta_{-,-}(p_B + p_X)_{\mu}(p_B - p_X)_{\nu} + \beta_{+,+}(p_B - p_X)_{\mu}(p_B + p_X)_{\nu} + \beta_{-,-}(p_B - p_X)_{\mu}(p_B - p_X)_{\nu} + i\gamma_\mu \epsilon_{\nu \rho \sigma} p_B^{\rho} p_X^{\sigma},
\]

we can easily show, if the mass of the electron is neglected, that the differential decay rate of the \( \bar{B} \) meson depends only on \( \alpha, \beta_{+,+}, \) and \( \gamma \), and is given by

\[
\frac{d\Gamma}{dx \, dy} = |V_{qb}|^2 \frac{G_F^2 m_B^5}{32\pi^3} \left( \frac{2\beta_{++}}{m_B^2 + y} \right) 2x \left( 1 - \frac{m_X^2}{m_B^2} + y \right) - 4x^2 - y - \gamma y \left( 1 - \frac{m_X^2}{m_B^2} - 4x + y \right) ,
\]

(8)

where \( x \equiv E_\ell / m_B \) and \( y \equiv t / m_B^2 = (p_B - p_X)^2 / m_B^2 \). Of course Eq. (8) holds for all \( M \to M' e^{-} \bar{\nu}_e \) decays with the appropriate substitutions; for decays to \( e^{-} \bar{\nu}_e \) one must in addition reverse the sign of the term proportional to \( \gamma \). The effects of resonance widths for the recoiling system \( X \) are discussed below and in Appendix D.

We will estimate \( \alpha, \beta_{+,+}, \) and \( \gamma \) (for each channel \( X \)) using the quark model, building up the total electron spectrum \( d\Gamma/dx \) by summing over contributing states \( X \). If we include states \( X \) with mass up to \( m_X \), we will then have the complete spectrum from the maximum value of \( x \) down to \( x = (1 - m_X^2 / m_B^2) \) so that this method, in contrast with a free-quark decay calculation, is potentially very suitable for studying the crucial end-point region of the spectrum.

Central to this calculation is, obviously, the possibility of reliably estimating the matrix elements \( \langle X | j^\mu(0) | \bar{B}(p_B) \rangle \), and the inclusion of all relevant states which will contribute above some minimum \( E_\ell \). Our first assumption, the rationale of which has already been discussed extensively in the Introduction, is that the sum over all final hadronic states \( X \) will be approximately saturated by the ordinary quark-model states. This approximation thus ignores nonresonant production of multihadron states (for the reasons stated earlier) as well as gluonic excitations of mesons (meson hybrids). The latter approximation will be perfect down to values of \( E_\ell \) which correspond to the threshold for producing hybrids, and will become increasingly dubious at higher \( m_X \), where the spectrum of such states is expected to become quite dense. (The excitation of these states is connected with the excitation of gluon radiation in the perturbative picture, but the connection is not a simple one.) This observation, along with the sheer complexity of extending the sum over \( X \) to high \( m_X \) will mean that in practice we will truncate our calculation at some maximum \( m_X \). To the extent that our truncation leaves out states, our results will then only apply above some minimum \( E_\ell \).

A basic element of our method is to make a correspondence between the Lorentz-invariant form factors \( f_i \) which occur as the coefficients of the various vector-tors \( X_i^\mu \) that one can form from available kinematic variables in the expansion of the matrix element \( \langle X(p_X s_X) | j^\mu(0) | \bar{B}(p_B) \rangle \) of the physical \( \bar{B} \) and \( X \), and those (which we call \( f_i \)) which appear in the quark-model calculation of \( \langle X(p_X s_X) | j^\mu(0) | \bar{B}(p_B) \rangle \) [where, for example, \( \langle \bar{B}(p_B) \rangle \) is the quark-model state vector in the weak-binding, nonrelativistic limit]. This "mock-meson method" (which is discussed more fully in Appendix A) is based on the observation that in this limit the quark-model state vectors form good representations of the Lorentz group, so that the \( f_i \) and \( f_i \) are in one-to-one correspondence.

In our earlier work\(^3\) we did not appreciate the full power of this method: we applied it only to form factors that were the coefficients of terms that were of zeroth or first order in the recoil momentum \( p_X \), believing that "higher-order" form factors, being of order \( v^2 / c^2 \), were neither calculable nor important. The recent work of Altmari and Wolfsenstein\(^7\) demonstrated that the neglect of such form factors may not be justified. We have reexamined this issue, and have found that we can extend our calculation to include them. When we do so, we find that it was indeed a mistake to ignore them in general. The required extension of the method is discussed below and in Appendix A.

Although the accuracy of our form factors will obviously depend directly on the validity of the nonrelativistic quark model, it should be emphasized that this method not only makes our calculation fully relativistic kinematically, but also ensures that our calculated spectra respect all the correct physical thresholds occurring in these processes [that is, thresholds are all determined by Eq. (8) (or Appendix D) by observed masses and widths]. Moreover, since we expected, and find, rates for low-mass states that are dominated by soft recoils, our results will depend mainly on our ability to predict the form factors near zero recoil where the nonrelativistic quark model will be most reliable. In particular, we will find that in most cases rates are not very sensitive to the \( p_X^2 \) dependence of the \( f_i \).
This is fortunate since within the weak-binding limit, where we know how to maintain Lorentz invariance, we can only compute the values of the form factors \( f_i \) near zero recoil: the essence of the method is to identify \( f_i \) (\( p_{X}^2 \simeq 0 \)) with \( \tilde{f}_i \) (\( p_{X}^2 \not\simeq 0 \)). Indeed, the form factors we derive are only valid for wave functions with \( \langle p_{\tilde{X}}^2 \rangle / m_{\tilde{X}}^2 \ll 1 \) (\( p_{\tilde{X}} \) and \( m_{\tilde{X}} \) are the momentum and mass of quark \( \tilde{X} \)). We nevertheless follow the normal and reasonable model-phenomenology of using these formulas in the relevant regime where \( \langle p_{\tilde{X}}^2 \rangle - \langle m_{\tilde{X}}^2 \rangle - \Lambda^2_{\text{QCD}} \), i.e., of assuming that the weak-binding formulas can be extrapolated.

In general, we should expect such an extrapolation to be only qualitatively accurate. The fact that the quark model normally works somewhat better than this is presumably because its parameters have been adjusted to compensate for at least some of its deficiencies. There are, however, cases where quark-model calculations involve an overlap of wave functions that is near to unity, independent of details of the model. In these cases the quark potential model can be expected to be quite accurate. The transitions \( B \rightarrow X c \bar{s} \), in which the reduced masses of the quarks in the \( B \) and \( X \) are very similar, are examples of calculations which, at least in part, should exhibit such accuracy. At the opposite extreme is the accuracy we should expect from the quark model in its prediction of the large recoil behavior of form factors. A form factor will, in general, have an intercept at zero recoil which can be computed with typical quark-model accuracy. For \( p_{\tilde{X}}^2 \) small but nonzero, we will have

\[
\tilde{f}_i(p_{\tilde{X}}^2) \sim f_i(0) \left[ 1 - \left( r_i^2 + \frac{a}{m_{\tilde{X}}^2} \right) p_{\tilde{X}}^2 \right]
\]

where we have allowed the slope of \( f_i \) to depend, as it might on dimensional grounds, on both the size of the hadrons (as represented by \( r_i \)) and on a quark mass \( m_{\tilde{X}} \). (Such relativistic corrections of order \( p_{\tilde{X}}^2 / m_{\tilde{X}}^2 \) are familiar from the hydrogen atom, where they give rise to the Darwin term correction to the Bohr spectrum.) In the weak-binding approximation \( r_i^2 \ll 1 / p^2 \ll m_{\tilde{X}}^{-2} \), so the \( p_{\tilde{X}}^2 / m_{\tilde{X}}^2 \) term is lost, but in many hadrons of interest the two contributions to the slope of \( f_i \) could be comparable. Whilst irrelevant at \( p_{\tilde{X}}^2 = 0 \), this deficiency is potentially very serious at large \( p_{\tilde{X}}^2 \) where, for example, \( \exp(-a p_{\tilde{X}}^2 / m_{\tilde{X}}^2) \ll 1 \). We will deal with this inadequacy of the nonrelativistic quark model below. First, we will give an explicit example of a calculation of the \( f_i \) using the mock-meson method.

Consider the matrix element for \( \bar{B}^0 \rightarrow D^+ \), where \( D^+ \) is the \( c \bar{d} \) pseudoscalar ground-state meson. In general,

\[
\langle D^+(p_D) \mid j_{\mu}^{\text{EM}} \mid \bar{B}(p_{\bar{B}}) \rangle = f_+ (p_{p_{\bar{B}}} + p_{p_D}) \mu^\nu + f_- (p_{-p_{\bar{B}}} - p_{-p_D}) \mu^\nu ,
\]

where \( f_\pm \) are Lorentz-invariant form factors which can be considered as functions of \( t - t_m \), where \( t_m = (m_{\bar{B}} - m_D)^2 \). (Note that in this example \( \alpha = 0, \beta = 1, \gamma = 0 \), so that in fact only the \( f_+ \) form factor is really required.) In the weak-binding, nonrelativistic limit, the matrix element of \( j_{\mu}^{\text{EM}} \) between quark-model states \( \bar{B}(p_{\bar{B}}) \) and \( \bar{D}^+(p_D) \) (with, for example, \( m_{\bar{B}} = m_b + m_d \) so that \( \bar{E}_{\bar{D}} = (m_{\bar{D}}^2 + p_{\bar{D}}^2)^{1/2} \) has an expansion exactly analogous to Eq. (10) with form factors \( f_\pm \) that are functions of \( t - t_m \).

The calculation of the form factor \( f_\pm \) is straightforward. As explained in Appendix A, whilst such a calculation could be done using the full, properly normalized boosted state vectors of the weak-binding limit, it is more convenient to concentrate on special linear combinations of matrix elements which allow one to use simple nonrelativistic state vectors of the form

\[
|\tilde{X}(p_{\tilde{X}} S)\rangle = \sqrt{2m_{\tilde{X}}} \int d^3 p \sum_{L \sigma} C_{L \sigma}^{m_{\tilde{X}} L \sigma} \phi_X(p)_{L m_L} \chi_{\tilde{X}}^{Sm_S}
\]

\[
\times \left( \begin{array}{c} m_q \\ m_{\tilde{X}}^2 \\ \frac{p_{\tilde{X}} + \hat{S} s}{m_{\tilde{X}}} \\ \frac{q - m_q}{m_{\tilde{X}}} \end{array} \right)
\]

where \( \chi_{\tilde{X}}^{Sm_S} \) couples the spins \( s \) and \( S \) to the total spin \( S \), \( \phi_X(p)_{L m_L} \) is the \( q\bar{q} \) relative momentum wave function, and the C factors couple \( L \) and \( S \) to the total angular momentum \( s \). Assuming that the fields appearing in the currents create and destroy constituent quarks, we then simply compute free-quark matrix elements between states \( \bar{B} \) and \( \tilde{X} \) of the form of Eq. (11). In our example, we easily find that, for \( p_{p_0} = 0 \) and \( |p_D| \ll m_{\bar{D}} \),

\[
(m_{\bar{B}} + m_D) f_+ + (m_{\bar{B}} - m_D) f_-
\]

\[
= \sqrt{4m_{\bar{B}} m_D} \int d^3 p \phi_B \left( p + \frac{m_d}{m_D} \tilde{p}_D \right) \phi_B(p) ,
\]

\[
(f_+ - f_-) \tilde{p}_D = \sqrt{4m_{\bar{B}} m_D} \int d^3 p \phi_B \left( p + \frac{m_d}{m_D} \tilde{p}_D \right) \phi_B(p)
\]

\[
\left( \begin{array}{c} p_{-p_{\bar{B}}} - p_{-p_D} \\ \frac{p_{-p_{\bar{B}}} + p_{-p_D}}{2m_b} + \frac{p_{-p_D}}{2m_q} \end{array} \right).
\]

These expressions, as already implied, neglect perturbative radiative corrections to the weak current. Although the weak current receives no infinite renormalizations, loop graphs give rise to corrections of the type \( \left[ \alpha_s(m_b^2) / \pi \right] \ln(m_b^2 / m^2) \) coming from regions of integration where the loop momentum is smaller than \( m_b \) but larger than the typical momentum of the charm quark. To proceed much further requires explicit momentum wave functions. We have chosen to use Schrödinger wave functions that are appropriate to the usual Coulomb plus linear potential

\[
V(r) = -\frac{4\alpha_s}{3r} + c + br
\]

with \( \alpha_s = 0.5, c = -0.84 \text{ GeV}^{-2} \) and \( b = 0.18 \text{ GeV}^{-2} \) and with constituent-quark masses \( m_c = m_s = 0.33 \text{ GeV}^{-2} \), \( m_u = 0.55 \text{ GeV}^{-2} \), \( m_s = 1.82 \text{ GeV}^{-2} \), and \( m_d = 5.12 \text{ GeV}^{-2} \). This simple model gives quite reasonable spin-averaged spectra of \( u\bar{d}, c\bar{d}, \text{ and } b\bar{d} \) mesons up to \( L = 2 \), and extends satisfactorily to the \( c\bar{c} \) and \( b\bar{b} \) systems (where we do not need it) with a running \( \alpha_s = 0.4 \) and 0.3, respectively. To avoid extensive numerical calculations, we
have used variational solutions of this Schrödinger problem based on harmonic-oscillator wave functions:

\[ \psi_{1S} = \frac{\beta^2}{\pi^{3/4}} e^{-\beta r^2/2}, \]

\[ \psi_{1P} = -\frac{\beta^2}{\pi^{3/4}} e^{-\beta r^2/2}, \]

\[ \psi_{1S} = (\frac{1}{2})^{1/2} \frac{\beta^2}{\pi^{3/4}} (r^2 - \frac{1}{2} \beta^2) e^{-\beta r^2/2}, \]

in which the \( \beta \)’s are employed as variational parameters. The resulting \( \beta \) values are given in Appendix C. With these wave functions we can perform analytically all the integrals we encounter. As described in Appendix C, we have checked the accuracy of these variational solutions and found them to be satisfactory. The analytic formulas for \( \alpha, \beta_{++}, \) and \( \gamma, \) and the form factors \( f, \) relevant to them, are given in Appendix B for all mesons \( X \) with 1S, 1P, and 2S spatial wave functions. These formulas, in conjunction with Eq. (8) and the physical masses and widths (taken from Refs. 12 and 13) of Table I, can be used to calculate \( d^2 \Gamma / dx \ dy. \) (See Appendix D for the treatment of particle widths.)

Before this is done, however, we must face up to the expected inaccuracy of our nonrelativistic calculation of the \( p^2 \) dependence of form factors. Since all the mesons under explicit consideration here have roughly the same radius, we have dealt with this problem by allowing the computed slopes of all form factors to be modified by a common factor. This multiplicative constant is chosen to bring the calculated \( F_\pi(Q^2) \) into better agreement with experiment in the low-\( Q^2 \) region, as shown in Fig. 1. [Charge radii are a special case of Eqs. (12) and (13).]

This means that our computed form factors as functions of \( t - t_m \) have all been replaced by the same functions of \( (t - t_m)/\kappa^2, \) where \( \kappa = 0.7. \) We believe that this tampering with our calculation is justified by our earlier remarks, and that the modified form factors will give better estimates of semileptonic rates, but we have to consider the uncertainties inherent in this procedure when we come to assess the reliability of our conclusions.

Since, as previously emphasized, most decays are dominated by small recoils, we will find that most of our results are not very sensitive to \( \kappa. \) Unfortunately, the crucial \( B \rightarrow X_u \) transitions will turn out to be the most sensitive to the behavior of the form factors away from the zero recoil point.

The study of exclusive semileptonic decays, of which our spectra are built, has a long history. This is especially true of the pseudoscalar-to-pseudoscalar transitions. The more recent work on exclusive charm and beauty semileptonic decays includes many different approaches. Initial work on heavy-quark semileptonic decay was usually concentrated on the inclusive processes (the work of Ref. 2 traces it lineage back to these papers) but also gave rough estimates for exclusive decay rates. Later work tackled individual form factors employing quark-model ideas similar to ours,\(^{16}\) infinite-momentum-frame quark models,\(^{17}\) current-algebra ideas,\(^{18}\) and other methods.\(^{19}\) All studies prior to ours of which we are aware confined themselves to the explicit calculation of, at most, pseudoscalar-to-pseudoscalar and pseudoscalar-to-vector transitions; they generally agreed with each other (and with us) on the former and disagreed with each other (and with us) on the latter. Below, we will comment further on the comparison between our method and those of other authors.

### IV. RESULTS

In this section we will present our results not only for \( B \) decay but also for related processes such as \( K \rightarrow \pi e^- \bar{\nu}_e \) and \( D \rightarrow Xe^+ \nu_e, \) since in addition to being interesting in their own right, in the cases where data exist they generally support the applicability of our methods. In later sections we will discuss the limitations of our results and the possibilities for improving them.

#### A. \( K \rightarrow \pi e^- \bar{\nu}_e \)

This process was previously studied\(^{10}\) by the methods used here. We also find \( f_+ (t_m) \approx 1.02 \) and \( f_- (t_m) \approx -0.29, \) both of which agree with experiment.

### TABLE I. Physical masses and widths of the 1S, 1P, and 2S mesons.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( (m^2/2 (u \bar{u} + d \bar{d})) )</th>
<th>( \bar{s}u )</th>
<th>( \bar{c}d )</th>
<th>( b \bar{u} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S0</td>
<td>0.14, 0.00</td>
<td>0.49, 0.00</td>
<td>1.87, 0.00</td>
<td>5.27, 0.00</td>
</tr>
<tr>
<td>1S1</td>
<td>0.77, 0.15</td>
<td>0.78, 0.00</td>
<td>0.89, 0.05</td>
<td>2.01, 0.00</td>
</tr>
<tr>
<td>1P0</td>
<td>1.23, 0.15</td>
<td>1.19, 0.32</td>
<td>1.27, 0.09(^b)</td>
<td>2.44, 0.1(^b)</td>
</tr>
<tr>
<td>1P1</td>
<td>1.32, 0.11</td>
<td>1.27, 0.18</td>
<td>1.43, 0.10</td>
<td>2.50, 0.1</td>
</tr>
<tr>
<td>1P2</td>
<td>1.28, 0.32</td>
<td>1.28, 0.03</td>
<td>1.41, 0.18(^b)</td>
<td>2.49, 0.3(^b)</td>
</tr>
<tr>
<td>2S0</td>
<td>(1.09, 0.3)(^c)</td>
<td>(1.09, 0.6)(^c)</td>
<td>(1.24, 0.3)(^c)</td>
<td>(2.40, 0.2)</td>
</tr>
<tr>
<td>2S1</td>
<td>1.30, 0.4(^c)</td>
<td>(1.44, 0.1)(^c)</td>
<td>(1.45, 0.2)(^c)</td>
<td>(2.58, 0.3)</td>
</tr>
<tr>
<td>2S2</td>
<td>(1.45, 0.4)(^c)</td>
<td>(1.46, 0.4)(^c)</td>
<td>(1.58, 0.4)(^c)</td>
<td>(2.64, 0.4)</td>
</tr>
</tbody>
</table>

\(^a\)We assume that the \( (m^2/2 (u \bar{u} + d \bar{d})) \) strength is present with an amplitude of \( (m^2/2) \) in each of the \( \eta (0.55) \) and \( \eta’ (0.96) \) corresponding to a mixing angle of approximately \(-10^\circ\).
\(^b\)1P, 2P, mixing has a negligible effect.
\(^c\)The light-quark mesons in this sector are poorly understood. See the discussion in Ref. 13.
It is significant that we agree with the measured slope of the form factor \( f_+ \). When combined with the observations that we agree with the measured kaon charge radii and that the \( K \) wave function is already significantly different (on the scale set by the \( B \) wave function) from that of the \( \pi \) (see Appendix C), these results suggest that our use of the \( \kappa \) factor to take into account relativistic modifications of the form factors may be reasonably reliable. Finally, note that although SU(3) breaking in the quark masses is substantial, the Ademollo-Gatto theorem\(^{20}\) protects \( f_+ \) from substantial deviations from unity. Equation (B8) for \( f_+ \) is not only consistent with the Ademollo-Gatto theorem; it also displays a shielding from flavor symmetry-breaking in the heavy-flavor case: \((1-f_+)/(m_b-m_s)/m_b\) for any light-quark mass \( m_d \). Even for \( B \to D \) we find that \( f_+(t_m) \) differs from unity by only 20%.

**B. \( D \to X^e e^- \nu_e \)**

All strange mesons \( X \) with mass \( m_X < m_D \) can contribute to the electron spectrum for \( D \)-meson decay. Figure 2 shows our full predicted spectrum and how it is built up from contributing resonances. The free-quark decay spectrum is shown for comparison. Note that our spectrum is dominated by the two processes \( D \to Ke^+ \nu_e \) and \( D \to K^*e^- \nu_e \), which we predict will constitute approximately 47% and 51% of the total, respectively. Although various experiments\(^{21-23}\) agree that the \( K \) and \( K^* \) modes are dominant features of the \( m_X \) spectrum, it is still unclear whether they are as completely dominant as we predict: Ref. 23 finds a significant nonresonant \( K \pi \) contribution. Despite this disagreement between experiments, there is agreement that the \( K^*/(K+K^*) \) ratio is about 50%. Our \( D \to K \) form factor is, however, once again in agreement with the measured form factor.\(^{22}\) Using Ref. 24, we also predict the polarization of the \( K^* \)'s produced in \( D \to K^* e^- \nu_e \) to be \( \Gamma \) (longitudinal)/ \( \Gamma \) (transverse) = 1.1. Finally, we note that an absolute prediction for the total rate for semileptonic \( D \) decay is \( \Gamma(D \to X^e e^- \nu_e) = \Gamma(D \to X^e e^- \nu_e) = 0.19 |V_{ud}|^2 \times 10^{12} \text{sec}^{-1} \). Assuming that there are three generations of quarks, this is in reasonable agreement with the experimental result\(^{1,22}\) of \( 0.19 \pm 0.02 \times 10^{12} \text{sec}^{-1} \). Figure 3 shows our predicted electron spectrum, boosted as is appropriate for \( D \bar D \) pairs produced from the \( \phi(3770) \), compared with an experimental spectrum\(^{21}\) of such electrons; we conclude that our model gives a reasonable account of these decays.\(^{25}\)

**Cabibbo-suppressed \( D^+ \) decay looks somewhat different, since in this case \( X = \pi^0, \eta, \rho^0, \omega, \ldots \), in contrast with the free-quark decay model in which it is identical to \( D^0 \) decay. First of all, since**

\[
f_j(D_0 \to \pi^+) = \sqrt{2} f_j(D^+ \to \pi^0) \approx 2 f_j(D^+ \to \eta)
\]

\[
\approx 2 f_j(D^+ \to \eta')
\]

(assuming an \( \eta-\eta' \) mixing angle of approximately \(-10^\circ \)), the fact that \( m_{\omega} / m_\rho \ll m_\eta / m_D \) leads to a rather different total pseudoscalar-meson contribution to the electron spectrum in \( D^+ \) decay versus \( D^0 \) decay. In addition, although given that with \( m_{\omega} = m_\rho \), the vector contribution to \( D^+ \) and \( D^0 \) decays would be equal in the stable resonance approximation, the fact that \( \Gamma_\rho \gg \Gamma_\omega \) would lead to small differences in the vector contributions to the
FIG. 3. $d\Gamma /dE_e$ for $D \to X_e e^+ \bar{\nu}_e$ from Fig. 2 boosted to correspond to $D's$ from $\psi(3770)$ decay and compared to the data of Ref. 20. The integrated theoretical and experimental rates have been roughly adjusted to agree in order to facilitate a comparison of the spectral shapes. Note that these data contain a small contamination of $D \to X_d e^+ \bar{\nu}_e$.

$D^+$ and $D^0$ electron spectra; these differences are ignored in Figs. 4, but see Appendix D.

C. $\bar{B} \to X e^- \bar{\nu}_e$

We now turn to the cases of interest for extracting $|V_{ud}|^2 / |V_{ub}|^2$. We first discuss $\bar{B} \to X_e e^- \bar{\nu}_e$, where $X_e$ is a charmed meson with mass $m_X < m_B$. Our present calculations extend only up to $m_X \approx 2.5$ GeV/$c^2$, but as can be seen from Fig. 5, which shows how our predicted spectrum is built out of contributing resonances, the full rate appears to be rapidly saturated by the lowest-lying states. We show the surprisingly similar shape of the free-quark decay spectrum for comparison. Our spectrum is once again dominated by the $1^3 S_0$ and $1^3 S_1$ states with the $D(1870)$ and $D^*(2020)$ contributing 27% and 60% (respectively) of our total spectrum.

Of the predictions made in this paper, we believe that those for $B \to D e \bar{\nu}_e$ and $B \to D^* e \bar{\nu}_e$ are the most reliable. In the limit where the $c$- and $b$-quark masses are treated as large compared with the $u$- and $d$-quark masses, the form factors at threshold $t=t_m$ contain an overlap of wave functions that is unity, independent of the potential model. Also, in this limit the masses that appear in the form factors $f_i(t_m)$, $g_i(t_m)$, $a_i(t_m)$ and $a_+(t_m)$ are heavy-quark masses whose values are insensitive to the choice of potential model. The suppression of the form factors for $t << t_m$ arises because momentum must be transferred to the light quark in the recoiling $X=D$ or $D^*$ state. However, if the momentum of $X$ is $p_X$, the

FIG. 4. (a) $(1/\Gamma)(d\Gamma /dE_e)$ for $D^0 \to X_e e^+ \bar{\nu}_e$ showing the contributions of $\pi$, $\rho$, and the total contribution from all 1S, 1P, and 2S states; also shown is the corresponding free quark curve. Absolute rates can be obtained by using $\Gamma = 0.18 \times 10^{12}|V_{ud}|^2$ sec$^{-1}$ and $\Gamma_{\text{free}} = 0.54 \times 10^{12}|V_{ub}|^2$ sec$^{-1}$. Note that $\pi$ and $\rho$ dominate 43% and 52%, respectively, of the total rate.

(b) $(1/\Gamma)(d\Gamma /dE_e)$ for $D^+ \to X^0_d e^+ \bar{\nu}_e$ showing the contributions of $\pi$, $\eta$, $\eta'$, $\rho$, $\omega$, and the total contribution from all 1S, 1P, and 2S states; also shown is the corresponding free quark curve. Absolute rates can be obtained by using $\Gamma = 0.17 \times 10^{12}|V_{ud}|^2$ sec$^{-1}$ and $\Gamma_{\text{free}} = 0.54 \times 10^{12}|V_{ub}|^2$ sec$^{-1}$. Note that $\Gamma(D^+ \to X^0_d e^+ \bar{\nu}_e) / \Gamma(D^0 \to X_d e^+ \bar{\nu}_e) = 0.93$ due to the effects of the $\eta$ and $\eta'$ channels which are especially evident at the highest $E_e$, and that $\pi$, $\eta$, $\eta'$, $\rho$, and $\omega$ constitute, respectively, 23%, 12%, 5%, 28%, and 27% of the total rate.

FIG. 5. $(1/\Gamma)(d\Gamma /dE_e)$ for $B \to X e^- \bar{\nu}_e$ showing the contributions of $D$, $D^*$, and the total contribution from all $1S$, $1P$, and $2S$ states; also shown as a dashed curve is the corresponding free quark curve. Absolute rates can be obtained by using $\Gamma = 0.41 \times 10^{14}|V_{ub}|^2$ sec$^{-1}$ and $\Gamma_{\text{free}} = 0.49 \times 10^{14}|V_{ub}|^2$ sec$^{-1}$. 

light quark only carries momentum \([m_d/(m_c + m_d)]p_X\). The presence of the heavy c quark thus causes the form factors to vary only a little over the available phase space.

Our \(D^*\) branching fraction of 0.60 is consistent with the preliminary measurements of 0.8±0.3. It should be noted that the rate for \(B \to D^*e\bar{\nu}_e\) is determined by three form factors: \(f_1, g_1,\) and \(a_+\). The dependence on \(f_1, g_1,\) and \(a_+\) can be partially separated\(^{24,26}\) by observing the polarizations of the \(D^*\)'s produced in \(B \to D^*e\bar{\nu}_e\). The production rate of transversely polarized \(D^*\)'s is independent of \(a_+\), whilst the production rate of longitudinally polarized \(D^*\)'s does depend on \(a_+\). We predict \(f a_+(t_m) = -1.00\), which gives roughly equal amounts of longitudinally and transversely polarized \(D^*\)'s. As \(f a_+(t_m)\) is increased, the rate for longitudinally polarized \(D^*\)'s increases. For example, at \(f a_+(t_m) = 0\), \(D^*\)(longitudinal)/\(D^*\)(transverse) = 2. A recent measurement\(^{27}\) of the \(D^*\) polarization is consistent with the \(D^*\)'s in semileptonic \(B\) decay being purely longitudinal. Further measurements of this polarization are needed as such a situation may be difficult to reconcile with not only calculations of the type presented here, but also the free-quark decay model. (In this model one can predict inclusive probabilities for the production of hadronic systems recoiling with helicities \(\pm 1\) and 0 by using the fact that the initial state has zero angular momentum so that the hadronic helicity must balance that of the \(e\bar{\nu}_e\) system.)

Anticipating that \(b \to u / b \to c\) will be small, our absolute prediction for the total \(B\) semileptonic rate is

\[
\Gamma(B \to X_s^+ e^- \bar{\nu}_e) = \Gamma(B \to X_s^0 e^- \bar{\nu}_e) = 0.41 \times 10^{14} |V_{cb}|^2 \text{ sec}^{-1} \quad (19).
\]

From the experimental value of this rate\(^{12,28-30}\) we find that

\[
|V_{cb}| = 0.048 \pm 0.005 \pm 0.006 \quad (20).
\]

Below, we will discuss the uncertainties in this determination of \(|V_{cb}|\) associated with our calculation [the second error in Eq. (20); the first is experimental and arises from uncertainties in the \(B\) lifetime and semileptonic branching ratio].

Figure 6 shows our predicted spectrum for \(B \to X_s^+ e^- \bar{\nu}_e\), where \(X_s^+\) is a \(ud\) meson belonging to any of our eight lowest-lying meson families. It is clear that the 1S, 2P, and 2S states (which include all states with \(m_X \lesssim 1.7\ GeV/c^2\)) do not in this case saturate the rate. Recall, however, that our calculation does saturate the contributions of \(B \to X_s^0 e^- \bar{\nu}_e\) in a region at the end of the spectrum where \(B \to X_s^0 e^- \bar{\nu}_e\) vanishes. This fraction of the spectrum is therefore all we need for determining (or for setting an upper limit on) \(|V_{ub}|\). Note that our \(B \to X_s^+\) spectrum is considerably softer than the free-quark spectrum.

In the Introduction it is clearly indicated why \(b \to u\) might not be saturated by these lowest-lying states, in contrast with the other transitions we discuss. Recall that (ignoring relative momentum in the decaying \(B\)) free-quark decay populates recoiling masses \(m_X\) in the range from \(m_u + m_d\) up to \([m_d/(m_c + m_d)](m_b - m_q)^2\) and that this range (0.02 GeV/c\(^2\)) for \(s \to u, 0.15\ GeV/c^2\) for \(c \to s, 0.26\ GeV/c^2\) for \(c \to u, 0.16\ GeV/c^2\) for \(b \to c,\) and 0.72 GeV/c\(^2\) for \(b \to u\) is considerably smaller than the typical orbital excitation energy of 0.5 GeV in every case except that of \(b \to u\), where it is actually greater. (A more realistic estimate, taking into account the mean momentum in the \(B\) wave function, gives a range in \(b \to u\) of more than 1 GeV/c\(^2\).) It is therefore not at all surprising that there are, for example, significant 2S components in the \(b \to u\) spectrum; nor should we be surprised that our truncated calculation is incomplete. We have nevertheless checked this point explicitly by extending our calculation for pseudoscalar mesons to higher masses by computing \(B \to \pi(nS)\bar{\nu}_e\), where \(\pi(nS)\) is the \(n\)th pion state. A description of the calculation is given in Appendix C; Fig. 7 displays the results, which exhibit the convergence conjectured in Refs. 3 and 4. Note that the 1S and 2S levels already give about two-thirds of the total pseudoscalar contribution, suggesting that a complete calculation would converge, as described in the Introduction, to a \(d \Gamma/dE_x\) comparable to the free-quark rate at low \(E_x\).

Since our end-point spectrum is considerably softer than the free-quark decay electron spectrum, we expect that a complete sum over final states \(X_s^+\) would lead to a total semileptonic decay rate that is somewhat smaller than the corresponding free-quark rate. It should be recalled, however, that the \(b \to u\) free-quark rate [see Eq. (4)] it itself quite uncertain, since the effective value of \(m_b\) entering in this equation is not well known.

To extract a value (or limit) for \(V_{ub}\) using our predicted
FIG. 7. \( \frac{d\Gamma}{dE_e} \) for \( \bar{B}^0 \to \pi^+(nS)e^- \bar{\nu}_e \) showing convergence of the sum over exclusive pseudoscalar channels. In units of \( 10^{11} |V_{ub}|^2 \text{sec}^{-1} \) the individual rates to \( \pi(1S) \), \( \pi(2S) \), \( \pi(3S) \), \( \pi(4S) \), and \( \pi(5S) \) are 0.031, 0.077, 0.047, 0.014, and 0.003, respectively. See the discussion of Appendix C for the relation of these rates to those of Fig. 6.

electron spectra, they must first be boosted as appropriate for \( B\bar{B} \) pairs produced on the \( \Upsilon(10580) \) and then smeared with experimental resolutions. For such analyses based on the earlier version\(^3,4\) of our model (we expect very similar conclusions will emerge from this version), see Refs. 31–33 which showed that our pure \( b \to c \) spectrum gave a satisfactory fit to the data and derived corresponding limits on \( V_{ub} \). In Sec. V we will discuss the reliability of such limits.

V. DISCUSSION

Most early attempts to extract \( |V_{cb}|^2 / |V_{ub}|^2 \) from the \( \bar{B} \to X_c e \bar{\nu}_e \) end-point spectrum used Eq. (3), with \( d\Gamma \)s given by a QCD-perturbed free-quark calculation in which extra parameters were introduced to correct for nonperturbative effects.\(^2\) With recent improvements in the data, these attempts have, as might have been anticipated, encountered some difficulties.\(^1\) These difficulties have made it clear that the predicted end-point behavior of the calculations of Ref. 2 are being controlled to a large extent by parameters introduced to describe bound-state effects, and not by perturbative QCD. Our calculation, in contrast, is more suitable for the end-point region: it correctly handles the kinematics of the opening of new channels with their appropriate quantum numbers; also, the dynamics of the quark model is more appropriate to this region.

Our calculations still have serious sources of uncertainty. Nevertheless, we would first like to stress that our calculation of \( \bar{B} \to X_c e \bar{\nu}_e \) seems to be immune to most of these uncertainties. The success of the analogous \( D \to X_c e^+ \nu_e \) calculation is evidence of the reliability of \( \bar{B} \to X_c e \bar{\nu}_e \), but we have also checked that reasonable variations of the wave functions (for example, ones that change \( \kappa \) by 30%) have little effect on our spectra.

In the foregoing we have discussed the reasons for the stability of our \( \bar{B} \to X_c \) results. It is more difficult to assess the systematic uncertainties associated with this calculation. We will discuss below some possible improvements to our methods which could check several possible sources of error, but for now we just note that the success of our predictions for \( K \to \pi, D \to X_s \), and various known features of \( \bar{B} \to X_c \), along with the demonstrably weak parameter dependence of our results, lead us to have confidence that the absolute-rate predictions shown in Fig. 5 are valid at the 20% level, and that the shape of the predicted electron spectrum is very good.

For \( \bar{B} \to X_u e \bar{\nu}_e \) our predicted spectral shape is once again stable in the end-point region. However, in this case we have considerably less confidence in our ability to predict absolute rates: few of the features which stabilized \( \bar{B} \to X_c e \bar{\nu}_e \) are present here. For example, when we vary the \( \beta \)'s and \( \kappa \) over the ranges that we consider reasonable, we get substantial variations in the absolute rates of the exclusive modes. We have concluded that our absolute-rate predictions could be as much as 30% higher and a factor of 2 lower than the true rates. This uncertainty will affect our ability to determine (or bound) \( V_{ub} \) from the data.

The model sensitivity of our \( \bar{B} \to X_u e \bar{\nu}_e \) results is not unrelated to the slow convergence of the summation over \( X_u \). As discussed in the Introduction, in a heavy-quark decay, once \( E_e \) is small enough for all relevant thresholds to have been crossed, the summation should converge to the free-quark spectrum independent of the details of the confinement dynamics. However, the way this spectrum is split up into exclusive channels will depend on these details and will naturally become more difficult to calculate as the strength becomes divided into more channels. Since the end-point spectrum corresponds to the high-\( E_e \) tail of a few of these states, it is correspondingly more difficult to compute.

As already mentioned in Sec. III, there is no other calculation of exclusive semileptonic decay matrix elements known to us which is as extensive as this one. Nevertheless, in looking for possible improvements to our method, it may be useful to make a comparison with some other existing calculations.\(^16–19\) Reference 16 consists of calculations that are very similar in spirit to ours, and when they overlap with us they seem to differ mainly on matters of detail (although we are unable to reproduce some of the results quoted in these papers). The best method for connecting results such as ours with experiment will, it seems to us, depend on a close interplay between experiment and this still-developing phenomenology (see Sec. VI for further discussion). The works listed in Ref. 18 exploit some potentially very powerful constraints on weak matrix elements arising from low-energy theorems. It could be very useful to try to impose these constraints on our calculation. (Low-energy theorems also limit the importance of channels containing additional soft pions. These constraints might be exploited to study theoretically the possible importance of the nonresonant processes discussed in Sec. II.) However, low-energy theorems are clearly limited in scope and cannot be expected to give as complete a picture of the weak matrix elements as would a full dynamical model. In our opinion, the method of Ref. 17 is the one most likely to provide, at some future time, an alter-
native to ours. However, at the moment we see several difficulties for this method: (i) It is based on infinite-momentum-frame wave functions (or light-front wave functions) about which we know very little either theoretically or phenomenologically. Thus, unlike the quark potential model, this phenomenology is not yet "tuned." (ii) Matrix elements are calculated at \( t = 0 \) and then extrapolated to \( t = t_m \) by invoking pole dominance. As we have stressed, \( t_m \) (corresponding to zero recoil) is the point where form factors for transitions to low-lying states will tend to peak. A calculation at \( t = 0 \) therefore calculates the form factors where they are small and extrapolates them to where they are large. Here the difficulty is compounded by the fact that a \( t = 0 \) calculation requires knowledge of the infinite-momentum-frame wave functions near their end points where they are small and least well understood. We will also argue below that the use of pole-model form factors is not generally appropriate and may not be justified in transitions such as \( \bar{B} \rightarrow X_u \). (iii) While the potential advantages of a relativistic formalism will be obvious from the difficulties we encountered in our work, there are some serious obstacles to making such a formalism consistent. In particular, infinite-momentum-frame wave functions cannot be constructed to be good eigenstates of \( J^P \) (except in the weak-binding limit in which this formalism becomes equivalent to ours); good \( J^P \) states could be obtained in general only by solving the equation of motion, which is at present impossible.

We might hope to reduce the uncertainties in the results we have presented by improving upon our quark-model calculation. To a certain extent we believe that this is possible. It would be useful, for example, to extend our calculations to higher masses (see, however, the warning in Sec. II). It would also be interesting to check on the importance of relativistic effects. We have just commented on one possible way of doing so. We have some doubts about the utility of making a check of such effects in the bag model (although it naturally comes to mind as a relativistic quark model), since one will encounter two problems with the static bag approximation: heavy-quark wave functions will not be adequately described, and the recoiling quark will populate both excited-meson states and spurious center-of-mass motion states. An alternative is to build some relativistic corrections into the quark-potential model. Here one must be careful to ensure that the model predicts meson spectra and static properties as well as the nonrelativistic quark model. (Note that the models of Refs. 10 and 13, which are of this type, predict that the discrepancy between the data and the nonrelativistic quark-model prediction for \( G_\pi/G_V \) in neutron decay will be reduced by a factor of \( m_N/m_\pi m_\pi \) in, for example, the \( f \) form factor in \( \bar{B} \rightarrow D^* \) decays.) We might also consider supplementing our quark-model calculation with some sort of pole-dominance model for the \( t \) dependence of the weak form factors (this is the usual method in Refs. 16–19). Our form factors are actually quite close to pole-dominance form factors in many cases, but from our calculation we can also appreciate that the pole model is not generally applicable. These form factors are largest (and therefore normally most important) at the zero recoil point where the quark model applies and where, in some cases, there is no reason to expect a single meson pole to dominate. An extreme case would be the elastic form factor of the \( \eta_c \); this form factor near \( t = 0 \) will clearly be controlled by the \( \eta_c \) wave function [which will give \( |r_f (m_c, m_c) |^2 \)] and not by the lowest vector meson (which would give \( r_f \sim m_c^{-1} \)). The failure of vector-meson dominance in this case easy to understand: on the scale of \( m_\eta^2 \), the spacing between vector-meson states is small. It is also dubious whether the pole model applies to transitions such as \( \bar{B} \rightarrow X_u \). In such a transition, \( t \) can vary from zero to \( t_m = (m_B - m_u)^2 \), whilst the spacing between \( B^* \) poles is of order \( (300 \text{ MeV})^2 \) making it very difficult to understand why a simple pole model should work. Of course for light-quark states our form factors also have difficulties, as discussed in Sec. II. This is illustrated in Fig. 1 which shows the measured pion electromagnetic form factor \( F_\pi (Q^2) \) and our quark-model prediction for it. With the factor \( \kappa \) the two agree out to about \( Q^2 \sim 1 \) \( \text{GeV}^2 \). Beyond this point (a region relevant only in the \( b \rightarrow u \) transition) our exponential form factor falls below the measured one. (This deficiency and our neglect of nonresonant contributions tends to make limits on \( |V_{ub}| \), obtained from a comparison of our results with experimental data on the end point of the electron spectrum, conservative ones, and is partly responsible for the lopsided theoretical errors on our predicted rate for \( \bar{B} \rightarrow X_u e \bar{\nu}_e \) mentioned earlier.)

As stated previously, we can also improve upon this calculation by including resonance widths and estimating nonresonant production. Figure 8 shows the effect on the contribution of the \( f_0 \) (the \( t = 0, 3P_0 q \bar{q} \) state) to the \( \bar{B} \rightarrow X_u e \bar{\nu}_e \) electron spectrum. Even for a broad resonance (which, incidentally makes up only a few percent of the total \( \bar{B} \rightarrow X_u e \bar{\nu}_e \) rate) the width does not lead to a significant increase in the rate in the end-point region \( E_\gamma > 2.3 \) \( \text{GeV} \), where \( \bar{B} \rightarrow X_u e \bar{\nu}_e \) is kinematically forbidden.

VI. CONCLUSIONS AND SUMMARY

We have argued that the extraction of \( |V_{ub}|^2 / |V_{cb}|^2 \) from the end point of \( \bar{B} \rightarrow X e \bar{\nu}_e \) requires an understanding of the nonperturbative physics which binds the quarks into hadrons. The quark-model calculation presented here represents one approach to this physics. Although it suffers from considerable uncertainties, we believe that these are typical of the uncertainties at present associated with our ability to predict when nonperturbative strong interactions are important.

Our results give a \( \bar{B} \rightarrow X_u \) end-point spectrum that is slightly softer than the free-quark spectrum; this spectrum fits the data quite well with no admixture of \( \bar{B} \rightarrow X_s \). Our \( \bar{B} \rightarrow X_u \) spectrum is considerably softer than the free-quark spectrum, so that the limits that can be obtained on the strength of \( V_{ub} \) from the lepton spectrum in the end-point region will be correspondingly weaker.

Although improved measurements of the end-point spectrum may well remain the best way to limit and even-
ultimately observe $V_{ub}$, our calculation does open up one other possible avenue. Since we provide absolute rates for a large number of exclusive semileptonic modes of decay to noncharmed mesons, a limit on (or a measurement of) any of these modes can now be turned into a limit on (or a measurement of) $|V_{ub}|$.

We also note that, as a by-product of these calculations, we have predicted how the $B \rightarrow X_c$, $B \rightarrow X_u$, $D \rightarrow X_c$, and $D \rightarrow X_d$ spectra are built up out of exclusive channels. These predictions, which are of interest in their own right, can be used to check the reliability of our calculations. It would be especially rigorous to check our predictions (through $\alpha$, $\beta_{++}$, and $\gamma$) of the detailed structure of the relevant Dalitz plots. Another possible application of our results is to check the validity of the KM parametrization of the mixings. For example, using our absolute predictions for the total rate for semileptonic $D$ decay we deduce that $|V_{cd}| = (1.00 \pm 0.05 \pm 0.10)$, where the first error is experimental and the second is the estimated error in our prediction of the semileptonic $D$-decay rate. We could also use our predictions to extract $V_{cd}$ from an exclusive mode such as $D^+ \rightarrow p^+ e^+ \nu_e$. Indeed, in the short term it is perhaps only by checking detailed predictions such as these for various exclusive channels that we can assess the reliability of our predictions and eventually improve our ability to calculate weak matrix elements. Eventually, of course, such matrix elements will be accurately calculated on the lattice. Once this can be done, it will be possible to convert the increasingly sophisticated measurements of exclusive semileptonic decays directly into accurate measurements of the Kobayashi-Maskawa angles.

ACKNOWLEDGMENTS

This research was supported in part by grants from the Natural Sciences and Engineering Research Council of Canada and by DOE Grants under Contracts Nos. DEAC-03-91-ER40050, DEA CO3-81-ER40051, and DE-FG03-84ER40172. M.B.W. also was supported by the Alfred P. Sloan Foundation. N.I. gratefully acknowledges the hospitality of the Department of Theoretical Physics at Oxford and of the Theoretical Physics Division at CERN where this work was completed. B.G. acknowledges the Tolman Foundation for Financial support.

APPENDIX A: THE "MOCK-MESON" METHOD

As discussed briefly in the text, the "mock-meson" method is based on an expansion

$$\langle B | J^\mu(0) | A \rangle = \sum_i f_i (t - t_m) X_i^\mu,$$

(A1)

where the $X_i^\mu$ are Lorentz vectors constructed from the available kinematic variables, and the $f_i$ are Lorentz-invariant form factors which may depend on $t = (p_B - p_A)^2$, $t_m$ being the maximum four-momentum transfer $(m_B - m_A)^2$. In the weak-binding limit, as we will see below, one can construct nonrelativistic quark-model states which are good representations of the Lorentz group, so that

$$\langle B | J^\mu(0) | A \rangle = \sum_i f_i (t - t_m) \tilde{X}^\mu_i,$$

(A2)

where $A$ is the quark-model state ("mock meson") corresponding to the hadron $A$, etc., and where there is therefore a one-to-one correspondence between the $f_i$ and the $\tilde{f}_i$. Since, as we will see shortly, Eq. (A2) applies exactly only in the limit of zero binding, where the matrix element has support solely at zero recoil, this correspondence can only be used to identify $f_i$ and $\tilde{f}_i$ at zero recoil. Relationships away from zero recoil, for example, slopes, will in general not be Lorentz invariant by terms of order $p_i^2 / m_i^2$, where $p_i$ and $m_i$ are constituent three-momenta and masses. The problems this entails, given that the actual quark-model wave functions for hadrons containing light quarks have $p_i$ comparable to $m_i$, are discussed in the text.

Before giving any details, we would like to describe qualitatively, and briefly, why it is that the nonrelativistic quark model can predict all the $f_i$, including those that are coefficients of $X_i^\mu$ that are of higher order than $v/c$ in recoil velocity. We will take as our example the first matrix element needed here where this issue arises: $\langle V(0, s_X) | A^\mu(0) | B(p_B) \rangle$. As shown in Appendix B, this matrix element is described by three form factors, and we can easily see that one linear combination of the three form factors can be determined at order $(v/c)^2$ and one at order $v/c$, but that the third linear combination requires a calculation to order $(v/c)^3$. To see why this is possible, it is convenient to consider $\langle A(p_B) | A^\mu(0) | V(0, s_X) \rangle$ (which we know has the same information in it by Lorentz invariance), since we can then identify the three Lorentz-invariant form factors with three partial-wave amplitudes: $A^\mu(0)$ is a pseudoscalar operator and, when applied to the vector $| V(0, s_X) \rangle$, gives a $J^P = 1^-$ state which must therefore produce $| B(p_B) \rangle$ recoiling in a $P$ wave. $A(0)$ on $| V(0, s_X) \rangle$ can give quantum numbers $J^P = 2^-, 1^-, 0^-$, but only $2^-$ and $0^-$ can be reached by the recoiling $B$, which will be in a $D$ wave and $S$ wave for $2^-$ and $0^-$, respectively. These $S$, $P$, and $D$-wave amplitudes are of course required by nonrelativistic kinematics to behave like $(v/c)^0$, $(v/c)^1$, and $(v/c)^2$, respectively, and can be related to the three Lorentz-invariant amplitudes. Since there is nothing intrinsically relativistic about recoiling in a $D$ wave, we see that in principle this amplitude can be calculated nonrelativistically. Indeed, if one takes care to isolate a given partial wave in the matrix element, ordinary quark-model state vectors can be used for all three form factors.

Such a calculation will not be Lorentz invariant to order $(v/c)^2$ [in the sense that with ordinary quark-model state vectors, relationships between different components of the matrix element with various spin states and various values of $p_B$ and $p_A$ will not be correct to order $(v/c)^2$], but it will give the zero recoil value of the three form factors. Alternatively, one can calculate with the full state vectors given below, which ensure exact Lorentz invariance in the weak-binding limit.

The construction of quark-model states that are representations of the Lorentz group in the weak-binding limit
begins with the construction of a free quark-antiquark "momentum shell" state in its center-of-mass frame, with definite \( J^q \) and definite relative momentum \( p \). The usual quark-model states are superpositions of such states weighted with a wave function that depends on \( p \). However, for fixed \( \rho \), such states could be boosted with a free-particle boost under which they would form representations of the Lorentz group with mass \( M = (\rho^2 + m_q^2)^{1/2} + (\rho^2 + m_q^2)^{1/2} \), spin \( J \), and momentum \( p = \gamma \rho M \), where \( \rho \) is the boost velocity and \( \gamma = (1 - v^2/c^2)^{-1/2} \). Since a superposition of such free-particle rest-frame states has masses in a range \( \delta M \), it cannot be trivially boosted to form a representation of the Lorentz group. In an interacting theory, such a superposition might be a state of definite mass, but then its boost operator is nontrivial. However, a superposition over a very narrow range of momenta will, under a free-particle boost, form an approximate representation of the Lorentz group. Weak binding is a particular example of such a case in which we can expect deviations from Lorentz invariance to vanish as \( (\rho^2) \to 0 \).

To apply this method, one could therefore construct exact representations of the Lorentz group with fixed \( \rho \), and then superpose them. With normalization

\[
\langle q(p's')|q(ps)\rangle = \frac{E}{m} \delta_{ss'}\delta^3(p' - p)
\]  
(A3)

for quarks and antiquarks and

\[
(M(p's')|M(ps)) = 2E\delta_{ss'}\delta^3(p' - p)
\]  
(A4)

for mesons, one would get the result

\[
|X(p_X X)\rangle = \sqrt{2m_X} \int d^4p \sum C_{m_s}^{Ls} \phi_X(p) \Lambda_{m_s} \chi_{SS'}^{Ss}(p,p_X)\langle q(L_q(p,p_X),s)|q(L_q(p,p_X),s')\rangle
\]  
(A5)

in which everything is as in Eq. (11) except that now \( L_i(p,p_X) \) is the momentum of a particle of mass \( m_s \) and momentum \( p \), boosted by the Lorentz transformation that takes \( X \) with mass \( m_X \) to momentum \( p_X \), and

\[
\chi_{SS'}^{Ss}(p,p_X) = \bar{N}_{ss}(p,p_X) \chi_{SS'}^{Ss}(p,p_X)
\]  
(A6)

where \( \chi_{SS'}^{Ss}(p,p_X) \) are the usual Clebsch-Gordan coefficients that couple \( s '\) and \( s'' \) to \( S \) and \( S' \), and where with \( E_q = (m_s^2 + p^2)^{1/2}, E'_q = (m_s^2 + p^2)^{1/2}, \) and \( p_X = \gamma \rho m_X \hat{z}, \)

\[
N_{++} = N_{-+} = [1 + \gamma(E_q + m_q) + v \gamma p_z]/D_q,
\]  
(A7)

\[
N_{-+} = -N_{++} = -\gamma v p_z/D_q,\]

(A8)

with \( D_q = [2(1 + \gamma(E_q + m_q) + v \gamma p_z + m_q)]^{1/2} \) and

\[
\bar{N}_{+-} = \bar{N}_{-+} = [1 + \gamma(E_q + m_q) - v \gamma p_z]/D_q,
\]  
(A9)

\[
\bar{N}_{--} = -\bar{N}_{+-} = -\gamma v p_z/D_q,\]

(A10)

with \( \bar{D}_q = [2(1 + \gamma(E_q + m_q) + v \gamma p_z + m_q)]^{1/2} \). In the weak-binding limit it is easily seen that (A5) reduces to Eq. (11) of the text.

Fortunately, as the discussion at the beginning of this appendix suggests, in many cases (including all those of interest here) one need not be so careful since nonrelativistic physics determines the zero recoil behavior of the \( f_i \). The simplest way to see this is in terms of the free "momentum shell" states previously defined. For free quarks, these states form complete sets of quark-antiquark states which are good representations of the Lorentz group, so current matrix elements between such shells will have exactly the same Lorentz-covariant structure as the matrix elements of interest (between states of corresponding angular momentum and parity). Now imagine that some matrix element (or linear combination of matrix elements) is of order \( (v/c)^n \), \( n \) being some nonnegative integer. (In the cases at hand, the one-to-one correspondence between partial-wave amplitudes and Lorentz-invariant amplitudes guarantees the existence of such linear combinations; in the frame \( p_X = 0 \) introduced earlier, \( v/c \) would just be \( p_\rho/m_\rho \).) Then integrating such a matrix element over an initial and a final momentum-space wave function (i.e., over ranges of initial and final momentum shells) cannot change this leading behavior: since superpositions such as Eq. (11) are good up to order \( v/c, \) the errors in such a calculation will be of relative order \( (v/c)^2 \) and \( \beta^2/m_\rho^2 \). [The former error comes from the use of Eq. (11) instead of Eq. (A5), and the latter from the deviations from the strict weak-binding limit.] Thus at zero recoil and in the weak-binding limit, such a calculation will give Lorentz-invariant results.

Surprisingly, one can get Lorentz-invariant results in this kind of situation without even being this careful. Imagine calculating a matrix element such as \( \langle \bar{B}(p_B)|A(m_0)|V(0,s_x)\rangle \) introduced earlier for \( m = 1,2,3 \). Then either \( m = 1 \) or 2 will give [see Eq. (B10)] an equation for the form factor \( f \) which whilst \( m = 3 \) will give an equation for the linear combination \( f - (a_+ + a_-)^2 p_\rho \). In Refs. 4 and 5 it was assumed that \( f \) was not calculable by this method to order \( p_\rho^2 \) — that these two equations would not determine \( a_+ + a_- \). However, we can now see that even such a "brute force" calculation will give the correct answer. The reason is that the matrix element \( \langle \bar{B}(p_B)|A(m_0)|V(0,s_x)\rangle \) can be decomposed into an S-wave part (corresponding to \( f \)) and a D-wave part [corresponding to \( (a_+ + a_-) \)], for any choice of \( p_B, m, \) and \( s_X \), with coefficients that are (essentially) Clebsch-Gordan coefficients. Since the errors made in computing the S-wave piece will always be the same, they will cancel out in the calculation of \( (a_+ + a_-) \), as long as the \( m = 1 \) (or 2) calculation is carried out to the same order \( (p_B^2) \) as the \( m = 3 \) calculation. Incidentally, this means that the "best guess" of Ref. 5 was actually correct. [One can explicitly check that, with their approximations, our Eq. (B17) for \( a_+ \) reduces to theirs.]
APPENDIX B: FORMULAS FOR THE FUNCTIONS 
$\alpha, \beta_+, \gamma$ AND $\gamma$ IN $\bar{B}^0 \to X^+ e^-\bar{\nu}_e$

We give here the formulas for $\alpha, \beta_+, \gamma$ and $\gamma$ required in Eq. (8) for $d^2\Gamma/dx dy$ for $X = q\bar{q}$ in the states $1^1S_0$, $1^3S_1$, $1^3P_2$, $1^3P_1$, $1^3P_3$, $1^1S_0$, $2^1S_0$, and $2^3S_1$ in the spectroscopic notation $n^{2S+1}L_J$. Throughout the following, we will employ the definitions

$$F_n = \left[ \frac{m_X}{m_B} \right]^{1/2} \left( \frac{\beta_B \beta_X}{\beta_{BX}^2} \right)^{n/2} \times \exp \left( -\frac{m_B^2}{4m_B m_X} \right) \left( \frac{t_m - t}{\kappa^2 \beta_{BX}^2} \right),$$

where

$$\beta_{BX}^2 = \frac{1}{2} (? \beta_B^2 + \beta_X^2),$$

$\kappa = 0.7$ is the relativistic compensation factor discussed in Sec. II,

$$t_m = (m_B - m_X)^2$$

is the maximum momentum transfer, and

$$\mu_{\pm} = \left( \frac{1}{m_q} + \frac{1}{m_b} \right)^{-1}.$$  

Also, we denote by $V_{\mu}$ and $A_{\mu}$ the quark currents $\bar{q}\gamma_{\mu}b$ and $\bar{q}\gamma_\mu\gamma_5b$, respectively.

Since, as discussed around Eq. (9), the $p_X^2$ dependence of the form factors is calculable accurately, in making a correspondence between $p_X^2$ and $(t_m - t)$ in the following formulas, we have dropped terms of order $(t_m - t)^2/m^4$ which would correspond to higher-order corrections in $(v/c)$.

1. $1^1S_0$

The axial-vector matrix element vanishes, and with

$$\langle X(p_X, \epsilon) | V_{\mu} | \bar{B}(p_B) \rangle = f_+(p_B + p_X)_{\mu} + f_-(p_B - p_X)_{\mu}$$

we obtain

$$\alpha = \gamma = 0$$

and

$$\beta_+ = f_+^2,$$

where

$$f_+ = F_3 \left[ 1 + \frac{m_b - m_q}{2\mu_+} - \frac{m_d}{m_X} \beta_{BX}^2 \right].$$

and

$$f_- = F_3 \left[ 1 - (m_B + m_X) \left( \frac{1}{2m_q} + \frac{m_d}{4\mu_+} \beta_{BX}^2 \right) \right].$$

With

2. $1^3S_1$

$$\langle X(p_X, \epsilon) | A_{\mu} | \bar{B}(p_B) \rangle \equiv f_+ \epsilon^* \epsilon_{\mu} (p_B + p_X)_{\mu} + f_- (p_B - p_X)_{\mu}$$

we have

$$\alpha = f_2^2 + 4m_B^2 g_s^2 p_X^2,$$

$$\beta_+ = f_2^2 - m_B^2 g_s^2 y + \frac{1}{2} \left( \frac{m_B^2}{m_X^2} (1-y) - 1 \right) f a_+ + \frac{m_B^2 p_X^2}{m_X^2} a_+^2,$$

and

$$\gamma = 2g_f.$$  

Here $p_X^2 = \left[ (m_B^2 (1-y) + m_X^2)^2 / 4m_B^2 \right] - m_X^2$ is the square of the recoil three-momentum of the $X$. The form factors $f, g,$ and $a_+$ are given by

$$f = 2m_B F_3,$$

$$g = \frac{1}{2} f_3 \left[ \frac{1}{m_q} - \frac{1}{2\mu_+ - m_X \beta_{BX}^2} \right],$$

and

$$a_+ = -\frac{F_3}{2m_X} \left[ 1 + \frac{m_d}{m_b} \left( \beta_B - \beta_X^2 \right) - \frac{m_d^2}{4\mu_+ m_B} \beta_{BX}^4 \right].$$

With

$$\langle X(p_X, \epsilon) | V_{\mu} | \bar{B}(p_B) \rangle$$

$$\equiv i h \epsilon_{\nu\lambda} \epsilon^* \epsilon_{\nu} p_{\lambda b} \epsilon^* p_{\nu} \epsilon_{\nu} (p_B + p_X)_{\mu}$$

we have

$$\alpha = \frac{m_B^2 p_X^2}{m_X^2} (k^2 + 4m_B^2 p_X^2 h^2),$$

$$\beta_+ = \frac{1}{2} \left( \frac{m_B^2 p_X^2}{m_X^2} h^2 + \frac{m_B^2}{2m_X^2} y + \frac{4p_X^2}{m_X^2} k^2 \right) + \frac{1}{3} \frac{m_B^2 p_X^2}{m_X^2} b^2 + \frac{1}{3} \frac{m_B^2 p_X^2}{m_X^2} \left( \frac{m_B^2}{m_X^2} (1-y) - 1 \right) k b_+,$$

and

$$\langle X(p_X, \epsilon) | A_{\mu} | \bar{B}(p_B) \rangle$$

$$\equiv i g \epsilon_{\mu\nu\rho\sigma} \epsilon^* \epsilon_{\rho} (p_B + p_X)_{\nu} (p_B - p_X)_{\sigma}$$

We have

$$\alpha = f_2^2 + 4m_B^2 g_s^2 p_X^2,$$

$$\beta_+ = f_2^2 - m_B^2 g_s^2 y + \frac{1}{2} \left( \frac{m_B^2}{m_X^2} (1-y) - 1 \right) f a_+ + \frac{m_B^2 p_X^2}{m_X^2} a_+^2,$$

and

$$\gamma = 2g_f.$$  

Here $p_X^2 = \left[ (m_B^2 (1-y) + m_X^2)^2 / 4m_B^2 \right] - m_X^2$ is the square of the recoil three-momentum of the $X$. The form factors $f, g,$ and $a_+$ are given by

$$f = 2m_B F_3,$$

$$g = \frac{1}{2} f_3 \left[ \frac{1}{m_q} - \frac{1}{2\mu_+ - m_X \beta_{BX}^2} \right],$$

and

$$a_+ = -\frac{F_3}{2m_X} \left[ 1 + \frac{m_d}{m_b} \left( \beta_B - \beta_X^2 \right) - \frac{m_d^2}{4\mu_+ m_B} \beta_{BX}^4 \right].$$

With

$$\langle X(p_X, \epsilon) | V_{\mu} | \bar{B}(p_B) \rangle$$

$$\equiv i h \epsilon_{\nu\lambda} \epsilon^* \epsilon_{\nu} p_{\lambda b} \epsilon^* p_{\nu} \epsilon_{\nu} (p_B + p_X)_{\mu}$$

we have

$$\alpha = \frac{m_B^2 p_X^2}{m_X^2} (k^2 + 4m_B^2 p_X^2 h^2),$$

$$\beta_+ = \frac{1}{2} \left( \frac{m_B^2 p_X^2}{m_X^2} h^2 + \frac{m_B^2}{2m_X^2} y + \frac{4p_X^2}{m_X^2} k^2 \right) + \frac{1}{3} \frac{m_B^2 p_X^2}{m_X^2} b^2 + \frac{1}{3} \frac{m_B^2 p_X^2}{m_X^2} \left( \frac{m_B^2}{m_X^2} (1-y) - 1 \right) k b_+,$$
and
\[ \gamma = \frac{m_B^2 p_X^2}{m_X^2} \frac{1}{k h}. \quad (B22) \]

The form factors \( h, k, \) and \( b_+ \) are given by
\[ b_+ = -F_5 \frac{m_d}{\sqrt{2} m_B m_B \beta_B} \left[ 1 - \frac{m_d m_b}{2 \mu_+ m_B \beta_B} \right] \left[ 1 - \frac{m_d m_B}{4 \mu_+ m_B \beta_B} \beta_B^2 \right] \left[ 1 - \frac{m_B^2}{2 \beta_B^2} \right] \]. \quad (B25)

\[ \beta_+ = u_+ \frac{\gamma}{\beta_B}, \quad (B35) \]
\[ \alpha = \gamma = 0, \quad (B36) \]

where
\[ u_+ = F_5 \frac{m_d m_q m_b}{\sqrt{6} \beta_B \mu_+ m_B}. \quad (B37) \]

\[ \begin{array}{c}
\text{4. } 1^3P_1 \\
\text{The relevant matrix elements are}
\end{array} \]
\[ \langle X(p_X, \epsilon) | V_\mu | \bar{B}(p_B) \rangle = \epsilon^{\ast}_{\mu} + c_+ (\epsilon^{\ast} \cdot p_B)(p_B + p_X)_\mu \\
\quad + c_- (\epsilon^{\ast} \cdot p_B)(p_B - p_X)_\mu \quad (B26) \]

and
\[ \langle X(p_X, \epsilon) | A_\mu | \bar{B}(p_B) \rangle = i q \epsilon_{\mu \nu \rho \sigma} \epsilon^{\ast\nu}(p_B + p_X)_{\rho}(p_B - p_X)_{\sigma} \quad (B27) \]

It follows that
\[ \alpha = l^2 + 4m_B^2 p_X^2 q^2, \quad (B28) \]
\[ \beta_+ = \frac{l^2}{4m_X^2} - m_B^2 \mu_+^2 + \frac{1}{2} \left( \frac{m_B^2}{m_X^2} (1 - y) - 1 \right) \frac{1}{m_X^2} \frac{c_+}{l c_+} \]
\[ + \frac{m_B^2 p_X^2}{m_X^2} \frac{c_+}{l c_+}, \quad (B29) \]

and
\[ \gamma = 2 q l, \quad (B30) \]

where
\[ q = \frac{1}{2} F_5 \frac{m_d}{m_B \beta_B}, \quad (B31) \]
\[ l = -F_5 m_B \beta_B \left[ \frac{1}{\mu_-} + \frac{m_d m_q}{2 \mu_+ m_B \beta_B} \right] \left[ \frac{1}{m_q} - \frac{1}{2 \mu_- m_B \beta_B^2} \right] \times \left[ \frac{1}{m_B} - \frac{1}{2 \mu_- m_X \beta_B^2} \right], \quad (B32) \]

and
\[ c_+ = F_5 \frac{m_d m_b}{4 m_B \beta_B \mu_-} \left[ 1 - \frac{m_d m_q}{2 m_B \beta_B^2} \right]. \quad (B33) \]

\[ \text{5. } 1^3P_0 \]

The vector matrix element vanishes, and with
\[ \langle X(p_X) | A_\mu | \bar{B}(p_B) \rangle = u_+ (p_B + p_X)_\mu + u_- (p_B - p_X)_\mu \quad (B34) \]

we have

\[ \begin{array}{c}
\text{6. } 1^3P_1 \\
\text{The matrix elements of the vector and axial-vector currents have the form}
\end{array} \]
\[ \langle X(p_X, \epsilon) | V_\mu | \bar{B}(p_B) \rangle = \epsilon^{\ast}_{\mu} + s_+ (\epsilon^{\ast} \cdot p_B)(p_B + p_X)_\mu \\
\quad + s_- (\epsilon^{\ast} \cdot p_B)(p_B - p_X)_\mu \quad (B38) \]
\[ \langle X(p_X, \epsilon) | A_\mu | \bar{B}(p_B) \rangle = i v \epsilon_{\mu \nu \rho \sigma} \epsilon^{\ast\nu}(p_B + p_X)_{\rho}(p_B - p_X)_{\sigma} \quad (B39) \]

It follows that
\[ \alpha = r^2 + 4m_B^2 p_X^2 v^2, \quad (B40) \]

and
\[ \beta_+ = r^2 - m_B^2 \mu_0^2 \frac{l}{2} + \frac{m_B^2 p_X^2}{2 m_X^2} s_+, \quad (B41) \]
\[ \gamma = 2 r v, \quad (B42) \]

with
\[ v = F_5 \frac{m_B \beta_B}{4 \sqrt{2} m_B m_q m_X}, \quad (B43) \]
\[ r = F_5 \frac{m_B \beta_B}{\sqrt{2} \mu_+}, \quad (B44) \]

and
\[ s_+ = F_5 \frac{m_d}{\sqrt{2} \beta_B m_B} \left[ 1 + \frac{m_B^2}{2 \mu_-} - \frac{m_B m_q m_d}{4 \mu_- m_X \beta_B^2} \right]. \quad (B45) \]

\[ \text{7. } 2^1S_0 \]

Again the axial-vector contribution vanishes and with
\[ \langle X(p_X)|V_\mu|\overline{B}(p_B)\rangle \equiv f^+ (p_B+p_X)_\mu + f^- (p_B-p_X)_\mu \]

(B46)

we have that

\[ \alpha = \gamma = 0 , \]

(B47)

\[ \beta_+ = f_+^2 . \]

(B48)

The form factor \( f^+ \) is given by

\[ f^+ = F_3 \left[ \left( \frac{3}{8} \right) \frac{1}{\mu^+} \frac{\beta^2_B-\beta^2_X}{\beta^2_B+\beta^2_X} + \frac{m_s m_d}{3 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} \left( \frac{7 \beta^2_X-3 \beta^2_B}{4 \beta^2_B} \right) \right] + \frac{1}{6 \cdot m_X \cdot m_B} \frac{\beta^2_X}{\beta^2_B} \frac{t_m-t}{\kappa^2 \beta^2_B} \times \left[ 1 - \frac{m_s m_d}{2 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} \right] . \]

(B49)

The matrix elements of the axial-vector and vector currents can be written as

\[ \langle X(p_X,\epsilon)|A_\mu|\overline{B}(p_B)\rangle \equiv f^+ \epsilon^*_\mu + a^+ (\epsilon^* \cdot p_B)(p_B+p_X)_\mu + a^- (\epsilon \cdot p_B)(p_B-p_X)_\mu \]

(B50)

and

\[ \langle X(p_X,\epsilon)|V_\mu|\overline{B}(p_B)\rangle \equiv g^+ \epsilon_{\mu\nu} \epsilon^* \nu (p_B+p_X)\nu(p_B-p_X)^\nu . \]

(B51)

Then we find that

\[ \alpha = f^+ + 4 m_d^2 \beta^2_B g^2 , \]

(B52)

\[ \beta_+ = \frac{f^2}{4 m_X^2} - m_d^2 \beta^2_B g^2 + \frac{1}{2} \left( \frac{m_d^2}{m_X^2} (1-y) - 1 \right) f^2 a^+ \]

(B53)

and

\[ \gamma = 2 g f^+ . \]

(B54)

The form factors \( f^+ , g^+ , a^+ \) are given by

\[ f^+ = 6 F_3 \left[ \left( \frac{3}{8} \right) \frac{1}{\mu^+} \frac{\beta^2_B-\beta^2_X}{\beta^2_B+\beta^2_X} + \frac{m_d^2}{3 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} \frac{t_m-t}{\beta^2_B+\beta^2_X} \right] , \]

(B55)

\[ g^+ = \left( \frac{1}{8} \right)^{1/2} \left[ \frac{\beta^2_B-\beta^2_X}{\beta^2_B+\beta^2_X} + \frac{m_d^2}{6 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} \frac{t_m-t}{\beta^2_B+\beta^2_X} \right] \times \frac{1}{m_d} \left[ \frac{1}{2 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} \right] + \frac{m_d}{3 \mu \cdot m_X} \frac{\beta^2_B}{\beta^2_B+\beta^2_X} , \]

(B56)

and finally

\[ a^+ = \frac{F_5}{\sqrt{6 \mu}} \frac{3 \mu_m^2 \beta^2_B}{2 \mu \cdot m_B} \left[ \frac{1}{4 m_m^2 \beta^2_B} \frac{\beta^4_X}{\beta^2_B} - \frac{3 m_d^2 \beta^2_B}{2 m_B} \right] \]

\[ + \frac{5 m_d^2 \beta^2_B}{2 m_B^2 \beta^2_B} \left( \frac{3 m_B}{2 m_d} \frac{\beta^4_B}{\beta^4_B} \left[ \frac{1}{2 m_B} \beta^2_B \right] \right) \]

\[ + \frac{7 m^2_3 \beta^2_B}{8 \mu \cdot m_B} \frac{\beta^4_B}{\beta^2_B} \left( \frac{1}{2 m_B} \beta^2_B \right) , \]

(B57)

where

\[ T \equiv \frac{m_d^2}{\mu \cdot m_B} \frac{\beta^2_B}{\beta^2_B} \frac{t_m-t}{\kappa^2 \beta^2_B} . \]

APPENDIX C: EXTENDING THE BASIS SPACE

Here we address two issues: (i) the accuracy of our approximate solution of the Coulomb plus linear potential problem and (ii) the convergence of the \( b \to u \) expansion as a sum over exclusive channels. They are related because both of them require that we extend our basis space.

In the text, we used simple variational solutions of the Coulomb plus linear potential problem within the \( 1S, 1P, 2S \) basis of harmonic-oscillator states. Here we study the influence on our results of this approximation by obtaining (numerically) exact solutions for \( S \) waves. The procedure is to compute the Hamiltonian matrix in the \( n_{\max} \) dimensional basis of \( 1S, 2S, \ldots, n_{\max}S \) harmonic-oscillator states, to diagonalize this matrix, and to vary the parameter \( \beta_S \) analogous to that appearing in Eq. (15) in order to minimize the ground-state energy. (Of course, as \( n_{\max} \to \infty \) this variation becomes unnecessary, but it leads to better convergence.) Then we find

\[ |B_n\rangle = \sum_m \alpha^m_n \langle \beta^m_S|B_n^{HO}(\beta^m_S)\rangle , \]

(C1)

\[ |\pi_n\rangle = \sum_m \alpha^m_n \langle \beta^m_S|\pi_n^{HO}(\beta^m_S)\rangle \]

(C2)

where \( |X_n\rangle \) is the approximately exact \( nS \) solution of the Coulomb plus linear problem, and \( |X_n^{HO}(\beta)\rangle \) is the \( nS \) harmonic-oscillator solution with parameter \( \beta \). We then have

\[ \langle \pi_n|j^{l=0}(0)|B_1\rangle = \sum_{l=1}^{\infty} \alpha^m_n \langle \beta^m_S|j^l_B|B_1^{HO}(\beta^m_S)\rangle \times \langle \pi_n^{HO}(\beta^m_S)|j^l_B|B_1^{HO}(\beta^m_S)\rangle , \]

(C3)

The harmonic-oscillator current matrix elements can be

| Table II. Variational solutions of the Coulomb plus linear problem in the \( 1S, 1P, 2S \) basis. In general, \( u^{15} \) and \( u^{25} \) mix with some mixing angle \( \theta \) so that the ground-state wave function is \( \cos \theta \psi^{15} + \sin \theta \psi^{25} \). For the particular masses and potentials in these systems, \( \theta \) turns out to be always less than 0.01. |
|---|---|---|---|---|
| Meson flavor | \( u\bar{d} \) | \( u\bar{s} \) | \( u\bar{c} \) | \( u\bar{b} \) |
| \( \beta_S \) (GeV) | 0.31 | 0.34 | 0.39 | 0.41 |
| \( \theta \) | negligible |
| \( \beta_F \) (GeV) | 0.27 | 0.30 | 0.34 |
TABLE III. Variational solution of the S-wave Coulomb plus linear problem in the $b \to u$ sector for $n_{\text{max}} = 5$. The $\beta$ value given is the one that minimizes the mass of $X_\pi$, and therefore gives the best approximation to the state $X_\pi$; for this reason the states are only approximately orthogonal for our finite-size basis. Recall that $(r_j^2)^{1/2} = m (r^2)^{1/2} / (m + m)$, where $r$ is the $q \bar{q}$ separation and $m$ ($\bar{m}$) is the mass of the quark (antiquark).

<table>
<thead>
<tr>
<th>$X_\pi$</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
<th>$m = 5$</th>
<th>$(r_j^2)^{1/2}$</th>
<th>$(r_j^2)^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_m$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(fm)</td>
<td>(fm)</td>
</tr>
<tr>
<td>$B_1$</td>
<td>0.960</td>
<td>-0.237</td>
<td>+0.141</td>
<td>-0.037</td>
<td>+0.029</td>
<td>0.56</td>
<td>0.55</td>
</tr>
<tr>
<td>$\pi_1$</td>
<td>0.965</td>
<td>-0.228</td>
<td>+0.112</td>
<td>-0.031</td>
<td>+0.022</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>$\pi_3$</td>
<td>-0.049</td>
<td>0.977</td>
<td>-0.168</td>
<td>+0.119</td>
<td>0.000</td>
<td>0.72</td>
<td>0.59</td>
</tr>
<tr>
<td>$\pi_5$</td>
<td>-0.073</td>
<td>-0.014</td>
<td>0.969</td>
<td>-0.184</td>
<td>+0.148</td>
<td>0.99</td>
<td>0.26</td>
</tr>
<tr>
<td>$\pi_5$</td>
<td>-0.015</td>
<td>-0.092</td>
<td>-0.152</td>
<td>0.984</td>
<td>0.000</td>
<td>1.21</td>
<td>0.23</td>
</tr>
<tr>
<td>$\pi_5$</td>
<td>-0.007</td>
<td>-0.018</td>
<td>-0.119</td>
<td>-0.153</td>
<td>0.981</td>
<td>1.43</td>
<td>0.22</td>
</tr>
</tbody>
</table>

computed analytically, giving results analogous to those of Appendix B. The results of this exercise are displayed in Tables II and III and in Fig. 7. Table II gives the $\beta$ values and expansion coefficients for the $1S$, $1P$, $2S$ bases used for our main results. Table III gives our results for $n_{\text{max}} = 5$, by which time we already see convergence. Notice that the value of $\beta$ is not so relevant physically as the mean distance from the center of mass to the light antiquark, $(r_j^2)^{1/2}$, which we also tabulate (in the $\pi$ this distance coincides with the usual naive charge radius). Figure 7 shows explicitly the convergence of the total decay rate of the $B$ to pseudoscalar mesons.

These results also allow us to discuss the accuracy of the harmonic-oscillator truncation (Sec. II) for the $B \to \pi(1S)$ and $B \to \pi(2S)$ transitions. They show that $\Gamma [B \to \pi(1S)e^+\nu_e]$ increased from $0.021|V_{ub}|^2 \times 10^{14}$ sec$^{-1}$ to $0.031|V_{ub}|^2 \times 10^{14}$ sec$^{-1}$ on increasing the basis size sufficiently to produce an accurate solution of the Coulomb plus linear problem. This increase could have been anticipated from Fig. 1, since the more accurate solution was bound to have more high-momentum components than its harmonic approximation, and thus fit the elastic form factor better at higher Q$^2$. Thus we believe that the more accurate solution is also the more physical one and therefore somewhat more reliable. Since it nevertheless depends on making a model-dependent connection between the pion elastic form factor and the $B \to \pi$ factor, we still do not have the right to expect this rate to be accurate to better than about a factor of 2. Since $B \to \pi(2S)$ is the largest single pseudoscalar rate, we show its convergence explicitly in Table IV.

We have not checked explicitly the variation of our other $b \to u$ rates under an increase of basis size. However, since $B \to \rho(nS)$ is less sensitive to the high-$p_T$ behavior of the form factors, it should be more stable than $B \to \pi(nS)$.

APPENDIX D: THE EFFECTS OF RESONANCE WIDTHS

As an example of the effects of resonance widths on our results we have studied the kinematically simplest $\bar{B} \to (\pi\pi)_S e^+\nu_e$ channel, where $(\pi\pi)_S$ denotes that the dipion is in an $S$ wave. This is also arguably the most important case as well as the simplest, since the $\pi\pi$ S-wave phase shift shows a very broad rise from threshold which passes through $\pi/2$ at about 1 GeV; it has been argued (see, for example, Ref. 13) that this broad effect should be associated with the $I=0$, $^3P_0$, $q\bar{q}$ meson expected in the 1.0–1.3-GeV region.

For $(\pi\pi)_S$ production through an $S$-wave resonance, the invariant amplitude depends only on the mass $m_{\pi\pi}$ of the $\pi\pi$ system and not on its angular orientation with respect to the remaining particles. Therefore, it suffices to convert four-body phase space into an integral over three-body phase space by using

$$\frac{d^3p_1}{2E_1} \frac{d^3p_2}{2E_2} = \frac{d^3p_{\pi\pi}}{2E_{\pi\pi}} \frac{d^3p}{E}$$

$$= \frac{d^3p_{\pi\pi}}{2E_{\pi\pi}} \int d\Omega_p dm_{\pi\pi} (m_{\pi\pi}^2 - 4m_{\pi}^2)^{1/2}.$$  \hspace{1cm} (D1)

**TABLE IV.** The $B \to \pi(2S)$ state as a function of basis size, with $\beta$ chosen to minimize the $\pi(1S)$ mass.

| Basis size | $\Gamma(B \to \pi(2S)e^+\nu_e)$ (units of $|V_{ub}|^2 \times 10^{14}$ sec$^{-1}$) |
|------------|--------------------------------------------------|
| 2×2        | 0.110                                            |
| 3×3        | 0.093                                            |
| 4×4        | 0.089                                            |
| 5×5        | 0.087                                            |
| 6×6        | 0.083                                            |

![FIG. 8](image-url) The effect on the electron spectrum in $\bar{B} \to f_0(980)e^+\nu_e$ of allowing the $f_0$ to develop a width: $\Gamma=600$ MeV could account for the broad rise of the $\pi\pi$ phase shift from threshold to $\simeq \pi/2$ at 1 GeV.
Here $m_{\pi \pi} = 2E$, $p_{\pi \pi} = p_1 + p_2$, and $p = \frac{1}{2} (p_1^m - p_2^m)$ is in the $\pi \pi$ center-of-mass system. Since the resonance amplitude is independent of $\Omega_\pi$, the angles associated with $p$, we just get, for a resonance of mass $m_0$,

$$d^2\Gamma(\overline{B} \to (\pi\pi)_{\rm S} e^- \overline{\nu}_e) \over dx \, dy = \frac{1}{\pi} \int dm_{\pi \pi}^2 \frac{m_0 \Gamma_0(m_{\pi \pi}^2)}{(m_{\pi \pi}^2 - m_0^2)^2 + m_0^2 \Gamma_0^2(m_{\pi \pi}^2)} \times d^2\Gamma(\overline{B} \to X_{\rm B} e^- \overline{\nu}_e) \over dx \, dy,$$

(D2)

where $m_0 \Gamma_0(m_{\pi \pi}^2) = (g^2 / 16\pi m_{\pi \pi}^2) (m_{\pi \pi}^2 - 4m_0^2) / 2$, and $d^2\Gamma(\overline{B} \to X_{\rm B} e^- \overline{\nu}_e) / dx \, dy$ is the rate for decay to a stable scalar particle of mass $m_{\pi \pi}$.

The effect of Eq. (D2) on the $\overline{B} \to f_{\pi} e^- \overline{\nu}_e$ electron spectrum is shown in Fig. 8. For $\Gamma_{f_{\pi}} / (m_{\pi \pi}) < 200$ MeV/c$^2$, the change in $d\Gamma / dE_e$ is almost unnoticeable ($\lesssim 5\%$). For a very broad resonance of mass 1.09 GeV/c$^2$ and width 600 MeV/c$^2$ (see Table I) there is about a 20% depletion in the total rate (the Breit-Wigner tail at low mass gets "lost" below threshold). Most relevant for us, however, is the fact that there is no significant additional contribution to the high-energy electron spectrum from the low $m_{\pi \pi}$ tail of such a broad resonance.

---
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25Note that the inclusion of $a_\omega$ has improved the fit to the electron spectrum relative to that given in Ref. 4.


