Squeezing of a nanomechanical resonator by quantum nondemolition measurement and feedback
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We analyze squeezing of the nanoresonator state produced by periodic measurement of position by a quantum point contact or a single-electron transistor. The mechanism of squeezing is the stroboscopic quantum nondemolition measurement generalized to the case of continuous measurement by a weakly coupled detector. The magnitude of squeezing is calculated for the harmonic and stroboscopic modulations of measurement, taking into account detector efficiency and nanoresonator quality factor. We also analyze the operation of the quantum feedback, which prevents fluctuations of the wave packet center due to measurement back-action. Verification of the squeezed state can be performed in almost the same way as its preparation; a similar procedure can also be used for the force detection with sensitivity beyond the standard quantum limit.
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I. INTRODUCTION

Recent advances in fabrication of high-frequency nanomechanical resonators1–5 (see also Refs. 6 and 7) make the direct observation of their quantum behavior possible in the nearest future. Resonator frequency $\omega_0/2\pi$ slightly over 1 GHz has been already demonstrated.3 For such a resonator the condition $T < \hbar \omega_0$ (we use $k_B = 1$) is satisfied at temperature $T$ below ~50 mK, which is within routine experimental range. Actually, even in the case $T \gg \hbar \omega_0$ the quantum behavior is in principle observable8 if $T \tau_m / Q \ll \hbar$, where $Q$ is the resonator quality factor and $\tau_m$ is the typical measurement time. This condition can be satisfied even for a MHz-range resonator with large $Q$-factor, if measured with a good sensitivity which translates into small $\tau_m$. There is a rapid experimental progress in monitoring the oscillating position of a nanoresonator using radio-frequency single-electron transistor (RF-SET) (Ref. 4 and 5) or quantum point contact (QPC) (Ref. 9) (at present the RF-SET seems to be much more efficient; both solid-state techniques have some advantages compared to more traditional optical monitoring10,11). In particular, the position measurement accuracy $\Delta x$ within the factor 5.8 from the standard quantum limit (SQL) $\Delta x_0$ has been demonstrated5 using the RF-SET; here $\Delta x_0 = \sqrt{\hbar / 2m\omega_0}$ is the width (standard deviation) of the ground state of the oscillator with mass $m$. Anticipating future progress in measurement precision, in this paper we discuss a way of performing measurement with accuracy better than $\Delta x_0$.

Such measurement implies squeezing of the nanoresonator state and requires using some tricks to avoid the effect of quantum back-action from the detector which normally leads to the SQL.8 Actually, an instantaneous position measurement by a strongly coupled detector can in principle be made with precision $\Delta x$ better than $\Delta x_0$ (orthodox projection, for example, implies $\Delta x = 0$); however, the limitation by the SQL arises for consecutive measurements and also for measurement by a weakly coupled detector, which is necessarily continuous. The well-known way to overcome the SQL limitation is to use quantum nondemolition (QND) measurements.8,12–14 The general idea of a QND measurement is to avoid measuring (or obtaining any information on) the magnitude conjugated to the magnitude of interest, and therefore to avoid the corresponding back-action. An important implementation of this idea is the “stroboscopic” measurement of the oscillator position.12,13 Suppose the position $x_1$ is measured (instantaneously) with a finite precision $\Delta x$, which necessarily disturbs the momentum according to the Heisenberg uncertainty principle $\Delta p \approx h / 2 \Delta x$. Normally this momentum change would affect the result of the next position measurement $x_2$ and would limit the accuracy for the position difference $x_2 - x_1$, leading to the SQL for this magnitude. However, if the second measurement is performed exactly one oscillation period after the first one, the oscillator returns to its initial state, and therefore the momentum change does not affect the accuracy of the $x_2 - x_1$ measurement. Such stroboscopic measurement gives no information related to the momentum, and this is exactly the reason why the effect of quantum back-action is avoided.8,12–14

The QND measurements have been mainly discussed in relation to detection of very weak classical forces, in particular gravitational waves (see, e.g., Refs. 15–17; see also Ref. 18). Recently the idea of QND measurements has been also applied to solid-state mesoscopic structures (see, e.g., Refs. 19–21). Among other recent developments (total number of papers on QND measurements is about half a thousand) let us mention the experiment on atomic spin-squeezing using the QND measurement and real-time quantum feedback.22 Squeezing of a nanomechanical resonator using the QND measurement by QPC or SET and quantum feedback has been proposed in our recent Proceedings paper;23 the present paper is a more complete analysis of this proposal.

Measurement of the nanoresonator position by the SET or QPC has already received a significant theoretical attention.7,24–32 In particular, it was shown that the process of measurement transfers the energy from the detector to the nanoresonator leading to its “heating.”24,25 A possible way to prevent such heating is using the quantum feedback control of the nanoresonator30,33 (other ideas for cooling have been proposed in Refs. 34 and 35).
The general idea of quantum feedback is very similar to classical feedback and is based on the continuous monitoring of the system state and its continuous control towards a desired state. However, the nontrivial part is accurate monitoring of evolution of the quantum state (wave function in the ideal case), which requires explicit account of the detector back-action. The quantum feedback of mesoscopic solid-state systems is a relatively new subject, though in quantum optics the quantum feedback has been proposed more than a decade ago and has been already realized experimentally. The quantum feedback analyzed in Ref. 30 assumes continuous monitoring of the nanoresonator state with constant “strength” of measurement and allows cooling of the nanoresonator practically down to the ground state. However, it does not allow squeezing of the nanoresonator state, except in the unrealistic case of a strong coupling between the nanoresonator and detector.

Besides curiosity, the interest to nanoresonator squeezing is justified by its importance for the ultrasensitive force detection. Nanoresonator squeezing by periodic modulation of the spring constant at twice the flexural frequency has been proposed and analyzed in Refs. 38 and 7 (this proposal is to some extent a scaled down version of the proposal for gravitational-wave detection and experiment on classical thermomechanical noise squeezing). Nanoresonator squeezing by reservoir engineering (by coupling to a qubit and illumination with two microwaves) has been proposed in Ref. 41. We would like to notice that to be useful for an ultrasensitive force detection, the preparation of a squeezed state should in any case be complemented by the measurement stage after the force has acted on the nanoresonator; the most natural way for this measurement is using the RF-SET (or QPC) as a detector, and such measurement of a squeezed state is not trivial (unless detector is strongly coupled).

In this paper we analyze the nanoresonator squeezing produced by measuring the nanoresonator position (Fig. 1) with the measurement strength modulated in time (for example, modulating the bias voltage of the QPC or RF-SET), so the stages of the squeezed state preparation and its measurement are essentially similar. We show that even for a weak coupling with detector, a significant squeezing of the nanoresonator state can be achieved when the modulation frequency is close to $2\omega_0/n$, $n=1, 2, \ldots$.

The mechanism of this effect is exactly the physics of stroboscopic QND measurements and can be easily understood for the case of short measurement pulses applied periodically, for example, once per oscillation period ($n=2$). Each measurement pulse gives us some (though quite imprecise) information on the nanoresonator position $x$ and correspondingly reduces the width of the resonator density matrix in $x$-domain. Between the pulses the resonator undergoes free evolution, which returns the density matrix into exactly the same state one period later (neglecting effects of finite $Q$-factor and unharmonicity). Therefore, the free evolution produces no effect, and measurement pulses are “stacked one upon another,” so that the measurement strength adds up, and many imprecise measurements become equivalent to one very precise measurement. When the precision of such measurement becomes better than $\Delta x_0$, the $x$-width (uncertainty) of the resonator state (density matrix) necessarily becomes smaller than the ground state width, so the squeezed state is produced. Exactly the same mechanism of squeezing works when the measurement pulses are separated by integer number of oscillation periods (even $n$) or by an odd number of half-periods (odd $n$) since the free evolution during a half-period results only in the sign change for position and momentum.

Notice that even though the measurement squeezes the resonator position $x$, free evolution between pulses makes it a “breathing” mode, so that $x$-width oscillates in time (with frequency $2\omega_0$) becoming periodically larger and smaller than $\Delta x_0$; correspondingly the momentum uncertainty of the resonator also oscillates and becomes squeezed below $\hbar/2\Delta x_0$ periodically. Because of these oscillations, squeezing is usually considered in the rotating frame, so what is usually discussed is squeezing of one of two quadrature amplitudes, which can be translated via free evolution into the position and momentum at time $t=0$. However, in this paper we prefer to consider explicitly the oscillating time dependence of the position and momentum uncertainty, and in this sense we often use terminology of oscillating in time squeezing of position (or momentum).

Finite duration of each measurement pulse prevents complete self-compensation of free evolution and consequently prevents infinite accumulation of the squeezing degree; instead, squeezing saturates after initial transient period. An explicit account of finite pulse duration for continuous measurement by a weakly coupled detector is one of the main differences between our formalism and the standard analysis of stroboscopic QND measurements.

Finite duration of measurement pulses also leads to a random motion (diffusionlike) of the wave packet center at the moments of maximum $x$-squeezing. This can be explained as a consequence of random momentum kicks during measurement pulses, which are the quantum back-action price for $x$-measurement. Since the free evolution between the pulses is not cancelled exactly, momentum kicks lead to gradual $x$-evolution as well. This effect causes gradual “heating” of the nanoresonator. If not stopped by the damping due to finite $Q$-factor, the resonator energy will grow up to the effective detector temperature which is on the order of the detector voltage and is typically very large compared to $\hbar\omega_0$. This heating can be prevented by using the quantum feedback which can keep the wave packet center near zero; such feedback has been analyzed by Hopkins et al., and we will...
basically follow their analysis in the present paper.

Finite $Q$-factor of the nanoresonator, finite temperature of the environment, and resonator unharmonicity obviously decrease the maximum achievable squeezing. In this paper we consider the effects of the $Q$-factor and temperature (though for many results they are neglected), but we do not consider unharmonicity. We also do not analyze explicitly the use of the squeezed state for the ultrasensitive force detection; however, we discuss the procedure of squeezed state verification, which is a closely related topic. In the next section we develop Bayesian formalism for the analysis of our setup; it is shown to coincide with the formalism of conditional evolution used in previous papers, in particular in Refs. 33 and 30. Measurement modulation and simplified equations for Gaussian states are discussed in Sec. III; Sec. IV is devoted to the calculation of squeezing; quantum feedback is analyzed in Sec. V; verification of the squeezed state is discussed in Sec. VI; and Sec. VII is the conclusion.

II. MODEL AND BAYESIAN FORMALISM

For simplicity we consider the nanoresonator (Fig. 1) measured by the low-transparency QPC (though our results are applicable to the RF-SET as well), and the system Hamiltonian is

$$\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{det}} + \mathcal{H}_{\text{int}} + \mathcal{H}_{\text{env}} + \mathcal{H}_{\text{fb}},$$

where the first term describes the oscillator:

$$\mathcal{H}_0 = \frac{\hat{p}^2}{2m} + \frac{m\omega_0^2\hat{x}^2}{2}$$

(\(\hat{p}\) and \(\hat{x}\) being the momentum and position operators), the last term

$$\mathcal{H}_{\text{fb}} = -\mathcal{F} \hat{x}$$

describes the feedback control of the nanoresonator by applying the force \(\mathcal{F}(t)\). \(\mathcal{H}_{\text{det}}\) and \(\mathcal{H}_{\text{int}}\) correspond to the detector and its interaction with the nanoresonator similar to Refs. 42 and 25:

$$\mathcal{H}_{\text{det}} = \sum_i E_i a_i^\dagger a_i + \sum_r E_r a_r^\dagger a_r + \sum_{i,r} (M a_i^\dagger a_i + \text{h.c.}),$$

$$\mathcal{H}_{\text{int}} = \sum_{i,r} (\Delta M \hat{x} a_i^\dagger a_i + \text{h.c.}).$$

Finally, \(\mathcal{H}_{\text{env}}\) describes nanoresonator interaction with phonon bath at temperature \(T\); this interaction is assumed to be weak and leads to a large quality factor \(Q \gg 1\). In Eqs. (4) and (5) \(a_i^\dagger\) and \(a_i\) are the creation and annihilation operators for two electrodes of the QPC, for simplicity we assume no relative phase between the tunneling amplitudes \(M\) and \(\Delta M\) (taking this phase into account is simple,\textsuperscript{43-45} but makes the formalism significantly lengthier, see Appendix). For a given position \(x\) of the oscillator, the average detector current is \(I_x = 2\pi |M + \Delta M|^2 p e^2 V / h\), where \(V\) is the QPC voltage which may vary in time with frequency \(\omega\) comparable to \(\omega_0\), \(e\) is the electron charge, and \(p_{i,r}\) are the densities of states in the electrodes.

We assume a weak response of the detector, \( |I_x - I_x'| \ll |I_x + I_x'|\), and therefore the linear dependence of the detector current on the measured position

$$I_x = I_0 + k x,$$

neglecting effects of detector nonlinearity.\textsuperscript{46} Also, we neglect the dependence on \(x\) of the detector current spectral density \(S_I\) which is assumed to be flat in the frequency range of interest. Because the voltage \(V\) varies in time, \(I_0, k, I_x,\) and \(S_I\) also depend on time, that will be taken into account explicitly in the next section. Notice that the white noise \(S_I\) is an intrinsic detector noise, which is defined for a fixed voltage on a time scale much shorter than the time scale of voltage variations, while the long-time spectral density of the detector current is obviously affected by the voltage changes as well as by the oscillating signal from the nanoresonator.

To describe the dynamics of the continuous quantum measurement process, we apply the quantum Bayesian approach practically following the derivation\textsuperscript{47} for the case of qubit measurement. We will have to use similar assumptions; in particular, for the validity of the Markovian approximation we assume that the internal dynamics of the detector is much faster than the oscillator dynamics (this requires \(eV \gg \hbar_0\)), we also assume that detector current is quasicontinuous (which requires \(I_0/\epsilon \ll a_0\) and even stronger inequality \(k\Delta x_0/\epsilon \gg \omega_0\)).

To start the derivation, we first neglect the nanoresonator evolution due to \(\mathcal{H}_0, \mathcal{H}_{\text{env}},\) and \(\mathcal{H}_{\text{fb}}\) (which will be added later) and assume constant detector voltage \(V\) (variations of \(V\), slow on the time scale of detector dynamics, will be taken into account later just as a parameter variation). Similar to Ref. 47, the derivation of the Bayesian equations can be done in two ways: “informational” and “microscopic.” Let us start with informational derivation.

Since the operator of the QPC current commutes with \(\hat{x}\), the detector current is insensitive to the off-diagonal matrix elements of the resonator density matrix \(\rho(x,x')\) in \(x\)-representation. For a measurement duration \(\tau\) long enough compared to the detector time scales \(\hbar / eV\) and \(e / I_0\) (and short compared to the resonator evolution due to \(\mathcal{H}_0 + \mathcal{H}_{\text{env}} + \mathcal{H}_{\text{fb}}\) so that it can be neglected), the probability distribution of the noisy detector current averaged over \(\tau\), \(\bar{I} = (1/\tau)\int_0^\tau \hat{I}(t') dt'\), is given by

$$P(\bar{I} \mid \tau) = \int P_\tau(\bar{I} \mid \tau) \rho(x,x,0) dx,$$

where the third argument of \(\rho\) is time and \(P_\tau(\bar{I} \mid \tau)\) is the probability distribution for \(\bar{I}\) in the case of the resonator at position \(x\). Since \(\tau \gg e / I_0\), this distribution is Gaussian,

$$P_\tau(\bar{I} \mid \tau) = (2\pi D_\tau)^{-1/2} \exp[-(\bar{I} - \bar{I}_0)^2 / 2D_\tau],$$

where \(D_\tau = S_I / 2 \tau\) is the variance. Notice that \(\bar{I}\) is treated as a classical variable because detector decoherence time (which is on the order of \(h / eV\)) is much shorter than \(\tau\).

Since classical and quantum dynamics are indistinguishable when off-diagonal matrix elements of \(\rho\) cannot affect the evolution, the diagonal matrix elements of \(\rho\) should sat-
isy the classical evolution of conditional probability given by the Bayes formula:48

$$\rho(x,x',\tau) = \frac{\rho(x,x,0)P_s(\bar{I},\tau)}{\int \rho(\bar{x},\bar{x},0)P_s(\bar{I},\tau)d\bar{x}},$$  \hspace{1cm} (9)$$

where \( \bar{I} \) is now a particular result of actual measurement (so the evolution of \( \rho \) is conditioned on the measurement result \( \bar{I} \)).

Classical Bayes formula cannot tell us anything about the evolution of the off-diagonal matrix elements \( \rho(x,x') \). However, in the case of an ideal detector47 (such as QPC) the evolution equation can be derived using the same trick as in Ref. 47 by considering the ensemble-averaged density matrix elements\(^{25} \rho_{av}(x,x') \) with the upper bound for \( |\rho_{av}(x,x')| \) derived from the Bayesian viewpoint. Let us start from the obvious inequality

$$|\rho(x,x',\tau)\rangle \leq \sqrt{\rho(x,x,\tau)\rho(x',x',\tau)}$$  \hspace{1cm} (10)$$

and take into account that for different members of the ensemble (different realizations of the measurement process) the value of \( \bar{I} \) is different, with distribution \( P(\bar{I},\tau) \) given by Eq. (7). Performing averaging over realizations and using obvious inequality \( |\rho_{av}| \leq |\rho| \) we transform inequality (10) into the following:

$$|\rho_{av}(x,x',\tau)| \leq \sqrt{\int \rho(x,x,\tau)\rho(x',x',\tau)P(\bar{I},\tau)d\bar{I}}.$$  

The integration over \( \bar{I} \) can be performed explicitly using Eqs. (9) and (8), that finally leads to an upper bound for the off-diagonal matrix elements

$$|\rho_{av}(x,x',\tau)| \leq \sqrt{\int \rho(x,x,0)\rho(x',x',0)e^{-(I_s - I_{av})^2/4S_I}}.$$  \hspace{1cm} (11)$$

Now let us compare this inequality with the result of conventional ensemble-averaged approach\(^{49} \) as shown by Mozyczky and Martin, in the large-\( V \) limit the measurement by a low-transparency QPC leads to decoherence of the resonator state as \( \rho_{av}(x,x',\tau) = \rho(x,x',0)e^{-(I_s - I_{av})^2/4S_I} \). Since the exponential factor is the same as in (11), then for a pure initial state, \( |\rho(x,x',0)| = \sqrt{\rho(x,x,0)\rho(x',x',0)} \), inequality (11) actually reaches its upper bound, which is possible only if inequality (10) reaches its upper bound for each measurement result [if (10) is a strict inequality for at least some realizations of measurement, then averaging over realizations makes (11) a strict inequality]. This means that a pure state of resonator remains pure in the process of measurement, similar to the case of qubit measurement.47 Notice that complete absence of decoherence in a particular realization of the measurement process is because the QPC is an ideal detector, while for the SET the remaining decoherence rate would not be zero.47

Combining the equality in (10) with Eq. (9), we express it as

$$\rho(x,x',\tau) = \frac{\rho(x,x,0)P_s(\bar{I},\tau)}{\int \rho(\bar{x},\bar{x},0)P_s(\bar{I},\tau)d\bar{x}}.$$  \hspace{1cm} (12)$$

We have neglected the possible phase factor \( \exp(i\phi_m) \) because in our model \( \phi_m=0 \) since in the derivation presented above \( \phi_m \) cannot depend on \( I \) (otherwise the upper bound would not be reached) and there is no phase in the ensemble-averaged result.25 The absence of phase \( \phi_m \) can also be proven directly using the microscopic model discussed below. Nevertheless, nonzero \( \phi_m \) can be present in somewhat different models which include “asymmetry” of the detector coupling;43 an example of such case is when there is a relative phase\(^{44-46} \) between \( M \) and \( \Delta M \) in the Hamiltonian (4) and (5) (see Appendix).

So far we have proven Eq. (12) only for a pure initial state \( \rho(x,x',0) \). It is also easy to show its validity for a mixed state. Representing initial state as \( \rho(0) = \sum \rho_i(0)P_i(0) \), where \( P_i \) are the probabilities of pure states \( \rho_i(0) \), we apply a “double-Bayesian” procedure (as in Ref. 45) in which \( P_i(\tau) \) is found via classical Bayes theorem while each \( \rho_i(\tau) \) satisfies the quantum Bayes equation (12). Simple algebra shows that evolution of the mixed density matrix \( \rho \) is still described by Eq. (12).

Besides using the “informational” approach described above, Eq. (12) can also be obtained in a “microscopic” way. Similar to the derivation for the qubit measurement,47 the evolution can be divided into the sequence of sufficiently short segments consisting of “conventional” evolution of the nanoresonator and detector, in which all the detector degrees of freedom are traced over, except the number \( n \) of electrons passed through the detector, so that the magnitude of interest is the combined density matrix \( \rho(x,x',t) \). At the boundaries between the segments we collapse the number \( n \) according to the orthodox procedure;50 the probability of a particular “realized” \( \tau=n_0 \) is equal to \( \int \rho_{n_0}(x,x,t)dx \) and the corresponding density matrix after collapse is

$$\rho(x,x',t+0) = \frac{\rho_{n_0}(x,x',t-0)\delta_{\tau=n_0}}{\int \rho_{n_0}(\bar{x},\bar{x},t-0)d\bar{x}},$$  \hspace{1cm} (13)$$

where \( \delta_{\tau=n_0} \) is the Kronecker symbol. Applying this sequential collapse procedure to the conventional evolution of \( \rho_j(x,x',t) \) described by Eq. (6) of Ref. 25, we can obtain our Eq. (12) if the resonator evolution due to \( \mathcal{H}_0 + \mathcal{H}_{\text{env}} + \mathcal{H}_{\text{th}} \) is neglected and the limit of large detector voltage is assumed.

The differential equation describing evolution of the resonator state due to measurement can be obtained by differentiating Eq. (12) over time \( \tau = \tau_0 \) and using Eq. (8) (because of the Markovian approximation, this can be done for arbitrary starting time \( t \)):

$$\dot{\rho}(x,x',t) = \rho(x,x',t)\mathcal{S}^{-1}(I(t)[I_s + I_{av} - 2\langle I(t)\rangle]) - [I_t^2 + I_{av}^2 - 2\langle I^2(t)\rangle]/2,$$  \hspace{1cm} (14)$$

where we have introduced notations \( \langle I(t)\rangle = \int I_t\rho(x,x,t)dx \).
and $\langle I^2(t) \rangle = \int \rho(x,x,t) dx$, while Eq. (7) transforms into
\begin{equation}
I(t) = \langle I(t) \rangle + \xi(t),
\end{equation}
where $\xi(t)$ is a white noise with spectral density $S_I$ (as mentioned before, we neglect dependence of $S_I$ on $x$). Notice that Eq. (14) actually does not require the current linearity (6) and formally coincides with the similar equation for the case of entangled qubits measured by an ideal detector.\cite{55} If $x$ is replaced by the index corresponding to the state of qubits. For the linear detector with response (6), Eq. (14) becomes
\begin{equation}
\dot{\rho}(x,x') = \rho(x,x') S_I^{-1}[\langle I(t) \rangle - I_0 k(x + x' - 2\langle x \rangle)] - \frac{(k^2/2)[x^2 + (x')^2 - 2\langle x^2 \rangle]}{2},
\end{equation}
where $\langle x \rangle = \int \rho(x,x) dx$, $\langle x^2 \rangle = \int \rho(x,x) dx$, and for brevity we do not show explicitly the time dependence of $\rho$.

Notice that Eq. (16) has been obtained by differentiating Eq. (12) over $\tau$ using the standard rules for derivatives (i.e., using only the first order in $d\tau$). Therefore Eqs. (14) and (16) are the stochastic equations in the so-called Stratonovich form which assumes "centered" definition of the derivative, $\rho(t) = \lim_{\tau \to 0} \{\rho(t + \tau/2) - \rho(t - \tau/2)\}/\tau$, and allows us to use standard calculus rules.\cite{51} For a nonlinear stochastic equation the calculus rules are quite different for another widely used definition of the "forward" derivative, $\rho(t) = \lim_{\tau \to 0} \{\rho(t + \tau) - \rho(t)\}/\tau$, which would lead to an equation in the so-called Itô form.\cite{51} Advantage of the Itô form is the simple averaging over the noise (while averaging in Stratonovich form is not trivial); this is the reason why Itô form is usually preferred by mathematicians, even though physical intuition works better in the Stratonovich form. Translation back and forth between two forms is often useful to solve a particular problem.

The rule of translation between the two forms is the following:\cite{51} for a system of equations $\dot{y}(t) = F(y,t)$ $\langle \xi(t) \rangle$ in the Stratonovich form, the corresponding Itô equation is $\dot{y}(t) = F(y,t) + \{S_I/4\Sigma d[DF(y,t)/dyj]F(y,t)\}$, where $y_i$ are the components of the vector $y$, $F_i$ and $G_i$ are arbitrary functions, and $S_I$ is the spectral density of white noise $\xi(t)$. To apply this rule to our case, we replace index $i$ by continuous set $(x,x')$ and replace summation by integration; $F_i$ and $G_i$ are now functionals of $y = \rho(x,x')$, and the derivatives are replaced by functional derivatives. Using this rule, Eq. (16) is translated into the Itô form as
\begin{equation}
\dot{\rho}(x,x') = \frac{k}{S_I} \rho(x,x') S_I^{-1}[\langle I(t) \rangle - I_0 k(x + x' - 2\langle x \rangle)] - \frac{(k^2/4S_I)[x(x')^2 - 2\langle x^2 \rangle]}{2} \rho(x,x').
\end{equation}
This equation is similar to equations derived in many publications (e.g., in Refs. 30, 33, 52, and 53) for measurement of a mechanical oscillator. Notice that the last term in Eq. (17) does not describe decoherence in a particular realization of the measurement (recall that a pure state remains pure); however, it describes ensemble decoherence, since averaging over the measurement result (over noise $\xi$) is done in Itô form simply by setting $\xi = 0$. This term can also be rewritten in a standard double-commutator form (see, e.g., Refs. 25, 30, 33, 49, and 53–56) since $(x-x')^2 \rho(x,x') = [\hat{x},[\hat{x},\hat{p}]_{\langle x \rangle}]_{\langle x \rangle}^2$.

Equation (17) describes the evolution of the nanoresonator state due to measurement by the ideal detector (low-transparency QPC) described by the Hamiltonian (4) and (5). To extend the formalism to a nonideal detector (for example, RF-SET) we introduce its quantum efficiency (ideality) $\eta \equiv 1$ similar to Ref. 47 and replace the decoherence factor $k^2/4S_I$ by $k^2/4S_I\eta$. Simply speaking, $1/\eta$ is the ratio between the product of output and back-action noises of the detector and its quantum-limited value.\cite{32,47,57} For example, $k^2/4S_I$ in Eq. (17) can be replaced by $k^2/4S_I\eta$ when an extra term $-\gamma(x-x')^2 \rho(x,x')$ is due to additional classical back-action noise from the detector or when the output noise of the detector contains an additional noise (see Ref. 45 and Appendix). Notice that finite temperature $T$ of the low-transparency QPC detector also reduces the detector efficiency down to $\eta = \text{tanh}(\text{eV}/2T)$.

As the final step of our derivation, we add into Eq. (17) (modified by efficiency $\eta$) the evolution due to terms $H_0 + H_{ev} + H_{fb}$ of the Hamiltonian (1). Interaction with the thermal bath denoted by $H_{ev}$ can be described by the standard Brownian motion master equation.\cite{58} Assuming weak coupling (large $Q$-factor) and arbitrary temperature $T$, we add damping and diffusion terms\cite{30,59} $-\langle i\omega_0/2h\rangle [\hat{x},[\hat{x},\hat{p}]_{\langle x \rangle}]_{\langle x \rangle}^2$ $-\langle m\omega_0^2/2h\rangle \text{coth}(h\omega_0/2T)[\hat{x},[\hat{x},\hat{p}]_{\langle x \rangle}]_{\langle x \rangle}^2$ into the equation for $\rho$.

Therefore, our final equation for the nanoresonator evolution is (in Itô form)
\begin{equation}
\dot{\rho}(x,x') = -\frac{i[\hat{H}_0 + \hat{H}_{\text{fb}}]}{\hbar} \rho(x,x') - \frac{i\omega_0}{2\hbar} [\hat{x},[\hat{x},\hat{p}]_{\langle x \rangle}]_{\langle x \rangle}^2
\end{equation}
\begin{equation}
- \frac{k^2}{4S_I\eta} + \frac{m\omega_0^2}{2h\eta} \text{coth}(h\omega_0/2T) + \gamma_{\text{add}}(x-x')^2 \rho(x,x')
\end{equation}
\begin{equation}
+ \frac{k}{S_I} (x + x' - 2\langle x \rangle) \rho(x,x') \xi(t),
\end{equation}
in which the white noise $\xi(t)$ is related to the detector current $I(t)$ via Eq. (15) as $\dot{\xi}(t) = \xi(t) - I_0 k(x(t))$ and $\gamma_{\text{add}}$ is introduced phenomenologically to take into account sources of additional dephasing, for example due to high-temperature electromagnetic fields penetrating into cryostat (we will mostly assume $\gamma_{\text{add}} = 0$). The damping term can be written in the explicit form using substitution $[\hat{x},[\hat{x},\hat{p}]_{\langle x \rangle}]_{\langle x \rangle} = -ih(x-x')(\partial \partial x - \partial \partial x')\rho(x,x')$. Notice that there is no damping term due to measurement (in contrast to the term due to $\hat{Q}$-factor) because we treat the detector as a device with completely classical output and therefore detector voltage is very large while its unnormalized coupling is very weak; in other words, we assume that the nanoresonator energy is limited well below the effective temperature of detector (which is on the order of $eV$) by other effects (feedback and $\hat{Q}$-factor).

III. MEASUREMENT MODULATION AND EQUATIONS
FOR GAUSSIAN STATES

Periodic modulation of the QPC voltage $V = f(t)V_0$ (with frequency comparable to $\omega_0$ and much smaller than $eV/h$ and $I_0/e$) leads to the corresponding modulation of the measurement parameters: $k = f(t)k_0$, $I_s = f(t)(I_{0s} + k_0x)$, $S_I$.
\[=|f(t)|S_0\), so that the “measurement strength” \(k^2/S_I\) is modulated as \(|f(t)|k^2/S_0\) [in general \(f(t)\) may be negative]. In the case of RF-SET the voltage dependence of parameters is not trivial (also the modulation can be arranged using the gate voltage instead of the bias), but we still can define \(f(t)\) as the modulation of the measurement strength from equation
\[k^2/S_I = |f(t)|k^2/S_0. \tag{19}\]

Quantum efficiency \(\eta\) in general can also be affected by the modulation, but for simplicity we assume it to be constant. (In reality, we expect decrease of \(\eta\) at smaller voltages because of contribution from voltage-independent noise sources. However, these contributions can crudely be taken into account via reduction of the \(Q\)-factor and, moreover, they are assumed to be sufficiently small; therefore the effect of imperfect efficiency \(\eta\) is mainly taken into account during the large-\(V\) fraction of the modulation period.)

Notice that the noise \(\xi(t)\) in Eq. (18) has implicit time dependence because of modulated in time spectral density \(S_I\). To remove this dependence we define the white noise
\[\xi_0(t) = \xi(t)\sqrt{S_I/S_0}\sgn[f(t)] \tag{20}\]
with time-independent spectral density \(S_0\). Then the last term in Eq. (18) can be written as \(\sqrt{f(t)}(k_0/S_0)(x+x')-2(\xi)p(x,x')\xi_0(t).

Somewhat similar to the case of qubit measurement, we define the dimensionless (time-dependent) coupling as
\[C = \frac{\hbar k^2}{S_I\omega_0^2} = |f(t)|C_0, \tag{21}\]
which can also be expressed as \(C = 4/\omega_0\tau_m\), where \(\tau_m = 2S_I/(k\Delta x_0)^2\) is the “measurement” time which would be necessary to distinguish (with signal-to-noise ratio of 1) two position states separated by the ground state width \(\Delta x_0\). We will mainly consider the case of weak coupling, \(C \ll 1\), which corresponds to a realistic experimental situation. As an example, \(C\) is on the order of \(10^{-6}\) for the experimental parameters of Ref. 5.

In this paper we will consider two types of modulation with frequency \(\omega_t\): harmonic modulation with the relative modulation depth \(A_{\text{mod}} = (f_{\text{max}} - f_{\text{min}})/f_{\text{max}}\), \(0 \leq A_{\text{mod}} \ll 2\):
\[f(t) = 1 + \frac{A_{\text{mod}}}{2}(-1 + \cos \omega t) \tag{22}\]
and the square-wave (stroboscopic) modulation with pulse width \(\delta t\) and relative depth \(A_{\text{mod}}\):
\[f(t) = \begin{cases} 1, & |t - j \times 2\pi/\omega| \leq \delta t/2, \quad j = 1, 2, \ldots \\\n1 - A_{\text{mod}}, & \text{otherwise}. \end{cases} \tag{23}\]
Notice that \(|f(t)| \ll 1\), so \(C_0\) corresponds to the maximum coupling. Since \(f(t)\) reaches zero in both types of modulation at \(A_{\text{mod}} > 1\) (we will mostly consider 100% modulation, \(A_{\text{mod}} = 1\)), the conditions \(eV \gg \hbar \omega_0\) and \(k\Delta x_0/e \gg \omega_0\) required for the Bayesian formalism are violated during a fraction of the modulation period. Nevertheless, we will still use Eq. (18) for the analysis, that can be justified in the following way. Surely, even at \(V = 0\) the detector actually interacts and so damps and dephases the nanoresonator [see, e.g., Eq. (7) in Ref. 25 which has the voltage-independent damping term], that is neglected in the Bayesian formalism, while the Bayesian evolution rate is crudely proportional to the voltage \(V\) (its strength relative to the neglected damping is crudely \(eV/\hbar \omega_0\) for the resonator energy on the order of \(\hbar \omega_0\)). Therefore, the Bayesian evolution during the whole modulation period is much more significant than the neglected damping in the case of sufficiently large maximum voltage \(V_0\) and not too large oscillation amplitude (the “heating” is prevented by feedback; otherwise the model would be inconsistent at \(Q \approx \infty\)). The neglected contribution is expected to lead to a weak damping of the nanoresonator state and can crudely be taken into account as some reduction of the \(Q\)-factor. (Equating the voltage-independent term in Eq. (7) of Ref. 25 with the second term of our Eq. (18), we obtain an estimate \(Q = 2eV_0/\hbar \omega_0\) which is on the order of \(10^{10}\) for the experimental parameters of Ref. 5.) Obviously, significant QND effect for stroboscopic measurement requires very weak coupling of the nanoresonator to outside world during the “off” fraction of the modulation period.

Following Refs. 30, 33, 60, and 61, we assume that the oscillator state can be described as a Gaussian state. This assumption can be justified by the fact that a Gaussian state remains Gaussian in the process of continuous measurement61 (we have checked this statement for nonideal detectors including “asymmetric” detectors and for varying in time strength of measurement) and by the fact that the thermal state (natural initial condition) is Gaussian. It is also known60 that any initial pure state approaches a Gaussian state in a course of continuous measurement by an ideal detector. We have also checked that a mixture of Gaussian states evolves into a single Gaussian state due to measurement.

A Gaussian state is defined58 as a state for which the Wigner function \(W(x,p) = (\pi \hbar)^{-1} \int \rho(x+x',x'-x)\exp(-2ix'/p)dx'dx\) has a Gaussian form,
\[W(x,p) = \text{Norm} \times \exp(-B^T D^{-1}B)/2, \quad B = \begin{pmatrix} x-\langle x \rangle \\ p-\langle p \rangle \end{pmatrix}, \quad D = \begin{pmatrix} D_x & D_{xp} \\ D_{xp} & D_p \end{pmatrix}, \tag{24}\]
with normalization factor \(\text{Norm} = \left[2\pi(D_x D_p - D_{xp}^2)^{1/2}\right]^{-1}\). In \(x\)-representation the density matrix of this state is
\[\rho(x,x') = \frac{1}{\sqrt{2\pi D_x}} \exp \left[-\frac{(x+x')^2}{2D_x}\right] \times \exp \left[-\frac{(x-x')^2(D_x D_p - D_{xp}^2)}{8D_x}\right] \frac{1}{\hbar^4} \times \exp \left[i(x-x')\left(\frac{p}{\hbar} + \frac{D_{xp}}{\hbar D_p}\right)\right]. \tag{24}\]

The Gaussian state is characterized by only five real parameters: average position \(\langle x \rangle = \langle \hat{x} \rangle\) and momentum \(\langle p \rangle = \langle \hat{p} \rangle\), their variances \(D_x = \langle \hat{x}^2 \rangle - \langle \hat{x} \rangle^2\) and \(D_p = \langle \hat{p}^2 \rangle - \langle \hat{p} \rangle^2\), and the
correlation $D_{sp}=(\langle \hat{x}\hat{p}\rangle +\hat{p}\rangle)/2−\langle \hat{x}\rangle\langle \hat{p}\rangle$. These parameters satisfy the generalized Heisenberg inequality,  
\[ D, D_p − D^2_{sp} \geq \hbar^2/4, \]  
which practically coincide with the equations derived in Refs. 33 and 30, which practically coincide with the equations derived in Refs. 33 and 30, and is significantly smaller than $D$. Both $D$ and $D_p$ have a ground state parameter, $d_0 = (\hbar/2m\omega_0)$, and $D_p = (\hbar/m\omega_0)/2$, and similarly $D_{sp} = D_{sp}/(\hbar/2)$. Then Eqs. (28)–(30) can be rewritten as
\[
\dot{\hat{x}}/\omega_0 = 2d_{sp} − C_0|f(t)|\hat{x}^2, \tag{31}
\]
\[
\dot{\hat{p}}/\omega_0 = -2d_{sp} + (C_0\eta)|f(t)|\hat{p} + C_0|f(t)|\hat{p}^2 − \frac{2}{Q} d_{sp} \tag{32}
\]
\[
\dot{d}_{sp}/\omega_0 = d_p − d_s = C_0|f(t)|d_p d_{sp} − \frac{1}{Q} d_{sp}. \tag{33}
\]

It is easy to see that the effect of additional dephasing $\gamma_{add}$ is equivalent (in case of finite $Q$-factor) to increase of environment temperature $T$; so we will not consider this effect separately ($\gamma_{add}=0$ is assumed for the rest of the paper). Also, let us postpone the analysis of effects due to finite $Q$ and temperature until Sec. IV D, and start with the case of infinite $Q$-factor.

A. Numerical results for squeezing degree $S$

We have analyzed Eqs. (31)–(33) numerically for the harmonic (22) and stroboscopic (23) modulation $f(t)$ for several values of the maximum coupling $C_0$, concentrating on the range $C_0 \approx 1$. Notice that for the stroboscopic modulation the evolution during each period of modulation can be calculated analytically using Riccati equations that significantly simplifies the numerical calculations. As anticipated, we have found that irrespectively of the initial conditions, Eqs. (31)–(33) approach the asymptotic solutions which oscillate with the modulation frequency $\omega$ (Fig. 2). Even for small coupling, $C_0 \ll 1$, the asymptotic oscillations can be significant in the case of resonant: $\omega = 2\omega_0/n$ (notice that at $C_0 = 0$ the variances oscillate with frequency $2\omega_0$). During the oscillation period the asymptotic solution for $d_s(t)$ reaches the values both above and below the stationary solution for $f(t)=1$ which is
\[
\mu = \sqrt{\frac{2}{C_0}}\left[\left(1 + C_0^2/\eta\right)^{1/2} - 1\right]^{1/2}
\]

and becomes $d_s=1/\sqrt{\eta}$ for $C_0 \approx 1$. Most importantly, the squeezed state, $d_s<1$, can be achieved for both harmonic and stroboscopic modulation.

Figure 3 shows the $x$-squeezing maximized over the oscillation period for the asymptotic solution, $S = \max[1/d_s(t)]=\max[\Delta x^2(t)/D(t)]$, as a function of the modulation frequency $\omega$ for the harmonic modulation (22) and several values of coupling $C_0$, efficiency $\eta$ and modulation amplitude $A_{mod}$. (Notice that in the rotating frame the squeezing $S$ does not depend on time for weak coupling.) One can see that maximum squeezing is achieved for modu-
ulation with twice the resonator frequency, \( \omega = 2 \omega_0 \), 100% amplitude, \( A_{\text{mod}} = 1 \), and for ideal detector, \( \eta = 1 \). The value of maximum squeezing does not depend much on coupling \( C_0 \) [Fig. 3(a)] and is equal to \( S \approx 1.73 \) for weak coupling, while the width of resonance scales proportionally to \( C_0 \) (analytical results discussed later and shown by dashed lines confirm this behavior). For nonideal detectors, \( \eta < 1 \) [Fig. 3(b)], the height of the peak decreases, \( S(2\omega_0) \approx 1.73 \sqrt{\eta} \), and its width increases. Away from the resonance \( S \) approaches the value for non-modulated measurement given by Eq. (34) [dotted lines in Fig. 3(b)]. Besides the main resonance, there are resonances at \( \omega = 2 \omega_0/P \), \( n \geq 2 \), which are barely visible in Figs. 3(a) and 3(b) and lead to small shoulders rather than to peaks. However, these resonances become much better visible for modulation amplitudes \( A_{\text{mod}} \) greater than 100% as shown in Fig. 3(c). In particular, for \( A_{\text{mod}} = 2 \) there is no peak at \( \omega = 2 \omega_0 \), and the main peak is at \( \omega = 2 \omega_0 \); this is obviously because in this case \([f(t)]\) oscillates with frequency \( 2 \omega \) instead of \( \omega \).

Much stronger squeezing can be achieved for the stroboscopic modulation (23) of the measurement. Figure 4 shows \( S(\omega) \) for the ideal detector with \( C_0 = 0.5 \) and pulse duration \( \delta t = 0.05 T_0 \), where \( T_0 = 2 \pi/\omega_0 \) is the nanoresonator period. One can see that as expected from the standard theory of stroboscopic QND measurements,\(^{12,13}\) there are sharp resonances at \( \omega = 2 \omega_0/P \). In the case of full modulation, \( A_{\text{mod}} = 1 \), shown in Fig. 4(a), the resonances have equal height; however, their width decreases with \( n \). According to the QND idea, the squeezing should significantly decrease if measurement is not switched completely off between the measurement pulses. Comparing Figs. 4(a) and 4(b) we see that the on/off ratio even as large as \( 10^3 \) leads to a considerable decrease of \( S \) [obviously, the effect of finite on/off ratio becomes more important with decrease of \( \delta t/T_0 \)]. Another consequence of finite on/off ratio is the decrease of the resonant peak height at \( \omega = 2 \omega_0/P \). For smaller pulse duration \( \delta t \), the squeezing peak becomes higher and narrower [Fig. 5(a)], while the detector nonideality makes the peak lower and wider [Fig. 5(c)]. All these dependencies will be confirmed by the analytical results discussed below and shown in Fig. 5 by dashed

FIG. 2. An example of time dependence of dimensionless wave packet variances \( d_\chi, d_\psi \) and \( d_\psi \) (upper panel) for harmonic modulation \( f(t) \) of measurement strength shown in the lower panel. After a transient period the evolution reaches stationary oscillating regime. The state purity \( \text{Tr}(\hat{\rho}^2) \) (lower panel) gradually approaches unity (mixed initial state with \( d_\chi = d_\psi = 10 \) is chosen). The long-dashed line in the upper panel shows evolution of \( d_\chi \) in the non-modulated case \( f(t) = 1 \).

FIG. 3. Dependence of the packet width squeezing \( S \) (maximized over the modulation period) on the frequency \( \omega \) of the harmonic modulation (22) of the measurement strength, for several values of (a) the coupling \( C_0 \), (b) detector quantum efficiency \( \eta \), and (c) modulation amplitude \( A_{\text{mod}} \). Solid lines in (a) and (b) are the numerical results while dashed lines are the analytical results corresponding to Eqs. (41) and (43); the dotted lines in (b) are the asymptotes \( S = \sqrt{\eta} \).
and dotted lines (dashed lines show more accurate results while dotted lines correspond to a simpler formula).

**B. Analytical results for squeezing $S$**

1. **Evolution of the state purity**

Before discussing the analytical results for squeezing, let us briefly discuss the evolution of the state purity, $\text{Tr}(\rho^2) = (\hbar/2) / \sqrt{D_\rho^2 - D_{\rho}^2}$, where $u = d_x d_p - d_{xp}^2$. From Eqs. (31)–(33) (with $Q = \infty$ and $\gamma_{ad} = 0$) it is easy to derive the equation

$$u = \omega_0 \mathcal{G}_{\mathcal{G}_0} [f(t)] d_x (\eta^{-1} - u).$$

Since $C_0$ and $d_\xi$ are both positive, the asymptotic solution of this equation is obviously $u = 1/\eta$ and therefore the state purity reaches the asymptote $\text{Tr}(\rho^2) = 1/\eta$. In particular, in the case of an ideal detector, $\eta = 1$, the state eventually becomes pure (similar to the case of a qubit measurement\(^3\)). As will be discussed later, the typical purification time is comparable to the time of reaching the asymptotic regime for variances $d_x$ and $d_p$.

2. **Analytics for harmonic modulation**

For simplicity in this subsection we consider the harmonic modulation (22) of the measurement strength only with 100% modulation, $A_{mod} = 1$ (which leads to maximum squeezing), and we still assume $Q = \infty$. Without measurement, $C_0 = 0$, Eqs. (31)–(33) have the solution

$$d_x(t) = \sqrt{\eta^{-1} + A^2} - A \cos(2\omega_0 t + \varphi),$$

$$d_\rho(t) = \sqrt{\eta^{-1} + A^2} + A \cos(2\omega_0 t + \varphi),$$

$$d_{\varphi}(t) = A \sin(2\omega_0 t + \varphi),$$

with arbitrary amplitude $A$ and phase $\varphi$. (Notice that these equations satisfy the asymptotic condition $\text{Tr}(\rho^2) = 1/\eta$.) For weak coupling, $C_0 / \eta \ll 1$, and harmonic modulation (22) in the vicinity of the resonance, $\omega = 2\omega_0$, it is natural to look for the asymptotic solution of Eqs. (31)–(33) in the form (36)–(38) with $2\omega_0$ replaced by $\omega$ (actually, $A$ and $\varphi$ vary in...
time with frequency $\omega$, but variations are negligible at $C_0/\sqrt{\eta} \ll 1$.

To find $A$ and $\varphi$, we substitute these equations into the equation $\int_{-\infty}^{\infty} f(t)(\eta^{-1} - \dot{d}_t^2 - \dot{d}_{\varphi}^2)dt = 0$ which follows from the stationarity condition. $\int_{-\infty}^{\infty}(\dot{d}_x + \dot{d}_\varphi)dt = 0$, and Eqs. (31) and (32). This gives us the relation

$$A = \frac{1}{2} \sqrt{\eta^{-1} + A^2 \cos \varphi}. \tag{39}$$

We find numerically and analytically (see below) that $\varphi = 0$ at the resonance, $\omega = 2\omega_0$. (This is quite natural: smaller $d_x$ correspond to larger measurement strength.) Then from Eq. (39) we find $A = 1/\sqrt{3} \eta$ and therefore

$$S(2\omega_0) = \frac{\sqrt{3} \eta}{3} \tag{40}$$

since the maximum squeezing $S$ and the amplitude $A$ are related as

$$S = \eta(A + \sqrt{A^2 + \eta^{-1}}). \tag{41}$$

This result confirms the numerical result for the peak height in Fig. 1.

To find the shape of the resonant peak, we need one more equation relating $A$ and $\varphi$. It can be obtained by deriving equation for $d_{\varphi}(t)$ from Eqs. (31)–(33), and equating the $\sin(\omega t + \varphi)$ component for the two sides of the equation (assuming $C_0/\eta \ll 1$ and $\omega = 2\omega_0$). In this way we obtain

$$(4\omega_0^2 - \omega^2)A = \eta^{-1} C_0 \omega_0^2 \sin \varphi. \tag{42}$$

In particular, this proves that $\varphi = 0$ at $\omega = 2\omega_0$. Combining Eqs. (39) and (42) we find the amplitude as

$$A(\omega) = \sqrt{\frac{2\eta}{3 + g(\omega) + \sqrt{g^2(\omega) + 10g(\omega) + 9}}}, \tag{43}$$

where $g(\omega) = 16 \eta(2 - \omega/\omega_0)^2/\omega_0^2$. The corresponding analytical result for squeezing $S$ is obtained via Eq. (41). This result is shown by the dashed lines in Figs. 3(a) and 3(b), which practically coincide with the solid lines representing the numerical results. Notice that the linewidth of the peak is proportional to $C_0/\sqrt{\eta}$ away from the resonance $A$ decreases to zero, and $S \approx \sqrt{\eta}$, which is the same as for the case without modulation. The analytical result for $A(\omega)$ works well for coupling $C_0$ up to approximately 0.3; for larger $C_0$ there is a noticeable difference from the numerical result as seen in Fig. 3(a). It is curious that rather complex shape of the resonance peak given by Eqs. (41) and (43) is quite close to the square root of the Lorentzian shape

$$S(\omega) = \sqrt{\eta\left(1 + \frac{\sqrt{3} - 1}{1 + 3(\omega - 2\omega_0)/\Delta \omega}\right)} \tag{44}$$

with half-width at half-maximum $\Delta \omega = 0.63 \omega_0 C_0/\sqrt{\eta}$.

3. Analytics for stroboscopic modulation

In the case of stroboscopic modulation (23) of the measurement strength (in this subsection we assume full modulation, $A_{\text{mod}} = 1$, and still neglect $Q$-factor), the variances $d_x$, $d_{\varphi}$, and $d_{\varphi}$ should follow Eqs. (36)–(38) during the “off” phase of the modulation, while during the measurement pulse of duration $\delta t$ the parameters $A$ and $\varphi$ slowly change (we again assume the weak coupling limit) in accordance with Eqs. (31)–(33). In particular, close to the $n$th resonant peak of Fig. 4(a), $\omega = 2\omega_0/n$, the phase $\varphi$ should change during the pulse by the small amount

$$\delta \varphi = -2\omega_0(2\pi/\omega_0 + 2\pi n) = \frac{2\pi n}{\omega_0(\omega_0 - 2/n)} \tag{45}$$

in order to match $2\pi/\omega_0$ periodicity of the asymptotic solution with the periodicity of free oscillations (36)–(38). On the other hand, $\delta \varphi$ can be found from the equation

$$\varphi = -4\omega_0 C_0 \eta^{-1}[f(t)](d_{\varphi} - d_{\varphi}) + 2d_{\varphi}^2] \tag{46}$$

which follows from Eqs. (31)–(33). Integrating Eq. (46) within the pulse interval $|t| \leq \delta t/2$ using Eqs. (36)–(38) in which $A$ and $\varphi$ are assumed constant, we obtain $\delta \varphi = -C_0 \sin(\omega_0 \delta t)/\eta A$. Combining this result with Eq. (45) we obtain an equation relating $A$ and $\varphi$.

$$\pi n^2 A(\omega /\omega_0 - 2/n) = \eta^{-1} C_0 \sin(\omega_0 \delta t) \sin \varphi. \tag{47}$$

To obtain one more equation for $A$ and $\varphi$, we use the condition $\int_{-\infty}^{\infty} (d_x + d_{\varphi})dt = 0$. Expressing the derivative $d_x + d_{\varphi}$, from Eqs. (31) and (32) and using Eqs. (36)–(38), we get the equation

$$A(\omega_0 \delta t) = \sqrt{\eta^{-1} + A^2} \sin(\omega_0 \delta t) \cos \varphi. \tag{48}$$

Equations (47) and (48) are sufficient to find $A$ for the $n$th resonance, though the expression is quite long.

$$A^2(\omega) = \frac{1}{B(\omega) + \sqrt{B^2(\omega) + 4\tilde{g}(\omega)\sin^2(\omega_0 \delta t)}} \tag{49}$$

where $B(\omega) = g(\omega) + (\omega_0 \delta t)^2 - \sin^2(\omega_0 \delta t)$ and $\tilde{g}(\omega) = \pi n^2 (2/n - \omega/\omega_0)^2 \eta C_0^2$. The squeezing $S$ is obtained from this result using Eq. (41). The corresponding analytical curves are plotted in Fig. 5 by the dashed lines which practically coincide with the numerical results shown by the solid lines. One can see that the analytics works well even for $C_0 = 1$, even though we assumed $C_0 = 1$ for the derivation.

The value of squeezing at $\omega = 2\omega_0/n$ (peak height) can be obtained from Eq. (49), but it is easier to use Eq. (48) with $\varphi = 0$ [which follows from Eq. (47)], that leads to the result

$$S(2\omega_0/n) = \sqrt{\frac{\omega_0 \delta t + \sin(\omega_0 \delta t)}{\omega_0 \delta t - \sin(\omega_0 \delta t)}}. \tag{50}$$

The analytical results simplify in the case of short pulses, $\delta t \ll T_0 = 2\pi/\omega_0$, then

$$A^2(\omega) = \frac{6(\omega_0 \delta t)^2 \eta}{1 + \sqrt{1 + \frac{6\pi \eta \eta^{-1}(\omega - 2\omega_0/n)}{C_0^2(\delta t)^2 \omega_0^2}}} \tag{51}$$

which corresponds to the peak squeezing

$$S(2\omega_0/n) = 2\sqrt{\eta \omega_0 \delta t} \tag{52}$$

(since $S = 2\eta A$ for $S \gg 1$, and $A = \sqrt{3/\omega_0 \delta t \sqrt{\eta}}$, while the half-width at half-maximum of $S(\omega)$ is 235407-10
and IV B. Comparing the asymptotic value $S_N$ given by Eq. (52) with the linear increase from Eq. (54) and neglecting initial value $S_0$, we obtain the estimate

$$N_b = \frac{2 \sqrt{3} \eta}{C_0(\omega_0 \delta)^2}$$

(55)

for the number of measurement pulses necessary for almost complete buildup of squeezing (of course the numerical factor $2 \sqrt{3}$ is not really important here).

Since the saturation of $S_N$ is a gradual process, let us also analyze analytically the $N$-dependence for $N \geq N_b$ when $S_N$ is already close to $S_c$. Let us start with Eqs. (36)–(38) assuming that the asymptotic purity $\text{Tr}(\rho^2) = \sqrt{\eta}$ is already reached but the parameter $A$ still changes with $N$. Following the derivation used in Sec. IV B, we combine Eqs. (36) and (37) with (31) and (32) and obtain $d_\delta + d_\delta^\prime = 2A^*/\sqrt{\eta^4 + A^2} = \omega_0 C_0 f(0)(\eta^{-1} - d_\delta^2 - d_\delta^2)$. Integrating this equation over the measurement pulse duration (assuming $C_0 \ll 1$ and $\varphi = 0$) we find the corresponding small change of the parameter $A$:

$$\Delta A \over \Delta N = C_0 \sqrt{\eta^4 + A^4} \sqrt{\eta^4 + A^2} \sin \omega_0 \delta - \omega_0 \delta [A].$$

Translating this equation into evolution of squeezing and assuming $|S_N - S_c| \ll S_c$, $\omega_0 \delta \ll 1$, $A^2 \gg \eta^2$, we obtain

$$\Delta S_N \over \Delta N = - C_0(\omega_0 \delta)^2 \over \sqrt{3} \eta (S_N - S_c).$$

(56)

which shows the exponential approach of the squeezing $S_N$ towards $S_c$ as $\exp(-2N/N_b)$, i.e. the typical number of measurements necessary to reach the asymptotic value is similar to what was found from initial part of the transient, Eq. (55).

It is interesting to notice that the time scale of the squeezing factor saturation (see Fig. 2) is similar to the time scale of squeezing saturation. Using Eq. (35) for $u = d_\delta d_\delta^\prime - d_\delta^2 = 1/\text{Tr}^2(\rho^2)$ and approximating average $d_\delta$ within the pulse duration as $d_\delta^2 = (1/\eta A + A(\omega_0 \delta)^2)/4)/2$, which becomes $d_\delta^2 \approx 2/S_c$ close to saturation, we obtain

$$\Delta u \over \Delta N = - C_0(\omega_0 \delta)^2 \over \sqrt{3} \eta (u - 1/\eta).$$

(57)

Therefore, similar to $S_N$ behavior, $u$ also approaches asymptote as $\exp(-2N/N_b)$. Far from saturation we expect $d_\delta^2 > 2/S_c$, and therefore a larger initial rate of reaching the asymptote.

Finite time scale of squeezing buildup is important if an allowed experimental “waiting time” $\tau_w$ is limited. Figure 7 shows the squeezing $S$ as a function of measurement pulse duration $\delta t$ for several values of $\tau_w$ (initial state is chosen to be the ground state). While the upper line ($\tau_w = \infty$) corresponds to Eq. (52) and increases indefinitely at small $\delta t$, the squeezing for finite waiting time $\tau_w$ reaches maximum at an optimum pulse duration $\delta t$. For smaller $\delta t$ the squeezing buildup is too slow [see Eq. (55)] and the squeezing is limited by the accumulated measurement strength $C_0(2\tau_w/T_0)(\delta t/T_0)$, while for larger $\delta t$ the limiting factor is too strong back-action.
Numerical calculations show that this maximum squeezing is fitted well by the formula

$$S_{\text{max}} = 2.0 \sqrt{C_0 \tau_w/T_0} \quad (\omega = 2\omega_0, \eta = 1).$$

[For example, this fitting formula underestimates the numerical results for $C_0 = 0.1$ ($C_0 = 0.5$) by 9% (4.6%) for $\tau_{\text{wall}}/T_0 = 30$ and by 2.2% (1.2%) for $\tau_{\text{wall}}/T_0 = 1000$.]

For an analytical estimate of $S_{\text{max}}$ let us assume that optimum $\delta t$ corresponds to the condition of squeezing buildup time being comparable to the waiting time, $2\tau_w/T_0 = N_b$ [see Eq. (55)]. Then the optimum is achieved at

$$\delta t_{\text{opt}}/T_0 \approx 0.21 \eta^{1/4}/(C_0 \tau_w/T_0)^{1/2}$$

(which is well confirmed by results in Fig. 7) and the corresponding $S_{\text{max}}$ calculated from Eq. (52) is

$$S_{\text{max}} \approx 2(3\eta)^{1/4} \sqrt{C_0 \tau_w/T_0},$$

which differs from the numerical result (58) only by a factor of 1.3.

It is tempting to guess that the effect of finite $Q$-factor (at least for zero temperature of environment) can be described by a similar formula with $\tau_w$ replaced by $QT_0$ (so that $S_{\text{max}} \approx \eta^{1/4} \sqrt{C_0 Q}$) since $\tau_w$ is naturally restricted by the resonator damping time. However, as will be seen in the next section, this gives only an upper bound and finite $Q$-factor actually leads to a significantly smaller value of $S_{\text{max}}$.

D. Effects of finite $Q$-factor and environment temperature

In this section we analyze effects of finite quality factor $Q$ of the nanoresonator and environment temperature $T$ for stroboscopic measurements with $\omega = 2\omega_0/n$ and $A_{\text{mod}} = 1$. (Extra dephasing $\gamma_{\text{add}}$ is equivalent to increase of $T$.)

Numerical solution of Eqs. (31)–(33) with a finite $Q$-factor ($Q \gg 1$) shows that as expected the squeezing $S$ decreases at sufficiently small $Q$, and higher temperature also decreases $S$. While for $Q = \infty$ the squeezing does not depend on coupling with detector $C_0 \leq 1$ for a fixed pulse duration $\delta t$ [see Fig. 5(a) and Eq. (52)], for a finite $Q$ the squeezing starts to decrease for too small $C_0$, since coupling with detector competes with coupling to environment. [The effect is to some extent similar to the effect of $A_{\text{mod}} < 1$; in particular, the squeezing at $\omega = 2\omega_0/n$ decreases stronger with $n$ as in Fig. 4(b).] Notice that for infinite $Q$ the environment temperature is not important since nanoresonator is not coupled to the environment and the evolution is determined by coupling with detector only.

For an analytical analysis let us mention first that the asymptotic purity $\text{Tr}(\rho^2) = 1/\tilde{u}$ is no longer equal to $\sqrt{\eta}$, since Eq. (35) should be replaced by

$$\frac{\dot{u}}{\omega_0} = C_0 \int \frac{d\xi}{\eta^{-1} - u} - \frac{2u}{Q} + 2\frac{d_s}{Q} \coth \left( \frac{h\omega_0}{2T} \right).$$

For $Q \gg 1$ we can neglect small asymptotic oscillations of $\tilde{u}$ and assume a practically constant asymptotic value $\tilde{u}$. Since the average of Eq. (61) over the oscillation period should be equal to zero in the asymptotic regime, we can find $\tilde{u}$ from equation

$$\frac{C_0 d_s}{2\pi} \frac{\omega_0 \delta t}{\eta^{-1} - u} - \frac{2}{Q} \left( \tilde{u} - \tilde{u}_c \coth \left( \frac{h\omega_0}{2T} \right) \right) = 0,$$

where $d_s$ is $d_s$ averaged over the pulse duration while $\tilde{d}_c$ is averaged over the whole period.

To find $d_2$ and $\tilde{d}_c$, we use Eqs. (36)–(38) which are still applicable for the asymptotic oscillations of $d_s$, $d_2$, and $\tilde{d}_c$ if $\eta^{-1}$ in these equations is replaced with $\tilde{u}$. Still assuming no phase shift $\varphi$ in the case of exact resonance $\omega = 2\omega_0/n$ (this has been confirmed numerically),

$$\left[ \sqrt{\tilde{u} + A^2 \omega_0 \delta t - A \sin(\omega_0 \delta t)} \right] + (2\pi n/C_0 Q) \times \left[ \coth(h\omega_0/2T) \sqrt{\tilde{u} + A^2} - \tilde{u} \right] = 0.$$  

One more equation which relates $\tilde{u}$ and $A$ follows from zero average of $d_2 + d_3$, in the stationary regime. Using Eqs. (31)–(33) and modified Eqs. (36)–(38) we find

$$\left[ \sqrt{\tilde{u} + A^2} - \coth(h\omega_0/2T) \right] = 0.$$  

We have checked that the squeezing $S = (A + \sqrt{\tilde{u} + A^2})/\tilde{u}$ [see Eq. (41)] calculated from the numerical solution of Eqs. (63) and (64) practically coincides with results from direct solution of Eqs. (31)–(33) for $C_0 Q \approx 10$. It is also easy to check that in the limit $Q \to \infty$ Eq. (64) transforms into Eq. (48); therefore we reproduce our previous results (50) and (52) for squeezing.

Solid lines in Fig. 8 show the dependence of maximum squeezing (optimized over the pulse duration $\delta t$) as a function of the product $C_0 Q$ for several temperatures of the environment, calculated numerically using Eqs. (63) and (64) for $\omega = 2\omega_0$. These results are fitted well by the formula

$$S_{\text{max}} = \frac{3}{4} \left[ \frac{\sqrt{C_0 Q}}{\coth(h\omega_0/2T)} \right]^{1/3},$$

shown by dashed lines in Fig. 8. As we see, the scaling $(C_0 Q)^{1/3}$ is more restrictive than scaling $(C_0 Q)^{1/2}$ which could be guessed from Eq. (60).

For an analytical estimate of $S_{\text{max}}$ let us start with high-temperature case, $T \gg h\omega_0$. The thermal noise contributes to the increase of $x$-variance (due to random walk) crudely as $8$
optimizing over \(d\). Equating two contributions, we obtain
\[
s \approx \frac{C_0 Q}{\eta/2C_0 Q}.
\]

In stationary state this increase is compensated by the squeezing buildup contribution which can be estimated from Eq. (54) as
\[
\dot{a} = -\frac{2}{n T_0} C_0 \eta \omega_0 \delta t / S^2,
\]
assuming that \(S\) is mainly limited by the effect of \(Q\)-factor so \(S\) is much smaller than the value given by Eq. (52) for infinite \(Q\). Equating two contributions, we obtain
\[
S = \left[ \frac{2}{n} \frac{\eta \omega_0 \delta t}{2 \pi \eta} \frac{C_0 Q}{\eta/2C_0 Q} \right]^{1/2}.
\]
We have checked that numerical solutions of Eqs. (63) and (64) practically coincide with this formula when squeezing \(S \gg 1\) is mainly limited by \(Q\)-factor. Finally, comparing this formula with the limitation for infinite \(Q\) [Eq. (52)] and optimizing over \(\delta t\), we obtain the estimate
\[
S_{\text{max}} = a \left( \frac{\eta C_0 Q}{\eta/2C_0 Q} \right) \left[ 1 + \frac{2}{n} \frac{\eta \omega_0 \delta t}{2 \pi \eta} \frac{C_0 Q}{\eta/2C_0 Q} \right]^{1/2}
\]
confirming the fitting formula (65), with the numerical factor \(a \approx 1.03\); this factor is obviously supposed to overestimate the result of numerical optimization, Eq. (65).

As follows from Eqs. (65), (66), and (52), the effect of finite \(Q\)-factor is not important only when both \(C_0 Q\) and \(C_0 Q h \omega_0 / T\) are much larger than \(S^2 / \sqrt{\eta} \approx \eta / (\omega_0 \delta t)^3\).

V. QUANTUM FEEDBACK OF THE PACKET CENTER

As shown in the previous section, the \(x\)-width of the monitored Gaussian wave packet can be squeezed well below the ground state width by applying periodic modulation \([f(t)]\) of the measurement strength. However, because of the measurement back-action, the center of the wave packet undergoes random evolution described by Eqs. (26) and (27), and without feedback diffuses far away from the origin. The diffusion is eventually limited either by damping due to finite \(Q\)-factor or by very large (formally infinite in our model) effective temperature (voltage) of the detector. Even though the evolution of the wave packet center can be monitored using Eqs. (26) and (27) in each realization of the process and therefore the produced squeezed state is in principle useful for applications, large fluctuations of the center position would clearly lead to technical difficulties. The goal of this section is to show that the wavepacket center can be kept very close to origin all the time using quantum feedback.

The feedback is described by the force \(F\) in Eq. (27). Similar to Refs. 33 and 30 we choose the linear feedback of the form
\[
\mathcal{F} = -m \omega_0 \gamma_x (x) - \gamma_p (p),
\]
where \(x\) and \(p\) are the continuously monitored values. To analyze the feedback performance we characterize the distribution of the packet center position \(\langle x \rangle\) and center momentum \(\langle p \rangle\) by the ensemble averages (over realizations) \(\langle \langle x \rangle \rangle\) and \(\langle \langle p \rangle \rangle\) and the variances \(D_{\langle x \rangle} = \langle \langle x \rangle \rangle^2 - \langle\langle x \rangle\rangle^2\), \(D_{\langle p \rangle} = \langle \langle p \rangle \rangle^2 - \langle\langle p \rangle\rangle^2\). \(D_{\langle x \rangle}\) and \(D_{\langle p \rangle}\) relax to zero for positive \(\gamma_x\) and \(\gamma_p\), and the feedback goal is to ensure \(D_{\langle x \rangle} + \langle\langle x \rangle\rangle^2 \leq D_x = (\Delta x_0)^2 / S\) to keep the squeezed state sufficiently well centered.

The equations for \(\langle \dot{x} \rangle\) and \(\langle \dot{p} \rangle\) derived from Eqs. (26) and (27) lead to the ensemble-averaged evolution
\[
\bigl( \langle \dot{x} \rangle \bigr) + \gamma_p + \omega_0 \mathcal{Q} \bigr( \langle \dot{x} \rangle \bigr) + \bigl( \gamma_x \bigl( \langle \dot{x} \rangle \bigr) / \langle x \rangle \bigr) = 0,
\]
which shows that \(\langle \dot{x} \rangle\) eventually relaxes to zero for positive \(\gamma_x\) even if \(Q\)-factor is infinite.

Introducing dimensionless variances \(d_{\langle x \rangle} = D_{\langle x \rangle} / 2 h \omega_0 / m\), \(d_{\langle p \rangle} = D_{\langle p \rangle} / h \omega_0\), and \(d_{\langle x \rangle} / d_{\langle p \rangle} = D_{\langle x \rangle} / D_{\langle p \rangle}\), we derive the following equations from Eqs. (26) and (27):
\[
\dot{d}_{\langle x \rangle} / \omega_0 = 2 d_{\langle x \rangle} / \omega_0 + C_0 \mathcal{Q} \bigl( f(t) \bigr) d_{\dot{x}}^2,
\]
\[
\dot{d}_{\langle p \rangle} / \omega_0 = -2 d_{\langle x \rangle} - 2 \mu \mathcal{Q} d_{\langle x \rangle} / \omega_0 - 2 F d_{\langle x \rangle} + C_0 \mathcal{Q} \bigl( f(t) \bigr) d_{\dot{x}}^2 - (2 / Q) d_{\langle p \rangle},
\]
\[
\dot{d}_{\langle x \rangle} / \omega_0 = d_{\langle x \rangle} / \omega_0 - d_{\langle x \rangle} - \mu F d_{\langle x \rangle} / \omega_0 + C_0 \mathcal{Q} \bigl( f(t) \bigr) d_{\dot{x}} d_{\dot{x}} - (1 / Q) d_{\langle p \rangle},
\]
where \(F = \gamma_p / \omega_0\) and \(\mu = \gamma_x / \gamma_p\) are the dimensionless feedback parameters.

We have simulated these equations numerically using the asymptotic solutions of Eqs. (31)–(33) for \(d_{\langle x \rangle}, d_{\langle p \rangle}\), and \(d_{\langle x \rangle} / d_{\langle p \rangle}\). We have mostly studied the resonance \(\omega = 2 \omega_0\) in the weakly coupling regime. Since finite \(Q\)-factor helps to decrease fluctuations of \(\langle x \rangle\), we have considered only the case \(Q = \infty\). The main finding is that for both harmonic and stroboscopic modulation of measurement, the center position variance \(d_{\langle x \rangle}\) can be made much smaller than the packet variance \(d_{\langle x \rangle}\) at time moments \(t = j / 2 \pi / \omega\) (\(j\) is integer) when the packet squeezing is at its maximum.
and coupling $C$

dose $d_{(t)}(t) = \omega_0 C_0 \frac{1}{2} \exp[-2 \mu \omega_0 (t-t_0)]d\tau$.

Now using the stationary solution $d_{(s)}(t) = S^{-1/2} \omega_0 \delta d\tau\gamma d\tau$ which follows from Eq. (36) for $\phi = 0$ and $S \gg 1$, we can calculate the variance $d_{(s)}$ at the pulse center ($t = 0$):

$$d_{(s)} = \frac{C_0 (\omega_0 \delta)^2}{12 \eta} \int_0^{1/2} (1 + 12 \gamma^2) \exp[-2 \mu \omega_0 \delta t]d\gamma.$$

(72)

In the case $\mu \omega_0 \delta \gg 1$ this expression simplifies to

$$d_{(s)} = \frac{C_0 (\omega_0 \delta)^2}{24 \mu \eta},$$

(73)

while in the opposite case $\mu \omega_0 \delta \ll 1$ it gives

$$d_{(s)} = \frac{C_0 (\omega_0 \delta)^2}{5 \eta}.$$

(74)

In both cases $d_{(s)}$ is much smaller than $S^{-1} \omega_0 \delta / 2 \sqrt{3} \eta$ [see Eq. (52)] for small $\omega_0 \delta t$ and/or small $C_0 \sqrt{\gamma}$. It is easy to see that the maximum value of $d_{(s)}$ within the pulse duration is achieved at the end ($t = \delta t/2$), and can be calculated by Eq. (72) with the lower integration limit extended to $y = -1/2$ and with extra factor $\exp(-\mu \omega_0 \delta t)$. In particular, this gives

$$d_{(s),\text{max}} = \frac{16 d_{(s)}}{\mu \omega_0 \delta t} \gg 1$$

and

$$d_{(s),\text{max}} = \frac{2 d_{(s)}}{\mu \omega_0 \delta \ll 1},$$

which confirms numerical result and shows that $d_{(s),\text{max}}$ can also be made much smaller than $d_1 = 1/S$, similar to the result for $d_{(s)}$.

Overall, the analytical and numerical results show that the feedback is sufficiently efficient for a broad range of feedback parameters $F$ and $\mu$.

At the end of this section we would like to discuss the following concern on the possibility of using the quantum feedback in the case of stroboscopic measurements. The general idea of stroboscopic QND measurement is to avoid obtaining any information on phase of the nanoresonator oscillations, while quantum feedback requires us to know the phase of packet center oscillations. So, a natural question is how it happens that we monitor this phase.

A qualitative answer is that once we know $\langle x \rangle$ and $\langle p \rangle$, their further evolution can be extracted from the measurement record $I(t)$ via Eqs. (26) and (27) even though the measurement is performed during only a small fraction of the period. (During “off” phases the evolution is deterministic and feedback is still continuously applied based on oscillating calculated values of $\langle x \rangle$ and $\langle p \rangle$.) Initial knowledge of $\langle x \rangle$ and $\langle p \rangle$ can be eventually obtained also using Eqs. (26) and (27) starting from any (incorrect) initial condition, since the solution of the equations gradually forgets initial condition and is eventually dominated by the noise term known from the measurement record.

Let us assume that we start using Eqs. (26) and (27) with “incorrect” initial conditions $\langle x_1(0) \rangle$ and $\langle p_1(0) \rangle$ instead of “correct” values $\langle x_2(0) \rangle$ and $\langle p_2(0) \rangle$, and let us show that the
normalized differences between the corresponding solutions
\(\bar{x} = (\langle x_1 \rangle - \langle x_2 \rangle) / \sqrt{\hbar / 2m_{\text{ph}}}\) and \(\bar{p} = (\langle p_1 \rangle - \langle p_2 \rangle) / \sqrt{\hbar m_{\text{ph}} / 2}\) decay to zero with time. Since the same measurement record \(I(t)\) is used for both solutions, the value of the noise term \(\xi = I - \langle I \rangle\) is affected by \(\bar{x}\), and the difference evolves as
\[
\begin{align*}
\ddot{\bar{x}}/dt &= \omega_0 \bar{p} - C_0 f(t)[d_\text{vp} \bar{x}], \\
\ddot{\bar{p}}/dt &= \omega_0 [\langle \bar{x} \rangle - C_0 f(t)]d_\text{vp} \bar{p} + Q.
\end{align*}
\]
(75) (76)

Finite \(Q\)-factor obviously damps oscillations of \(\bar{x}\) and \(\bar{p}\), so for a worst case let us assume \(Q = \infty\). Then the evolution of the “energy function” \(\bar{\epsilon} = \bar{x}^2 + \bar{p}^2\) is \(\ddot{\bar{\epsilon}} = -2\omega_0 \dot{C}_0 f(t)[d_\text{vp} \bar{x}^2 + d_\text{vp} \bar{p} \bar{p}]/\bar{\epsilon}\). Assuming weak coupling, using asymptotic time dependence of variances \(d_\text{vp} = S^{-1} + A[1 - \cos(2\omega_0 f)]\), \(d_\text{vp} = A \sin(2\omega_0 f)\) [see Eqs. (36) and (38)], and assuming \(\bar{x} = \bar{\epsilon}^{1/2} \sin(\omega_0 f + \phi)\), \(\bar{p} = \bar{\epsilon}^{1/2} \cos(\omega_0 f + \phi)\), we derive equation \(\ddot{\bar{\epsilon}} = -2\omega_0 \dot{C}_0 f(t)[(A + S^{-1})[1 - \cos(2\omega_0 f + 2\phi)]] - A[\cos(2\omega_0 f) - \cos(2\phi)]\). After averaging over the short pulse duration \(\dot{\epsilon}\), the expression in curly brackets becomes \(A[1 + \cos(2\phi)]/[(1 + S^{-1})] / 6 + S^{-1} [1 - \cos(2\phi)(1 - (\omega_0 f)^2)] / 6\), which is always positive. \(\dot{\bar{\epsilon}}\) decays to zero, but this happens on the time scale \(\sim T_s \bar{\epsilon}^{1/2} C_0^{-1}(\omega_0 f)^{-2}\), comparable to the timescale of purity saturation and squeezing buildup (see Sec. IV C). So, we have proven that (\(\bar{x}\) and \(\bar{p}\)) calculated from Eqs. (26) and (27) eventually depend only on the measurement record and do not depend on initial values. As a by-product, this statement also means that a mixture of Gaussian states (which in general is not Gaussian) eventually becomes a single Gaussian state.

VI. VERIFICATION OF SQUEEZED STATE

The fact that the squeezed state of a nanoresonator can be prepared by the modulated measurement and quantum feedback, does not automatically mean that this state may be useful for the measurement of extremely weak forces, and even that such state can be checked experimentally in a straightforward way. As an example of such problem, in one of setups analyzed in Ref. 63 the squeezed in-loop optical state is realized by using quantum feedback, but the squeezing of the output light is impossible. Fortunately, as pointed below, in our case there is no problem with observability of the squeezed state.

We have studied the possibility to verify the squeezed state of the nanoresonator in the following way. After the preparation of the squeezed state by stroboscopic measurement and feedback, the feedback at some moment \((t = 0)\) is switched off, while the stroboscopic measurement continues. Considering for simplicity the case of one measurement per nanoresonator period \((n = 2, \omega = \omega_0)\), we average the position measurement result \(x_n^m\) for the \(j\)th pulse over many pulses (each pulse gives a very imprecise result because of weak coupling):
\[
X_N = \frac{1}{N} \sum_{j=1}^{N} x_n^m = \frac{1}{N} \sum_{j=1}^{N} \frac{1}{\delta \bar{k}_0} \int_{|T_\text{p} + \delta T/2|}^{T_\text{p} + \delta T/2} [f(t) - I_0] dt.
\]
(77)

As we show below, for a squeezed initial state, the r.m.s. fluctuation of \(X_N\) can be much smaller than if we would start with the ground state (and much smaller than \(\Delta x_0\)). This is the way to verify squeezing, and also this procedure is exactly what can be used for an ultrasensitive force measurement with accuracy beyond the standard quantum limit. [Notice that for two measurements per period, \(\omega = 2\omega_0\), the definition (77) should be modified by adding odd (“\(\pi\)-phase”) contributions with negative sign. Then all results of this section are valid for \(\omega = 2\omega_0\) as well.] For simplicity in this section we neglect the effect of finite quality factor \(Q\) of the nanoresonator.

The analysis of the distribution of \(X_N\) (over realizations) is very simple in the case of instantaneous but imprecise measurements, \(\dot{\epsilon} \rightarrow 0\), \(C_0 \delta \epsilon = \text{const}\), since the Hamiltonian evolution of the resonator in between the measurements can be completely neglected. Therefore the problem reduces to a classical sequential measurement of a “particle” position, which is initially characterized by the Gaussian probability distribution with variance \(\Delta \bar{x}_0^2 / \bar{\epsilon}\) (recall \(\Delta \bar{x}_0 = \sqrt{\hbar / 2m_{\text{ph}}}\)), while each imprecise measurement has variance \((\Delta \bar{x}_0)^2 / C_0 \omega_0 \delta \epsilon\). In particular, \(N\) measurements with results \(x_n^m\) are equivalent to one \(N\)-times stronger measurement with result \(X_N\) [mathematically this is because the product of several measurement Gaussians as in Eq. (9) is the Gaussian with added inverse variances and centered at \(X_N\)]. Then distribution of \(X_N\) is the convolution of the initial state Gaussian and the total measurement Gaussian [see Eq. (7)]; so the variance \(D_{X_N}\) of \(X_N\) is equal to the sum of corresponding variances,
\[
D_{X_N} = \Delta \bar{x}_0^2 \left( \frac{1}{S} + \frac{1}{N C_0 \omega_0 \delta \epsilon} \right).
\]
(78)

For completeness let us also mention that after \(N\) measurements the “actual” position is characterized by the Gaussian probability [see Eq. (9)] with variance \((\Delta \bar{x}_0^2 / S + N C_0 \omega_0 \delta \epsilon)^{-1}\) (inverse variances are added for product of Gaussians) and centered at \(X_N / (1 + S / N C_0 \omega_0 \delta \epsilon)\), which is the weighted sum of the initial center of distribution (assumed to be zero) and the measurement result \(X_N\).

Obviously, at \(N > 1 / C_0 \omega_0 \delta \epsilon\) the variance of \(X_N\) given by Eq. (78) is significantly smaller for a squeezed state \((S > 1)\) than for the ground state \((S = 1)\). Even though this difference can be rigorously verified only by performing many experiments to accumulate statistics for \(D_{X_N}\), it can be observed even in a single experiment with good reliability if \(S > 1\) (for applications like force detection we should discuss single realizations). The error probability for distinguishing between the two cases in one trial is essentially the overlap of two distributions for \(X_N\), which is crudely \(S^{-1/2}\) for \(N \rightarrow \infty\) (ratio of distribution widths). [A better approximation for error probability to distinguish between two Gaussians with coinciding centers and different variances \(D_1\) and \(D_2\) is \((\ln(1/R \equiv \pi R))^{1/2} / 2; R = D_1 / D_2 > 1\]; in our case \(R = S\).] So, the squeezed state with \(S > 1\) can be reliably verified even in a single experiment.

Unfortunately, this result requires the assumption of infinitely strong coupling with detector \((C_0 \rightarrow \infty)\), so it is not obvious if it holds in the practical case of weak coupling \((C_0 \ll 1)\) or not. The anticipated problem is that for sufﬁ-
chosen carefully. As a check of the simulation accuracy we
be not too simple; in particular, the time step should be
then averaging over realizations. Such simulation happened
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FIG. 10. Variance $D_{X,N}$ of the measurement result $X_N$ [see Eq.

sufficiently small, the nanoresonator heating due to measure-
ment back-action may already eliminate the squeezing (the
feedback is off). To resolve this issue we have calculated
$D_{X,N}$ for stroboscopic modulation numerically by Monte
Carlo simulation of realizations using Eqs. (26) and (27) and
then averaging over realizations. Such simulation happened
to be not too simple; in particular, the time step should be
distinguished. The squeezed state verification using a weakly
coupled detector is only by a factor $\sim 2$ less efficient than a
similar procedure using instantaneous measurements by a
strongly coupled detector. Even though these results have
been obtained neglecting the effect of the resonator $Q$-factor,
the expectation that the significant difference for finite $Q$ because
it equally affects the preparation of the squeezed state and its
verification. Finally, let us mention that if an external force
has shifted the nanoresonator position by $\Delta x$, the procedure
discussed in this section can detect the force if $\Delta x \\n\approx 2/\sqrt{S}\Delta x_0$.

VII. CONCLUSION

As analyzed in this paper, the uncertainty of the nanoreson-
ator position can be squeezed significantly below the
ground state level by using the modulated in time ($\omega = 2\omega_0/n$)
continuous measurement of the nanoresonator position
with the QPC or RF-SET detector. The measurement
strength can be modulated by applying the periodic voltage
across the detector. For the RF-SET the modulation can also
be done by varying the gate voltage; however, it is important
that such modulation periodically brings the SET into the
viate upwards and eventually $D_{X,N}$ starts to increase with $N$,
which is expected because of the nanoresonator “heating”
due to measurement back-action.

The numerical minimum of $D_{X,N}$ for squeezed states ($S \gg 1$) in Fig. 10 is a little higher than $(2/\sqrt{S})\Delta x_0^2$. We have
checked that the minimum is still close to $(2/\sqrt{S})\Delta x_0^2$ for sever-
lar other values of $C_0$ and $\delta t$. As seen in Fig. 10, this mini-
umum is achieved at $N$ close to $2\eta_0$, where $\eta_0$ given by Eq.
(55) is the estimate of number of measurement pulses for
squeezing buildup. We have checked that this result also
holds for different values of $C_0$ and $\delta t$. The fact that the
minimum of $D_{X,N}$ is higher than $(2/\sqrt{S})\Delta x_0^2$ is not surprising
since the average variance $D_x$ (square of the wave packet
width) within the pulse duration $\delta t$ is $(2/S)\Delta x_0^2$ for $S \gg 1$
(see Sec. IV B 3). Hence, one could even guess that $D_{X,N}$
should be always larger than Eq. (78) with $1/\sqrt{S}$ replaced by
$2/S$. However, actually $D_{X,N}$ goes below such a bound for a
range of $N$. Some understanding of this fact can be provided
by an argument that for a classical measurement the nan-
resonator motion during $\delta t$ would be averaged and so $X_N$
would depend only on the nanoresonator position at the cen-
ters of the measurement pulses.

The minimum of $D_{X,N}$ for the case when we start mea-
surement procedure from the ground state, is only a little
larger than $\Delta x_0^2$ (see Fig. 10), which means that the accumu-
lated measurement accuracy becomes better than the stan-
dard quantum limit $\Delta x_0$ at sufficiently smaller $N$ than when the
back-action heating becomes important. Therefore, the
ratio of $D_{X,N}$ starting with the ground and squeezed states
dotted lines in Fig. 10) reaches the maximum of approxi-
mately $S/2$ [in the case of instantaneous measurements de-
dcribed by Eq. (78), this ratio would approach $S$ at $N \to \infty$].

Thus, our numerical results show that for a proper dura-
tion of the measurement procedure ($\sim 2\eta_0$) the variances
$D_{X,N}$ for the squeezed and ground initial states are signifi-
cantly different, and therefore these states can be reliably
distinguished. The squeezed state verification using a weakly
coupled detector is only by a factor $\sim 2$ less efficient than a
similar procedure using instantaneous measurements by a
strongly coupled detector. Even though these results have
been obtained neglecting the effect of the resonator $Q$-factor,
we do not expect a significant difference for finite $Q$ because
it equally affects the preparation of the squeezed state and its
verification. Finally, let us mention that if an external force
has shifted the nanoresonator position by $\Delta x$, the procedure
discussed in this section can detect the force if $\Delta x \\n\approx 2/\sqrt{S}\Delta x_0$. 
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Coulomb blockade regime, so that the back-action is periodically switched off (actually, similar gate voltage modulation is also possible for the QPC, but it is quite unnatural). The mechanism of squeezing is similar to the stroboscopic QND measurements for periodic measurement pulses separated by integer number of half-periods of oscillation, the free evolution of the resonator is to the large extent compensated, which allows the buildup of the effective measurement strength for repeated imprecise measurements; therefore the squeezed state is produced when effective measurement accuracy becomes better than the ground state width $\Delta x_0$. A significant difference between our analysis and the standard QND case of instantaneous stroboscopic measurements is the assumption of weak coupling with detector, $C_0 \ll 1$, while $C_0$ should be infinitely large for instantaneous measurements. Obviously, the squeezed state oscillates with time, so that the moments of minimum position uncertainty $\Delta x_0/\sqrt{S}$ and the minimum momentum uncertainty $\hbar/2\Delta x_0 \sqrt{S}$ are shifted in time by $T_0/4 = \pi/2\omega_0$.

We have considered harmonic (22) and stroboscopic (23) modulations with frequency $\omega$ and modulation amplitude $A_{\text{mod}}$. As anticipated, $A_{\text{mod}}=1$ is found to be the optimum value for maximum squeezing in both cases. We have found that only a moderate squeezing $S=\sqrt{3}\eta$ (requiring relatively high detector quantum efficiency $\eta$) is possible for the harmonic modulation with twice the resonator frequency, $\omega = 2\omega_0$ [see Eqs. (40), (41), and (43), and Fig. 3]. In contrast, an arbitrary strong squeezing is in principle possible for the stroboscopic modulation when the measurement (and therefore back-action) is switched completely off in between measurement pulses of short duration $\delta t$. If not limited by effects of resonator quality factor $Q$, the squeezing can be up to $S=2\sqrt{3}\eta/\omega_0 \delta t$ at frequency $\omega = 2\omega_0/n$ [see Eqs. (50)–(53) and Figs. 4 and 5]. The squeezing buildup requires on the order of $\sqrt{\eta/C_0}(\omega_0\delta t)^2$ measurement pulses [see Eq. (55)], so for a limited “waiting time” $\tau_v$, the squeezing cannot exceed $S = 2^\eta/(\pi\sqrt{\eta/C_0}(\omega_0\delta t)^2)$ [see Figs. 5 and 7 and Eqs. (58)–(60)]. Finite $Q$-factor of the nanoresonator limits the squeezing by $S=[(2/n)\omega_0\delta t/2\pi]\sqrt{C_0/Q}\coth(\hbar\omega_0/2T_0)\sqrt{S}$ [see Eq. (66)]; after optimization over $\delta t$ this leads to the limitation $S = (3/4)[\sqrt{C_0}Q/n\coth(\hbar\omega_0/2T_0)]^{1/3}$ [see Fig. 8 and Eq. (65)]. Notice that this result is consistent with the mentioned in the Introduction condition of quantum behavior $\hbar T_{\text{m}}/Q \approx \hbar$ for a good detector, $\eta \sim 1$, and measurement time $\tau_v = \hbar/C_0\omega_0$ corresponding to x-accuracy equal to $\Delta x_0$.

While the modulated measurement squeezes the width of the resonator wave packet, the position of its center ($\langle x \rangle$) fluctuates due to random back-action from the detector, and may deviate very far away from the origin. To keep the packet center near $x=0$ we apply quantum feedback similar to Refs. 33 and 30 (the packet center in momentum space in this case will be kept near zero as well). We have found [see Fig. 9 and Eqs. (73) and (74)] that the feedback can keep the deviation of $\langle x \rangle$ from zero at the level much smaller than the packet width $\Delta x_0 \sqrt{S}$, which means that the ensemble-averaged squeezing practically does not differ from the packet width squeezing.

Verification of the squeezed state can be performed in essentially the same way as its preparation, the only difference is that the quantum feedback should be switched off. We have studied the distribution of the position measurement result $X_N$ averaged over $N$ stroboscopic measurement pulses and found (see Fig. 10) that for a significant range of $N$ before the back-action heating becomes important, the width of $X_N$ distribution is close to $\sqrt{2\Delta x_0}$, which may be much smaller than the ground state width $\Delta x_0$. The analyzed procedure can be applied in a straightforward way for ultrasensitive force detection beyond the standard quantum limit: the force can be detected when it causes the nanoresonator shift $\Delta x$ larger than $\sqrt{2\Delta x_0}$.

For an estimate of the present-day experimental parameters let us use the data from Ref. 5. The experimental sensitivity of $3.8 \text{ fm}/\sqrt{\text{Hz}}$ for the nanoresonator with $\omega_0/2\pi = 19.7 \text{ MHz}$ and $\Delta x_0 = 21 \text{ fm}$ can be translated into the dimensionless coupling $C_0 = 5 \times 10^{-7}$. For the $Q$-factor of $3.5 \times 10^4$ and using a crude estimate for quantum efficiency $\eta \sim 10^{-1}$, we have the product $C_0Q\sqrt{\eta} \approx 6 \times 10^2$. Since this product should be larger than at least 10 for a noticeable squeezing (see Fig. 8), we should conclude that it is still 2–3 orders of magnitude less than needed for squeezing. However, the necessary improvement of experimental parameters may be reachable in a reasonably near future (notice that $C_0$ scales quadratically with response $k_0$; the estimates of Ref. 30 give $C_0 = 10^{-3}$). (Recently one of the authors succeeded in fabrication of a 30 MHz resonator with low-temperature $Q$-factor of $2.3 \times 10^5$ and a 9.8 MHz resonator with $Q = 1.5 \times 10^5$). For reasonably realistic parameters $C_0 \sim 10^2$, $Q \sim 10^6$, and $\eta \sim 0.3$ the product $C_0Q\sqrt{\eta} \approx 5 \times 10^3$, therefore the low-temperature squeezing $S \approx 13$ is possible, and a significant squeezing survives up to temperatures $T \sim 10\kappa_0$.

In an experiment it may be convenient to flip every second time the sign of stroboscopic voltage pulse applied to the detector. Then the information about the average position $X_N$ [see Eq. (77)] can be extracted from the low-frequency component of the detector current (somewhat similar to the RF-SET mixer of Ref. 4). Even though we expect that the high-frequency component would still be necessary for quantum feedback, the results of Sec. VI indicate that the preparation-detection procedure should work reasonably well even without feedback if the preparation time is comparable to the squeezing buildup time (so that the back-action heating is not yet too strong).

Concluding, we hope that the QND squeezing of a nanoresonator can be demonstrated experimentally in a reasonably near future and will eventually be useful for the force detection with sensitivity beyond the standard quantum limit.
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APPENDIX: GENERALIZED BAYESIAN FORMALISM FOR A NANORESONATOR

In this Appendix we generalize the Bayesian equation (18) to the case of a detector with correlation between output
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and back-action noises, and also discuss the contributions from various kinds of the noise. We discuss only the nanoresonator evolution due to measurement; therefore the terms $H_d$, $H_{env}$, and $H_{fb}$ in the Hamiltonian (1) are neglected. For simplicity we also do not consider the modulation of measurement parameters.

Following the logic of Ref. 45, we discuss first the effects of several additional classical noises. Let us start with additional classical white noise $\xi_j(t)$ at the output, so that the total output noise $\xi = \xi_d + \xi_j$ consists of the “ideal quantum contribution” $\xi_d$ discussed in Sec. II [see Eq. (17)] and $\xi_j$; the corresponding spectral densities are $S_j = S_{a_d} + S_f$. Using the “double Bayesian” procedure of Ref. 45 it is simple to show that averaging over $\xi_1$ leads to the addition of the decoherence term $-\gamma_{\xi_1}(x-x')^2\rho(x,x')$ with $\gamma_{\xi_1} = k^2 S_1/4S_{a_d} S_f$ into Eq. (17). Therefore, the effect of $\xi_1$ is the reduction of the quantum efficiency $\eta$ from the ideal value $\eta = 1$ down to $\eta = S_{a_d}/S_f$.

The second natural noise source is the classical force $\xi_2(t)$ (uncorrelated with $\xi_1$) with white spectral density $S_2$, which leads to the stochastic term $-\xi_2(t)\dot{x}$ in the Hamiltonian. Averaging over $\xi_2$ gives the extra decoherence term $-\gamma_2(x-x')^2\rho(x,x')$ in Eq. (17) with $\gamma_2 = S_2/4\hbar^2$. Therefore the effect of $\xi_2$ can still be taken into account by further reduction of the efficiency $\eta$.

When the nanoresonator is measured by a single-electron transistor, the back-action force is in general correlated with the output noise. To take this correlation into account, let us introduce one more stochastic classical force $\xi_3(t) = \alpha^2 \xi_j(t)$ fully correlated with output noise $\xi_j$ (this obviously accounts for arbitrary correlation between the total force $\xi_2 + \xi_3$ and $\xi_j$). Averaging over $\xi_3$ leads to the terms

$$i\dot{K}(x-x')\rho(x,x')\xi(t) - (\gamma_3 + \mathcal{K}^2 S_f/4)(x-x')^2\rho(x,x')$$

(A1)

with correlation factor $\mathcal{K} = \alpha S_f/\hbar S_f$ and decoherence $\gamma_3 = \alpha^2 S_{a_d}S_f/4\hbar^2 S_f$ to be added into Eq. (17). [Notice that Eq. (17) is in the Itô form; there is no contribution $\mathcal{K}^2 S_f/4$ to decoherence in the Stratonovich form.] The correlation term cannot be described in terms of efficiency $\eta$ and requires generalization of the Bayesian equation (18).

For measurement by single-electron transistor the average back-action force actually depends on the nanoresonator position $x$ in a rather complicated way, and this leads to additional potential energy term $\mathcal{V}_{\text{add}}(\hat{x})$ in the Hamiltonian. In general this term contributes to unharmonicity of the nanoresonator, though for small amplitude of oscillations it mainly shifts the equilibrium point and renormalizes the spring constant.

The effects of correlation between the output and back-action noises are also important for a detector with “asymmetric” coupling described by nonzero relative phase between complex magnitudes $M$ and $\Delta M$ in the Hamiltonian terms (4) and (5). Evolution equation (17) for such a detector should be complemented by the terms similar to Eq. (A1) with correlation factor $\mathcal{K} = e^{-t}[\Delta M/M\sin[\arg(\Delta M/M)]$ but without dephasing, $\gamma_3 = 0$ (the detector is still ideal in the sense that a pure state of the nanoresonator remains pure in the course of measurement). Besides the correlation term, the oscillator potential is changed by the contribution $\mathcal{V}_{\text{add}}(x) = -\hbar K C_{\text{add}}(x)^2/2k + \text{const.}$

For completeness let us also consider the noise of the spring constant described by the stochastic potential energy $\xi_s^2$. Averaging over this noise leads to the term $-\gamma_{\text{spr}} (x-x')^2\rho(x,x')$ where $\gamma_{\text{spr}} = S_s/4\hbar^2$ which has significantly different form compared to the standard decoherence term (in particular, this term makes the density matrix non-Gaussian).

Combining all contributions, the nanoresonator evolution due to measurement is described in Itô form as

$$\dot{\rho}(x,x') = -\left(k^2/4S_f + \gamma_3 + \mathcal{K}^2 S_f/4\right)(x-x')^2\rho(x,x')$$

$$+ \left(\frac{k}{S_f}(x + x' - 2(x)) + i\mathcal{K}(x-x')\right)\rho(x,x')\xi(t)$$

$$+ \left[\mathcal{V}_{\text{add}}(\hat{x}),\rho\right]_{x,x'} - \gamma_{\text{spr}} (x-x')^2\rho(x,x'),$$

(A2)

where $\mathcal{K}$ is the total correlation factor, $\gamma_3$ is the total dephasing, $\gamma_{\text{spr}}$ is due to noise of the spring constant, and $\mathcal{V}_{\text{add}}(x)$ is the renormalization of the resonator potential energy.

---
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