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Abstract

From an information processing point of view, two of the key properties of quantum physics are the no-signaling principle and the Grover search lower bound. That is, despite admitting stronger-than-classical correlations, quantum mechanics does not imply superluminal signaling, and despite a form of exponential parallelism, quantum mechanics does not imply polynomial-time brute force solution of NP-complete problems. Here, we investigate the degree to which these two properties are connected. We examine four classes of deviations from quantum mechanics, for which we draw inspiration from the literature on the black hole information paradox: nonunitary dynamics, non-Born-rule measurement, cloning, and postselection. We find that each model admits superluminal signaling if and only if it admits a query complexity speedup over Grover’s algorithm. Furthermore, we show that the physical resources required to send a superluminal signal scale polynomially with the resources needed to speed up Grover’s algorithm. Hence, one can perform a physically reasonable experiment demonstrating superluminal signaling if and only if one can perform a reasonable experiment inducing a speedup over Grover’s algorithm.

1 Introduction

Recently the firewalls paradox [1, 2] has shown that our understanding of quantum mechanics and general relativity are inconsistent at the event horizon of a black hole. Many of the leading proposals to resolve the paradox involve modifying quantum mechanics. For example, the final-state projection model of Horowitz and Maldecena [3] and the state dependence model of Papadodimas and Raju [4] are modifications to quantum theory which might resolve the inconsistency.

One reason to be skeptical of such modifications of quantum mechanics is that they can often give rise to superluminal signals, and hence introduce acausality into the model. This is generally seen as unphysical. Another objection to such models is that they might allow one to solve NP-hard problems efficiently by brute-force searching over all possible solutions. We know this is impossible with standard quantum computers by the query complexity lower bound of Bennett, Bernstein, Brassard and Vazirani [5] which proves the optimality of Grover’s algorithm [6]. An exponential speedup over this lower bound would have bizarre consequences in computational complexity.
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In this paper we explore the relationship between superluminal signaling and speedups over Grover’s algorithm. We consider several modifications of quantum mechanics which are inspired by resolutions of the firewalls paradox. For each modification, we show that the theory admits superluminal signaling if and only if it admits a query complexity speedup over Grover search, that is, if it is possible to perform unstructured search using fewer queries than Grover’s algorithm. Furthermore, we show that if one can transmit one classical bit of information superluminally using \( n \) qubits and \( m \) operations, then one can speed up Grover search on a system of poly\((n, m)\) qubits with poly\((n, m)\) operations, and vice versa. In other words, the ability to send a superluminal signal with a reasonable amount of physical resources is equivalent to the ability to violate the Grover lower bound with a reasonable amount of physical resources. Hence the no-signaling principle is equivalent to the Grover search lower bound within the classes of theories analyzed\(^1\).

More precisely, we consider four modifications of quantum mechanics, which are inspired by resolutions of the firewalls paradox. The first two are “continuous” modifications in the sense that they have a tunable parameter \( \delta \) which quantifies the deviation from quantum mechanics. The first of these is the final state projection model of Horowitz and Maldecena [3], in which the black hole singularity projects the wavefunction onto a specific quantum state. This can be thought of as a projective measurement with postselection, which induces a linear (but not necessarily unitary) map on the projective Hilbert space\(^2\). We examine the implications of such linear but non-unitary maps on superluminal signaling and Grover search. We find that any non-unitary map \( M \) of condition number \( 1 + \delta \) allows for superluminal signaling with channel capacity \( O(\delta^2) \) with a single application of \( M \). We find this signaling is bidirectional, even if only one party has access to the non-unitary map. Next, assuming one can apply the same \( M \) multiple times, we show one can perform single-query Grover search using \( \sim 1/\delta \) applications of \( M \).

We next examine the way in which these results are connected. First, assuming one can speedup Grover search, we derive a lower bound on the deviation from unitarity required to achieve the speedup. By our previous results this implies a lower bound on the superluminal signaling capacity of the map \( M \). In particular, solving NP-hard problems in polynomial time by unstructured search would imply superluminal signaling with inverse polynomial channel capacity. This can be regarded as evidence against the possibility of using black hole dynamics to efficiently solve NP-hard problems of reasonable size. In the other direction, assuming one can send a superluminal signal with channel capacity \( C \), we derive a lower bound on the deviation from unitarity which was applied, and conclude that one can solve unstructured search on \( N \) items with one query using roughly \( O(\log_{1+C} N) \) applications of the nonlinear map. Our proofs make use of a generalization of the hybrid argument of Bennett, Bernstein, Brassard and Vazirani [5]. these results, this implies that if one can send a superluminal signal with \( n \) applications of \( M \), then one can beat Grover’s algorithm with \( O(n) \) applications of \( M \) as well, and vice versa. This shows that in these models, the resources required to observe an exponential speedup over Grover search is polynomially related to the resources needed to send a superluminal signal. Hence an operational version of the no-signaling principle (such as “one cannot observe superluminal signaling in reasonable-sized experiments”) is equivalent to an
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\(^1\)Note that these sorts of arguments do not seem to rule out theories in which the deviations from quantum mechanics are unphysically small (e.g. exponentially suppressed as a function of the number of fields in Super-Yang-Mills), as such theories would require unphysically large experiments to observe violations of causality or the Grover lower bound.

\(^2\)It is possible for the Horowitz-Maldecena final state projection model to induce a perfectly unitary process \( S \) for the black hole. However, as pointed out in [7], interactions between the collapsing body and infalling Hawking radiation inside the event horizon generically induce deviations from unitarity.
operational version of the Grover lower bound ("one cannot observe violations of the Grover lower bound in reasonable-sized experiments").

The next continuous modification of quantum mechanics we consider is modification of the Born rule. We suppose that quantum states evolve by unitary transformations, but upon measurement one sees outcome $x$ with probability proportional$^3$ to some function $f(\alpha_x)$ of the amplitude $\alpha_x$ on $x$. This is loosely inspired by Marolf and Polchinski’s work$^8$ which suggests that the “state-dependence” resolution of the firewalls paradox$^4$ gives rise to violations of the Born rule. First we show that, assuming some reasonable conditions on $f$, we must have $f(\alpha_x) = |\alpha_x|^p$ for some $p$. Next we study the impact of such modified Born rules with $p = 2 + \delta$ for small $\delta$. Aaronson$^9$ previously showed that such models allow for single-query Grover search (and also the solution of $\#P$-hard problems) in polynomial time while incurring a multiplicative overhead $1/\delta$, and we extend this to show that the models allow for superluminal signaling using shared entangled states of $\sim 1/\delta$ qubits. In the other direction, we show that if one can send a superluminal signal with an entangled state on $m$ qubits, then we must have $\delta \sim 1/m$. Likewise, we use a generalization of the hybrid argument$^5$ to show that if one can achieve a constant-factor speedup over Grover’s algorithm using a system of $m$ qubits, then $\delta$ is at least $\sim 1/m$ as well. Combining these results shows that the number of qubits required to observe superluminal signaling or even a modest speedup over Grover’s algorithm are polynomially related. Hence one can derive an operational version of the no-signaling principle from the Grover lower bound and vice versa. This quantitative result is in some sense stronger than the one we achieve for the final-state projection model, because here we require only a mild speedup over Grover search to derive superluminal signaling.

We then consider two “discrete” modifications of quantum mechanics in which standard quantum mechanics is supplemented by one additional operation. First, we consider a model in which one can clone single qubits. Following the techniques of Abrams and Lloyd$^{10}$, we show that this model allows the solution of $\#P$-hard problems and $NP$-hard problems using a single query to the oracle, and also that it allows superluminal signaling$^4$. This answers an open problem of Aaronson, Bouland, Fitzsimons and Lee$^{11}$ about the power of quantum computers that can clone.

Second, inspired by the final state projection model$^3$, we consider a model in which one can postselect on a generic state $|\psi\rangle$ of $n$ qubits. Although Aaronson$^9$ previously showed that allowing for postselection a single qubit suffices to solve $PP$-hard problems using a single oracle query, this does not immediately imply that postselecting on a larger state has the same property, because performing the unitary which rotates $|0\rangle^n$ to $|\psi\rangle$ will in general require exponentially many gates. Despite this limitation, we show that this model indeed allows the polynomial-time solution of $\#P$-hard problems and superluminal signaling, by introducing new postselection gadgets which use postselection on $|\psi\rangle$ to simulate postselecting a single qubit on $|0\rangle$.

In addition, we address an open question from$^{10}$ regarding the computational implications of general nonlinear maps on pure states. In$^{10}$, Abrams and Lloyd argued that generic nonlinear maps allow for the solution of $\#P$-hard problems in polynomial time, except possibly for pathological examples. We prove this result rigorously in the case the map is differentiable. Thus any pathological examples, if they exist, must fail to be differentiable. Unfortunately, we find that the action of general nonlinear maps on subsystems of entangled states are not well-defined, essentially

$^3$Here we may need to renormalize to ensure the outcome is a probability distribution.

$^4$This result is not comparable to our result on non-unitary quantum mechanics, because our model of cloning may map pure states to mixed states, while our non-unitary model preserves pure states. This feature of our cloning model is required to make sense of cloning subsystems of entangled states. See section 6 for details.
because they interact poorly with the linearity of the tensor product. Hence we are unable to connect this result to signaling.

In short, we have shown that in several domains of modifications of quantum mechanics, the amount of resources required to observe superluminal signaling or a super-Grover speedup\(^5\) are polynomially related. We extrapolate that this relationship holds more generally, that is, in any quantum-like theory, the Grover lower bound is derivable from the no-signaling principle and vice-versa.

2 Relationship to Prior Work

In \([9]\), Aaronson previously studied the computational complexity implications of allowing perfect postselection of a single qubit onto a fixed state. Specifically, he proved that the resulting model of computation has power equivalent to the complexity class PP. In section 4, inspired by the Horowitz-Maldecena proposal, we consider a more general class of models; perfect postselection is the special case in which \(M\) is a rank-one projector. In contrast to \([9]\) our focus is on the relationship between the no-signaling principle (“causality”) and computational complexity. In the postselection model of \([9]\), perfectly noiseless signaling over arbitrary spacelike intervals (i.e. superluminal signaling) is achievable via postselected quantum teleportation. In section 7, we study a different generalization in which one postselects onto a fixed but Haar-random \(n\)-qubit quantum state. Perhaps surprisingly, despite the unwieldiness of such states (which cannot be constructed by polynomial-size quantum circuits), this form of postselection implies all the same capabilities that are implied by single-qubit postselection.

Several authors have considered the power of quantum computers in the presence of closed timelike curves (CTCs) \([12, 13, 14]\). Brun \([12]\) as well as Aaronson and Watrous \([13]\) showed that CTCs could be used to solve \(\text{PSPACE}\)-hard problems. (However, Bennett et al. noted this speedup may vanish in certain versions of the model \([14]\)). Their results assume that CTCs impose a consistency condition to prevent the grandfather paradox, and use this to find fixed points of certain operators. In our work, we do not make any assumptions about possible resolutions to the grandfather paradox. Thus the speedups we describe over Grover’s algorithm are not implied by those discussed in \([12, 13, 14]\).

The implications of nonlinear quantum mechanics for Grover search have previously been discussed generally \([10, 15, 16]\), and more specifically within the context of Gross-Pitaevsky models for Bose-Einstein condensates \([17, 18]\). In these cases, a relationship between sub-Grover query complexity and instantaneous signaling apparently cannot be drawn because the nonlinearities are such that the action of the nonlinear dynamics on subsystems of larger entangled states is undefined unless additional assumptions are made. (See discussion in section 3.) In section 8 we prove that the Abrams-Lloyd method for solving \(\text{NP}\)-hard problems in polynomial time using nonlinear\(^6\) quantum mechanics always works provided the nonlinearity is a differentiable map (i.e. a diffeomorphism of the manifold of pure states). This partially answers an open problem posed in the original paper by Abrams and Lloyd. There they state that the scheme should work for generic nonlinearities except possibly in pathological cases and leave open the problem of more rigorously characterizing
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\(^5\)By a “super-Grover speedup”, we mean an algorithm which searches an unstructured \(N\)-element list using fewer queries than Grover’s algorithm.

\(^6\)In this paper we sometimes refer to such maps as “non-unitary.” In section 8 we explain why these terms are equivalent.
the generality of their speedup. Here, we sharpen this, by showing that the pathological cases, if they exist, must fail to be differentiable.

Aaronson has argued that the impossibility of solving NP-complete problems in polynomial time could be taken as a useful constraint on proposed theories of physics, alongside other constraints such as the impossibility of superluminal signaling and the second law of thermodynamics [19]. In this paper we consider a different point of view. We retain the principle that it should not be possible to transmit superluminal signals, but we remain agnostic a priori as to whether NP-complete problems should be solvable in polynomial time by physical means. Our finding, that within these models poly-time brute-force solution to NP-complete problems implies superluminal signaling with 1/poly channel capacity, can thus be regarded as evidence against the possibility of using black hole dynamics to efficiently solve NP-complete problems, at least for problem instances of reasonable size.

3 A Cautionary Note on Nonlinear Quantum Mechanics

The Horowitz-Maldecena final-state projection model, cloning of quantum states, and the Gross-Pitaevsky equation (if interpreted as a quantum wave equation) all involve nonlinear dynamics of the wavefunction. In such cases, one must be very careful to ensure that subsystem structure, which is captured by tensor product structure in conventional quantum mechanics, is well-defined. Indeed, subsystem structure is lost by introducing generic nonlinearities, and in particular by the nonlinearity of the Gross-Pitaevsky equation. This makes the question about superluminal signaling in the Gross-Pitaevsky model ill-posed. The Horowitz-Maldecena model does have a natural notion of subsystem structure, which is one of the features that makes it appealing. Furthermore, the model of cloning that we formulate in section 6 preserves subsystem structure by virtue of being phrased in terms of reduced density matrices.

More formally, let $V$ be the manifold of normalized vectors in the Hilbert space $\mathbb{C}^d$. We will model nonlinear quantum dynamics by some map $S : V \to V$ which may not be a linear map on $\mathbb{C}^d$. In general, specifying a map $S$ on $V$ does not uniquely determine the action of $S$ when applied to a subsystem of a larger Hilbert space. For example, consider the map $S_0$ on the normalized pure states of one qubit given by

$$S_0|\psi\rangle = |0\rangle \quad \forall|\psi\rangle$$

Now, consider what happens if we apply $S_0$ to half of an EPR pair $|\Psi_{EPR}\rangle$. We can write the EPR state in two equivalent ways

$$|\Psi_{EPR}\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle)$$

$$= \frac{1}{\sqrt{2}} (|+\rangle|+\rangle + |-\rangle|-\rangle)$$

where

$$|\pm\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle)$$

Symbolically applying the rule $S_0|\psi\rangle \mapsto |0\rangle$ to the first tensor factor of (2) yields $|0\rangle|+\rangle$, whereas applying this rule to the first tensor factor of (3) yields $|0\rangle|0\rangle$. 
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This example illustrates that one must specify additional information beyond the action of a nonlinear map on a fixed Hilbert space in order to obtain a well-defined extension to quantum theory incorporating the notion of subsystems.

4 Final-State Projection

Recent developments, particularly the AMPS firewall argument [1], have generated renewed interest in models of black hole physics in which quantum mechanics is modified. Here, we explore some difficulties associated one such scheme, namely the Horowitz-Maldecena final state projection model [3]. In this model, black hole singularities are thought of as boundaries to spacetime with associated boundary conditions on the quantum wavefunction [3]. That is, at the singularity, the wavefunction becomes projected onto a specific quantum state. (This can be thought of as a projective measurement with postselection.)

If one prepares infalling matter in a chosen initial quantum state \( |\psi\rangle \in V \), allows it to collapse into a black hole, and then collects all of the the Hawking radiation during the black hole evaporation, one is left with a new quantum state related to the original by some map \( S : V \to V \). (We assume that black holes do not alter the dimension of the Hilbert space. Standard quantum mechanics and the Horowitz-Maldecena proposal share this feature.) Within standard quantum mechanics, all such \( S \) correspond to multiplication by a unitary matrix, and hence the term S-matrix is used. If one instead drops matter into an existing black hole and collects part of the outgoing Hawking radiation, one is considering an open quantum system. We leave the analysis of this more general scenario to future work.

It is possible for the Horowitz-Maldecena final state projection model to induce a perfectly unitary process \( S \) for the black hole. However, as pointed out in [7], interactions between the collapsing body and infalling Hawking radiation inside the event horizon generically induce deviations from unitarity. In this case, the action \( S \) of the black hole is obtained by applying some linear but not unitary map \( M \), and then readjusting the norm of the quantum state back to one. Correspondingly, if a subsystem of an entangled state is collapsed into a black hole and the Hawking radiation is collected then the corresponding transformation is \( M \otimes I \) followed by an adjustment of the normalization back to 1. Thus, aside from its interest as a potential model for black holes, the Horowitz-Maldecena model provides an interesting example of nonlinear quantum mechanics in which subsystem structure remains well-defined (i.e. the issues described in Section 3 do not arise).

In sections 4.1 and 4.2 we show that if Alice has access to such a black hole and has foresightfully shared entangled states with Bob, then Alice can send instantaneous noisy signals to Bob and vice-versa independent of their spatial separation. We quantify the classical information-carrying capacity of the communication channels between Alice and Bob and find that they vanish only quadratically with the deviation from unitarity of the black hole dynamics, as measured by the deviation of the condition number of \( M \) from one. Hence, unless the deviation from unitarity is negligibly small, detectable causality violations can infect the entirety of spacetime. Furthermore, the bidirectional nature of the communication makes it possible in principle for Alice to send signals into her own past lightcone, thereby generating grandfather paradoxes.

\(^7\)Some interpret the final state projection model as inducing a unitary map for observers who stay outside the event horizon, while inducing a non-unitary map for infalling observers [20]. Under this interpretation, our arguments still apply to an infalling observer in the context of a large black hole.
In section 4.3 we consider the use of the black hole dynamical map $S$ to speed up Grover’s search algorithm [6]. We find a lower bound on the condition number of $M$ as a function of the beyond-Grover speedup. By our results of sections 4.1 and 4.2 this in turn implies a lower bound on the superluminal signaling capacity induced by the black hole. In section 4.4 we prove the other direction: assuming one can signal superluminally we derive a lower bound on the condition number of $M$, which in turn implies a super-Grover speedup. We find that the black-box solution of NP-hard problems in polynomial time implies superluminal signaling with inverse polynomial capacity and vice versa.

### 4.1 Communication from Alice to Bob

Suppose the black hole acts on a $d$-dimensional Hilbert space and correspondingly $M$ is a $d \times d$ matrix. Then, $M$ has a singular-value decomposition given by

$$M = \sum_{i=0}^{d-1} |\psi_i\rangle \lambda_i \langle \phi_i|$$

(5)

with

$$\langle \psi_i | \psi_j \rangle = \langle \phi_i | \phi_j \rangle = \delta_{ij}.$$  

(6)

and $\lambda_0, \ldots, \lambda_{d-1}$ all real and nonnegative. We can choose our indexing so that $\lambda_0$ is the smallest singular value and $\lambda_1$ is largest singular value. Now, suppose Alice and Bob share the state

$$\frac{1}{\sqrt{2}} (|\phi_0\rangle|0\rangle + |\phi_1\rangle|1\rangle).$$  

(7)

Here $|0\rangle$ and $|1\rangle$ refer to Bob’s half of the entangled state, which can be taken to be a qubit. If Alice wishes to transmit the message “0” to Bob she does nothing. If she wishes to transmit the message “1” to Bob she applies the black hole dynamical map $S$ to her half of the state. In other words, Alice drops her half of the state into the black hole, and waits for the black hole to evaporate. Correspondingly, one applies $M \otimes 1$ to the above state, yielding the unnormalized state

$$\frac{\lambda_0}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_0\rangle|0\rangle + \frac{\lambda_1}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_1\rangle|1\rangle.$$  

(8)

After normalization, this becomes:

$$\frac{\lambda_0}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_0\rangle|0\rangle + \frac{\lambda_1}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_1\rangle|1\rangle.$$  

(9)

Thus, recalling (6), Bob’s reduced density matrix in this case is

$$\rho_1 = \frac{\lambda_0^2}{\lambda_0^2 + \lambda_1^2} |0\rangle\langle 0| + \frac{\lambda_1^2}{\lambda_0^2 + \lambda_1^2} |1\rangle\langle 1|,$$  

(10)

whereas in the case that Alice’s message was “0” his reduced density matrix is

$$\rho_0 = \frac{1}{2} |0\rangle\langle 0| + \frac{1}{2} |1\rangle\langle 1|.$$  

(11)
If $M$ is non-unitary then $\lambda_1 \neq \lambda_0$ and thus the trace distance between these density matrices is nonzero. Consequently, $\rho_1$ is distinguishable from $\rho_0$ and some fraction of a bit of classical information has been transmitted to Bob.

More quantitatively, one sees that Bob’s optimal measurement is in the computational basis, in which case Alice and Bob are communicating over a classical binary asymmetric channel. Specifically, if Alice transmits a 0, the probability of bit-flip error is $\epsilon_0 = 1/2$ whereas if Alice transmits a 1, the probability of bit-flip error is $\epsilon_1 = \frac{\lambda_2^2}{\lambda_0^2 + \lambda_1^2}$. A standard calculation (see e.g. [21]) shows that the classical capacity of this channel is

\begin{equation}
C = h\left(\frac{1}{1+z}\right) - \frac{\log_2(z)}{1+z} + \epsilon_0 \log_2(z) - h(\epsilon_0),
\end{equation}

where

\begin{equation}
z = 2^{\frac{h(\epsilon_1) - h(\epsilon_0)}{1-\epsilon_1-\epsilon_0}}
\end{equation}

and $h$ is the binary entropy

\begin{equation}
h(p) = -p \log_2(p) - (1-p) \log_2(1-p).
\end{equation}

Specializing to $\epsilon_0 = 1/2$ simplifies the expression to

\begin{equation}
C = h\left(\frac{1}{1+y}\right) - \frac{\log_2(y)}{1+y} + \frac{1}{2} \log_2(y) - 1
\end{equation}

where

\begin{equation}
y = 2^{\frac{h(\epsilon_1) - 1}{1-\epsilon_1}}.
\end{equation}

Lastly, we consider the limiting case $\epsilon_1 = \frac{1}{2} - \delta$ for $\delta \ll 1$. In this limit, we get by Taylor expansion that

\begin{equation}
C = \frac{3}{2} \log_2 2 \delta^2 + O(\delta^3).
\end{equation}

### 4.2 Communication from Bob to Alice

Suppose again that Alice and Bob share the state $\frac{1}{\sqrt{2}} (|\phi_0\rangle|0\rangle + |\phi_1\rangle|1\rangle)$. If Bob wishes to transmit the message “0” he does nothing, whereas if he wishes to transmit the message “1” he measures his half of the entangled state in the $\{|0\rangle, |1\rangle\}$ basis. Then, Alice applies the black hole dynamical map $S$ to her half of the state$^8$, and then performs a projective measurement in the basis $\{|\psi_1\rangle, \ldots, |\psi_d\rangle\}$.

We now show that this procedure transmits a nonzero amount of classical information from Bob to Alice unless $\lambda_0 = \lambda_1$, in which case $M$ is unitary.

In the case that Bob does nothing, the post-black hole state is again

\begin{equation}
\frac{\lambda_0}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_0\rangle|0\rangle + \frac{\lambda_1}{\sqrt{\lambda_0^2 + \lambda_1^2}} |\psi_1\rangle|1\rangle.
\end{equation}

Thus, Alice’s post-black-hole reduced density matrix is

\begin{equation}
\frac{\lambda_0^2}{\lambda_0^2 + \lambda_1^2} |\psi_0\rangle\langle \psi_0| + \frac{\lambda_1^2}{\lambda_0^2 + \lambda_1^2} |\psi_1\rangle\langle \psi_1|.
\end{equation}

$^8$That is, Alice drops her half of the shared state into the black hole, and waits for the black hole to evaporate.
Alice’s measurement will consequently yield the following probability distribution, given that Bob’s message was “0”:

\[
\begin{align*}
    p(0|0) &= \frac{\lambda_0^2}{\lambda_0^2 + \lambda_1^2} \\
    p(1|0) &= \frac{\lambda_1^2}{\lambda_0^2 + \lambda_1^2}.
\end{align*}
\]

Now, suppose Bob’s message is “1”. Then, his measurement outcome will be either |0⟩ or |1⟩ with equal probability. We must analyze these cases separately, since the connection between ensembles of quantum states and density matrices is not preserved under nonlinear transformations.

If he gets outcome zero, then Alice holds the pure state |φ₀⟩, which gets transformed to |ψ₀⟩ by the action of the black hole. If Bob gets outcome one, then Alice holds |φ₁⟩, which gets transformed to |ψ₁⟩ by the action of the black hole. Hence, Alice’s measurement samples from the following distribution given that Bob’s message was “1”:

\[
\begin{align*}
    p(0|1) &= \frac{1}{2} \\
    p(1|1) &= \frac{1}{2}.
\end{align*}
\]

Hence, the information transmission capacity from Bob to Alice using this protocol is the same as the Alice-to-Bob capacity calculated in section 4.1.

### 4.3 Super-Grover Speedup implies Superluminal Signaling

Let \( V \) be the set of normalized vectors in the Hilbert space \( \mathbb{C}^N \). We will let \( S : V \rightarrow V \) denote the nonlinear map that a black hole produces by applying the matrix \( M \) and then readjusting the norm of the state to one. We will not assume that all black holes are identical, and therefore, each time we interact with a black hole we may have a different map. We denote the transformation induced on the \( k \)th interaction by \( S_k : V \rightarrow V \). We treat \( S_k \) as acting on the same state space for all \( k \), but this is not actually a restriction because we can simply take this to be the span of all the Hilbert spaces upon which the different maps act.

Now suppose we wish to use the operations \( S_1, S_2, \ldots \) to speed up Grover search. Let \( x \in \{0, \ldots, N - 1\} \) denote the solution to the search problem on \( \{0, \ldots, N - 1\} \). The corresponding unitary oracle on \( \mathbb{C}^N \) is

\[
O_x = 1 - 2|x⟩⟨x|.
\]

The most general algorithm to search for \( x \) is of the form

\[
S_q O_x \ldots S_2 O_x S_1 O_x |\psi_0\rangle
\]

followed by a measurement. Here \( |\psi_0\rangle \) is any \( x \)-independent quantum state on \( \mathbb{C}^N \), and \( S_k \) is any transformation that can be achieved on \( \mathbb{C}^N \) by any sequence of unitary operations and interactions with black holes. Note that our formulation is quite general and includes the case that multiple

---

9 Elsewhere we have used density matrices, but only after the application of the nonlinear operation.

10 An alternate definition is to use a bit-flip oracle \( U_x |y⟩|z⟩ = |y⟩|z ⊕ f(y)⟩ \) where \( f(y) = 1 \) if \( y = x \) and \( f(y) = 0 \) otherwise. This choice is irrelevant since the phase flip oracle can be simulated using a bit-flip oracle if the output register is initialized to \( (|0⟩ - |1⟩)/\sqrt{2} \), and a bit flip oracle can be simulated using a controlled-phase-flip oracle.
non-unitary interactions are used after a given oracle query, as is done in [10]. Also, for some \( k \), \( S_k \) may be purely unitary. For example, one may have access to only a single black hole, and the rest of the iterations of Grover’s algorithm must be done in the ordinary unitary manner. If the final measurement on the state described in (25) succeeds in identifying \( x \) with high probability for all \( x \in \{0, \ldots, N - 1\} \) then we say the query complexity of Grover search using the black hole is at most \( q \).

We now adapt the proof of the \( \Omega(\sqrt{N}) \) quantum query lower bound for Grover search that was given in [5] to show that any improvement in the query complexity for Grover search implies a corresponding lower bound on the ability of \( S_k \) for some \( k \in \{1, \ldots, q\} \) to “pry apart” quantum states. This then implies a corresponding lower bound on the rate of a superluminal classical information transmission channel implemented using \( S_k \).

The sequence of quantum states obtained in the algorithm (25) is

\[
|\psi_0\rangle = |\psi_0\rangle \\
|\phi^+_1\rangle = O_x|\psi_0\rangle \\
|\psi_1\rangle = S_1O_x|\psi_0\rangle \\
|\phi^+_2\rangle = O_xS_1O_x|\psi_0\rangle \\
|\psi_2\rangle = S_2O_xS_1O_x|\psi_0\rangle \\
|\phi^+_3\rangle = O_xS_2O_xS_1O_x|\psi_0\rangle \\
|\psi_3\rangle = S_3O_x\ldots S_1O_x|\psi_0\rangle. 
\]

Let

\[
|\psi_k\rangle = S_kS_{k-1}\ldots S_1|\psi_0\rangle \\
C_k = \sum_{x=0}^{N-1} ||O_x|\phi^+_x\rangle - |\psi_{k-1}\rangle||^2 \\
D_k = \sum_{x=0}^{N-1} ||\psi^+_x\rangle - |\psi_k\rangle||^2. 
\]

\( |\psi_k\rangle \) can be interpreted as the state which would have been obtained after the \( k \)th step of the algorithm with no oracle queries (or of the Grover search problem lacked a solution).

Now, assume that for all \( x \in \{0, \ldots, N - 1\} \) the search algorithm succeeds after \( q \) queries in finding \( x \) with probability at least \( \frac{1}{2} \). Then,

\[
|\langle x|\psi^+_q\rangle|^2 \geq \frac{1}{2} \quad \forall x \in \{0, \ldots, N - 1\} 
\]

which implies

\[
D_q \geq \eta N, 
\]

with \( \eta = (\sqrt{2} - \sqrt{2 - \sqrt{2}})^2 \approx 0.42 \), as shown in [5] and discussed in [22]. By (26), (28), and (29),

\[
C_k = \sum_{x=0}^{N-1} ||O_x|\psi^+_x\rangle - |\psi_{k-1}\rangle||^2 \\
\leq D_{k-1} + 4\sqrt{D_{k-1}} + 4,
\]

\footnote{Our notation is based on the exposition of this proof given in [22].}
where the above inequality is obtained straightforwardly using the triangle and Cauchy-Schwarz inequalities.

Next, let
\[ R_k = D_k - C_k. \]  
(34)
Thus, by (26), (28), and (29),
\[ R_k = \sum_{x=0}^{N-1} ||S_k|\phi^x_k\rangle - S_k|\psi_{k-1}\rangle||^2 - \sum_{x=0}^{N-1} ||\phi^x_k|| - |\psi_{k-1}||^2. \]  
(35)
Hence, one sees that \( R_k \) is some measure of the ability of \( S_k \) to “pry apart” quantum states. (In ordinary quantum mechanics \( S_k \) would be unitary and hence \( R_k \) would equal zero.)

Combining (34) and (33) yields
\[ D_k \leq R_k + D_{k-1} + 4\sqrt{D_{k-1}} + 4. \]  
(36)
Let
\[ B = \max_{1 \leq k \leq q} R_k. \]  
(37)
Then (36) yields the simpler inequality
\[ D_k \leq B + D_{k-1} + 4\sqrt{D_{k-1}} + 4. \]  
(38)
By (26) and (29),
\[ D_0 = 0. \]  
(39)
By an inductive argument, one finds that (38) and (39) imply
\[ D_k \leq (4 + B)k^2. \]  
(40)
Combining (40) and (31) yields
\[ (4 + B)q^2 \geq \eta N, \]  
(41)
or in other words
\[ B \geq \frac{\eta N}{q^2} - 4. \]  
(42)
Thus, by (37) and (35), there exists some \( k \in \{1, \ldots, q\} \) such that
\[ \sum_{x=0}^{N-1} \left( ||S_k|\phi^x_k\rangle - S_k|\psi_{k-1}\rangle||^2 - ||\phi^x_k|| - |\psi_{k-1}||^2 \right) \geq \frac{\eta N}{q^2} - 4 \]  
(43)
Hence, there exists some \( x \in \{0, \ldots, N-1\} \) such that
\[ ||S_k|\phi^x_k\rangle - S_k|\psi_{k-1}\rangle||^2 - ||\phi^x_k|| - |\psi_{k-1}||^2 \geq \frac{\eta}{q^2} - \frac{4}{N}. \]  
(44)
To simplify notation, define
\[ |A\rangle = |\phi^x_k\rangle \]  
(45)
\[ |B\rangle = |\psi_{k-1}\rangle \]  
(46)
\[ |A'\rangle = S_k|\phi^x_k\rangle \]  
(47)
\[ |B'\rangle = S_k|\psi_{k-1}\rangle. \]  
(48)
Then (44) becomes
\[ \| A' \rangle - | B' \rangle \|^2 - \| A \rangle - | B \rangle \|^2 \geq \frac{\eta}{q^2} - \frac{4}{N}, \] (49)
Recalling that \( \| \psi \| = \sqrt{\langle \psi | \psi \rangle} \), (49) is equivalent to
\[ \text{Re} \langle A | B \rangle - \text{Re} \langle A' | B' \rangle \geq \epsilon \] (50)
with
\[ \epsilon = \frac{\eta}{2q^2} - \frac{2}{N}. \] (51)

Next we will show that, within the framework of final-state projection models, (50) implies that Alice can send a polynomial fraction of a bit to Bob or vice versa using preshared entanglement and a single application of black hole dynamics. Recall that, within the final state projection model,
\[ | A' \rangle = \frac{M | A \rangle}{\sqrt{\langle A | M^\dagger M | A \rangle}} \] (52)
\[ | B' \rangle = \frac{M | B \rangle}{\sqrt{\langle B | M^\dagger M | B \rangle}} \] (53)
Thus, (50) is equivalent to
\[ \text{Re} \left[ \langle A | \left( 1 - \frac{M^\dagger M}{\sqrt{\langle A | M^\dagger M | A \rangle \langle B | M^\dagger M | B \rangle}} \right) | B \rangle \right] \geq \epsilon \] (54)
Hence,
\[ \left\| 1 - \frac{M^\dagger M}{\sqrt{\langle A | M^\dagger M | A \rangle \langle B | M^\dagger M | B \rangle}} \right\| \geq \epsilon. \] (55)
Again using \( \lambda_0 \) to denote the smallest singular value of \( M \) and \( \lambda_1 \) to denote the largest, we see that, assuming \( \epsilon \) is nonnegative, (55) implies either
\textbf{Case 1:}
\[ \frac{\lambda_1^2}{\sqrt{\langle A | M^\dagger M | A \rangle \langle B | M^\dagger M | B \rangle}} \geq 1 + \epsilon, \] (56)
which implies
\[ \frac{\lambda_1^2}{\lambda_0^2} \geq 1 + \epsilon, \] (57)
or
\textbf{Case 2:}
\[ \frac{\lambda_0^2}{\sqrt{\langle A | M^\dagger M | A \rangle \langle B | M^\dagger M | B \rangle}} \leq 1 - \epsilon, \] (58)
which implies
\[ \frac{\lambda_0^2}{\lambda_1^2} \leq 1 - \epsilon. \] (59)
Examining (50), one sees that \( \epsilon \) can be at most 2. If \( 0 \leq \epsilon \leq 1 \) then (59) implies (57). If \( 1 < \epsilon \leq 2 \) then case 2 is impossible. Hence, for any nonnegative \( \epsilon \) one obtains (57). Hence, by the
results of sections 4.1 and 4.2, Alice and Bob can communicate in either direction through a binary asymmetric channel whose bitflip probabilities $\epsilon_0$ for transmission of zero and $\epsilon_1$ for transmission of one are given by

$$
\epsilon_0 = \frac{1}{2}
$$

$$
\epsilon_1 = \frac{\lambda_0^2}{\lambda_0^2 + \lambda_1^2} \leq \frac{1}{2} + \epsilon.
$$

For $0 \leq \epsilon \leq 2$, $\frac{1}{2} \geq \frac{1}{2} - \frac{\epsilon}{8}$. Thus, (61) implies the following more convenient inequality

$$
\epsilon_1 \leq \frac{1}{2} + \frac{\epsilon}{8}.
$$

In section 4.1 we calculated that the channel capacity in the case that $\epsilon_0 = \frac{1}{2}$ and $\epsilon_1 = \frac{1}{2} - \delta$ is $\Omega(\delta^2)$ for $\delta \ll 1$. Thus, (60) and (62) imply a channel capacity in either direction of

$$
C = \Omega\left(\left(\frac{\eta}{2q^2} - \frac{2}{N}\right)^2\right)
$$

in the regime $0 < \frac{\eta}{2q^2} - \frac{2}{N} \ll 1$.

The above scaling of the superluminal channel capacity with Grover speedup shows that polynomial speedup for small instances or exponential speedup for large instances imply $1/poly$ superluminal channel capacity. In particular, to solve $\text{NP}$ in polynomial time without exploiting problem structure we would need $q \propto \log^c N$ for some constant $c$. In this setting $N = 2^n$ where $n$ is the size of the witness for the problem in $\text{NP}$. In this limit, (63) implies instantaneous signaling channels in each direction with capacity at least

$$
C = \Omega\left(\frac{1}{\log^{3c} N}\right) = \Omega\left(\frac{1}{n^{4c}}\right).
$$

(64)

If we assume that superluminal signaling capacity is limited to some negligibly small capacity $C \leq \epsilon$ then, by (64), NP-hard problems cannot be solved by unstructured search in time scaling polynomially with witness size (specifically $n^c$ for some constant $c$) except possibly for unphysically large instances with $n = \Omega\left(\left(\frac{1}{\epsilon}\right)^{1/c}\right)$.

4.4 Signaling implies Super-Grover Speedup

In sections 4.1 and 4.2 we showed that if final-state projection can be used to speed up Grover search it can also be used for superluminal signaling. In this section we show the converse. Unlike in section 4.3, we here make the assumption that we can make multiple uses of the same non-unitary map $S$ (just as other quantum gates can be used multiple times without variation). Since signaling cannot be achieved by performing unitary operations on entangled quantum degrees of freedom, superluminal signaling implies non-unitarity. Furthermore, as shown in section 8, iterated application of any nonlinear but differentiable map allows the Grover search problem to be solved with only a single oracle query. The nonlinear maps that arise in final-state projection models are differentiable (provided $M$ is invertible), and thus within the final-state projection framework
signaling implies single-query Grover search. In the remainder of this section we quantitatively investigate how many iterations of the nonlinear map are needed to achieve single-query Grover search, as a function of the superluminal signaling capacity. We find that unless the signaling capacity is exponentially small, logarithmically many iterations suffice.

Suppose Alice has access to black hole(s) and Bob does not. Alice will use this to send signals to Bob using some shared entangled state $|\psi\rangle_{AB}$. Her most general protocol is to apply some map $M_0$ to her half of the state if she wishes to transmit a zero and some other map $M_1$ if she wishes to transmit a one. (As a special case, $M_0$ could be the identity.) Here, per the final state projection model, $M_0$ and $M_1$ are linear but not necessarily unitary maps, and normalization of quantum states is to be adjusted back to one after application of these maps. The possible states shared by Alice and Bob given Alice’s two possible messages are

$$|\psi_0\rangle_{AB} \propto M_0 |\psi\rangle_{AB} \quad (65)$$
$$|\psi_1\rangle_{AB} \propto M_1 |\psi\rangle_{AB}. \quad (66)$$

The signaling capacity is determined by the distinguishability of the two corresponding reduced density matrices held by Bob

$$\rho_0 = Tr_A [ |\psi_0\rangle_{AB} \langle \psi_0 |] \quad (67)$$
$$\rho_1 = Tr_A [ |\psi_1\rangle_{AB} \langle \psi_1 |]. \quad (68)$$

We can define

$$|\psi'\rangle \propto M_0 |\psi\rangle_{AB} \quad (69)$$

in which case

$$|\psi_1\rangle_{AB} \propto M_1 M_0^{-1} |\psi'\rangle. \quad (70)$$

(We normalize $|\psi'\rangle$ so that $\langle \psi' | \psi' \rangle = 1$.) Thus, the signaling capacity is determined by the distinguishability of

$$\rho_0 = Tr_A [ |\psi'\rangle \langle \psi' |] \quad (71)$$
$$\rho_1 = Tr_A \left[ \frac{1}{\eta} M |\psi'\rangle \langle \psi' | M^\dagger \right]. \quad (72)$$

where

$$M = M_1 M_0^{-1} \quad (73)$$
$$\eta = \sqrt{\langle \psi' | M^\dagger M |\psi' \rangle}. \quad (74)$$

We have thus reduced our analysis to the case that Alice applies some non-unitary map $M$ to her state if she wants to transmit a one and does nothing if she wants to transmit a zero. We will next obtain a lower bound $\kappa_{\text{min}}$ on the condition number of $M$ as a function of the signaling capacity from Alice to Bob. This then implies that one of $M_0, M_1$ has a condition number at least $\sqrt{\kappa_{\text{min}}}$ for the general case.

Suppose that $M$ has the following singular value decomposition

$$M = \sum_i \lambda_i |\psi_i\rangle \langle \phi_i|. \quad (75)$$
We can express $|\psi'\rangle$ as

$$|\psi'\rangle = \sum_{i,j} \alpha_{ij} |\phi_i\rangle |B_j\rangle$$

(76)

where $|\phi_1\rangle, |\phi_2\rangle, \ldots$ is the basis determined by the singular value decomposition (75) and $|B_1\rangle, |B_2\rangle, \ldots$ is the basis Bob will perform his measurement in when he tries to extract Alice’s message. If Alice wishes to transmit one then she applies $M$ yielding

$$|\psi_1\rangle \propto \sum_{i,j} \lambda_i \alpha_{ij} |\psi_i\rangle |B_j\rangle.$$  

(77)

So

$$\rho_0 = \sum_{i,j,k} \alpha_{ij} \alpha_{ik}^* |B_j\rangle \langle B_k|$$

(78)

$$\rho_1 = \sum_{i,j,k} \frac{\lambda_i^2}{\eta} \alpha_{ij} \alpha_{ik}^* |B_j\rangle \langle B_k|.$$  

(79)

Consequently, Bob’s measurement will yield a sample from the following probability distributions conditioned on Alice’s message.

$$p(j|0) = \sum_i |\alpha_{ij}|^2$$

(80)

$$p(j|1) = \sum_i \frac{\lambda_i^2}{\eta} |\alpha_{ij}|^2.$$  

(81)

The total variation distance between these distributions, which determines the capacity of the superluminal channel is

$$\Delta = \frac{1}{2} \sum_j |p(j|0) - p(j|1)| = \frac{1}{2} \sum_j \left| \sum_i |\alpha_{ij}|^2 \left( 1 - \frac{\lambda_i^2}{\eta} \right) \right|.$$  

(82)

From a given value of this total variation distance we wish to derive a lower bound on the condition number of $M$, that is, the ratio of the largest singular value to the smallest. Applying the triangle inequality to (82) yields

$$\Delta \leq \frac{1}{2} \sum_{ij} |\alpha_{ij}|^2 \left| 1 - \frac{\lambda_i^2}{\eta} \right|.$$  

(83)

Because $\alpha_{ij}$ are amplitudes in a normalized quantum state,

$$p(i) = \sum_j |\alpha_{ij}|^2$$

(84)

is a probability distribution. We can thus rewrite (83) as

$$\Delta \leq \frac{1}{2} \sum_i p(i) \left| 1 - \frac{\lambda_i^2}{\eta} \right|.$$  

(85)

$$\leq \frac{1}{2} \max_i \left| 1 - \frac{\lambda_i^2}{\eta} \right|.$$  

(86)
In keeping with the notation from previous sections, we let $\lambda_0$ denote the smallest singular value of $M$ and $\lambda_1$ the largest. Thus, (86) yields

$$\Delta \leq \frac{1}{2} \max \left\{ 1 - \frac{\lambda_0^2}{\eta}, \frac{\lambda_1^2}{\eta} - 1 \right\}.$$  \hspace{1cm} (87)

Similarly,

$$\eta = \sum_{jk} |\alpha_{jk}|^2 \lambda_j^2$$\hspace{1cm} (88)

$$= p(j) \lambda_j^2$$\hspace{1cm} (89)

$$\in [\lambda_0^2, \lambda_1^2].$$ \hspace{1cm} (90)

Applying (90) to (87) yields

$$\Delta \leq \frac{1}{2} \max \left\{ 1 - \frac{\lambda_0^2}{\lambda_1^2}, \frac{\lambda_1^2}{\lambda_0^2} - 1 \right\}.$$ \hspace{1cm} (91)

As shown in appendix A the channel capacity $C$ is related to the total variation distance $\Delta$ according to

$$C \leq \Delta - \Delta \log_2 \Delta$$ \hspace{1cm} (92)

for $\Delta \leq 1/e$. For small $\Delta$, the $-\Delta \log_2 \Delta$ term dominates the $\Delta$ term. We can simplify further by noting that for all positive $\Delta$, $\sqrt{\Delta} > -\Delta \log_2(\Delta)$. Hence, $C = O(\sqrt{\Delta})$. Thus to achieve a given channel capacity $C$ we need

$$\Delta = \Omega(C^2).$$ \hspace{1cm} (93)

By (91), this implies that achieving a channel capacity $C$ requires

$$|1 - \kappa^2| = \Omega(C^2),$$ \hspace{1cm} (94)

where $\kappa$ is the condition number of the nonlinear map. This in turn implies Grover search with one query and $O(\log_\kappa(N))$ applications of the nonlinear map via the methods of [10].

5 Violations of the Born Rule

In this section we consider modification of quantum mechanics in which states evolve unitarily, but measurement statistics are not given by the Born rule. This is loosely inspired by the “state dependence” resolution of the firewalls paradox, put forth by Papadodimas and Raju [4]. In this theory, the measurement operators $O$ which correspond to observables are not fixed linear operators, but rather vary depending on the state they are operating on, i.e. $O = O(|\psi\rangle)$. (In general such dependencies lead to nonlinearities in quantum mechanics, but Papadodimas and Raju argue these are unobservable in physically reasonable experiments.) Recently Marolf and Polchinski [8] have claimed that such modifications of quantum mechanics lead to violations of the Born rule. We do not take a position either way on Marolf and Polchinski’s claim, but use it as a starting point to investigate how violations of the Born rule are related to superluminal signaling and computational complexity.
Here we consider violations of the Born rule of the following form: given a state \( |\psi\rangle = \sum_x \alpha_x |x\rangle \), the probability \( p_x \) of seeing outcome \( x \) is given by

\[
p_x = \frac{f(\alpha_x)}{\sum_{x'} f(\alpha_{x'})}
\]  

(95)

for some function \( f(\alpha) : \mathbb{C} \to \mathbb{R}^+ \). We assume that states in the theory evolve unitarily as in standard quantum mechanics. One could consider more general violations of the Born rule, in which the function \( f \) depends not only on the amplitude \( \alpha_x \) on \( x \), but on the amplitudes on other basis states as well. However such a generalized theory seems impractical to work with, so we do not consider such a theory here.

We first show that, assuming a few reasonable conditions on \( f \) (namely that \( f \) has a reasonably behaved derivative and that measurement statistics do not depend on the normalization of the state), the only way to modify the Born rule is to set \( f(\alpha) = |\alpha|^{2+\delta} \) for some \( \delta \neq 0 \). We then show that in theories where the Born rule is modified, superluminal signaling is equivalent to a speedup to Grover search. More precisely, we show that if one can send superluminal signals using states on \( n \) qubits, then one can speed up Grover search on a system with \( O(n) \) qubits, and vice versa. Hence one can observe superluminal signals on reasonably sized systems if and only if one can speed up Grover search using a reasonable number of qubits.

We are not the first authors to examine the complexity theoretic consequences of modifications to the Born rule. Aaronson [9] considered such modifications, and showed that if \( \delta \) is any constant, then such modifications allow for the solution of \#P-hard problems in polynomial time. Our contribution is to show the opposite direction, namely that a significant speedup over Grover search implies the deviation from the Born rule \( \delta \) is large, and to connect this to superluminal signaling.

We prove our results in several steps. First, in Theorems 2 and 3, we show that deviations in the Born rule by \( \delta \) allow the solution of \( \text{NP} \)-hard problems and superluminal signaling using \( O(1/\delta) \) qubits. As noted previously, Theorem 2 follows from the work of Aaronson [9], but we include a proof for completeness.

In Theorem 4 we show that, assuming one has a superluminal signaling protocol using a shared state on \( m \) qubits, the deviation from the Born rule \( \delta \) must be \( \geq \Omega(1/m) \). Likewise in Theorem 5 we show that if one can achieve a constant factor super-Grover speedup using \( m \) qubits, that we must have \( \delta \geq \Omega(1/m) \) as well. Combining these with Theorems 2 and 3 shows that a super-Grover speedup on \( m \) qubits implies superluminal signaling protocols with \( O(m) \) qubits and vice versa. Figure 5 explains the relationship between these theorems below.

<table>
<thead>
<tr>
<th>Deviation ( \delta ) from the Born rule</th>
<th>Theorem 2</th>
<th>Speedup over Grover search with ( 1/\delta ) qubits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 4</td>
<td>Theorem 3</td>
<td></td>
</tr>
</tbody>
</table>

Superluminal signaling with \( 1/\delta \) qubits

Figure 1: Relationship between theorems connecting signaling and search.

In short, we find that a violation of the Born rule by \( \delta \) is equivalent to allowing a super-Grover speedup and an instantaneous signaling protocol using \( 1/\delta \) qubits. Hence in theories in which \( \delta \) is only polynomially suppressed (as a function e.g. of the number of fields \( N \) in Super-Yang-Mills),
then such theories allow for superluminal signaling and violations of the Grover lower bound with reasonable overheads. On the other hand, our results do not rule out violations of the Born rule in which $1/\delta$ is unphysically large.

5.1 Power law violations are unique

We now show that, given some reasonable assumptions about the function $f(\alpha)$, the only possible violation of the Born rule is given by $f(\alpha) = |\alpha|^p$. In particular we will demand the following properties of $f$:

1. Well-behaved derivative: $f(\alpha)$ is continuous and differentiable, and $f'(\alpha)$ changes sign at most a finite number of times on $[0, 1]$

2. Scale invariance: for any $k \in \mathbb{C}$, we have that $\frac{f(k\alpha)}{\sum_x f(k\alpha_x)} = \frac{f(\alpha)}{\sum_x f(\alpha_x)}$. In other words the calculation of the probability $p_x$ of seeing outcome $x$ is independent of the norm or phase of the input state; it only depends on the state of the projective Hilbert space.

There are a number of other reasonable constraints one could impose; for instance one could demand that the modified Born rule has to behave well under tensor products. Suppose you have a state $|\psi\rangle = \sum_x \alpha_x |x\rangle$ and a state $|\phi\rangle = \sum_y \beta_y |y\rangle$. A reasonable assumption would be to impose that in the state $|\psi\rangle \otimes |\phi\rangle$, the probability $p_{xy}$ of measuring outcome $xy$ should be equal to $p_x p_y$, i.e. a tensor product state is equivalent to independent copies of each state. More formally this would state that

$$\frac{f(\alpha)\beta}{\sum_x f(\alpha_x)\beta} = \frac{f(\alpha)\beta}{\sum_y f(\alpha_y)\beta}.$$

Let us call this the Tensor product property. It will turn out that the Tensor product property is implied by the Scale invariance property, which we will show in our proof.

We now show that the Well-behaved derivative and Scale invariance properties imply $f(\alpha) = |\alpha|^p$ for some $p$.

**Theorem 1.** Suppose that $f$ satisfies the Well-behaved derivative and Scale invariance properties. Then $f(\alpha) = |\alpha|^p$ for some $p \in \mathbb{R}$.

**Proof.** First, note that the functions $f(\alpha)$ and $cf(\alpha)$ give the same measurement statistics for any scalar $c \in \mathbb{R}$. To eliminate this redundancy in our description of $f$, we’ll choose $c$ such that $f(1) = 1$. For any $\alpha \in \mathbb{C}$, consider the (non-normalized) state $\alpha |0\rangle + |1\rangle$. By scale invariance, for any $\beta \in \mathbb{C}$, we must have that

$$\frac{f(\alpha)}{f(\alpha) + f(1)} = \frac{f(\alpha\beta)}{f(\alpha\beta) + f(\beta)}$$

which implies that $f(\alpha)f(\beta) = f(\alpha\beta)f(1) = f(\alpha\beta)$ for all $\alpha, \beta \in \mathbb{C}$. One can easily check that this implies the tensor product property.

In particular this holds for any phase, so if $\alpha = |\alpha|e^{i\theta}$, we must have that $f(\alpha) = \hat{f}(|\alpha|)g(\theta)$ for some functions $\hat{f} : \mathbb{R}^{\geq 0} \to \mathbb{R}^+$ and $g : [0, 2\pi) \to \mathbb{R}^+$. Note that taking $g \to cg$ and $\hat{f} \to \hat{f}/c$ leaves $f$ invariant for any scalar $c \in \mathbb{R}^+$. So without loss of generality, since $f(1) = 1$, we can set $\hat{f}(1) = g(0) = 1$ as well by an appropriate choice of scalar $c$. Now, for any phases $e^{i\theta}$ and $e^{i\phi}$, we have $f(e^{i\theta})f(e^{i\phi}) = f(e^{i(\theta+\phi)})$. Since $\hat{f}(1) = 1$ this implies $g(\theta)g(\phi) = g(\theta + \phi)$, i.e. $g$ must
be a real one-dimensional representation of \( U(1) \). The only such representation is \( g = 1 \), hence \( f(\alpha) = f(|\alpha|) \).

Now we will show that \( f(x) = x^p \) for some \( p \). Consider any \( 0 < x < 1 \) and \( 0 < x' < 1 \) where \( x \neq x' \). Since \( f(\alpha)f(\beta) = f(\alpha\beta) \), we must have that \( f(x^k) = f(x)^k \) and \( f(x'^k) = (x')^k \) for any \( k \in \mathbb{N} \). Let \( p = \log(f(x))/\log(x) \) and \( p' = \log(f(x'))/\log(x') \). Then the above equations imply that \( f(x^k) = x^{kp} \) and \( f(x'^k) = x'^{kp} \) for all \( k \in \mathbb{N} \).

Now suppose by way of contradiction that there exist \( x, x' \) such that \( p \neq p' \). Since both \( x < 1 \) and \( x' < 1 \), as \( k \to \infty \) we have that \( f(x^k) \to 0 \) and \( f(x'^k) \to 0 \). However, the sequence of points \( f(x), f(x^2), f(x^3), \ldots \) approaches zero along the curve \( h(x) = x^p \) while the sequence of points \( f(x'), f(x'^2), f(x'^3), \ldots \) approaches zero along the curve \( h'(x) = x^{p'} \). This implies \( f \) must oscillate infinitely many times between the curves \( h \) and \( h' \), which implies \( f' \) must change signs infinitely many times by the intermediate value theorem. This contradicts the Well-behaved derivative assumption.

Hence we have for all \( 0 < x < 1 \), \( f(x) = x^p \) for some \( p \). Now if \( x > 1 \), we have \( f(x)f(1/x) = f(1) = 1 \). Since \( 1/x < 1 \), then we have \( f(1/x) = 1/x^p \), so \( f(x) = x^p \) as well. Also \( f(1) = 1^p = 1 \), and by continuity \( f(0) = 0 \). Hence for all \( x \geq 0 \) we must have \( f(x) = x^p \) for some \( p \), as claimed. \( \square \)

### 5.2 Born rule violations imply signaling and super-Grover speedup

We first show that large violations of the Born rule imply a large speedup to Grover search and allow for large amounts of superluminal signaling. The first theorem was previously shown by Aaronson [9], but for completeness we will summarize the proof here.

**Theorem 2** (Aaronson [9] Theorem 6). Suppose that the Born rule is modified such that \( f(\alpha) = |\alpha|^{2+\delta} \) where \( \delta \neq 0 \). Then one can solve PP problems on instances of size \( n \) in time \( O(n^2) \). In particular one can search an unordered list of \( 2^n \) indices in \( O(2^{n^3}) \) time.

**Proof.** We will use the modified Born rule to simulate postselection. Suppose one has a state \( |\Psi\rangle = \sum_x (\alpha_x|0\rangle + \beta_x|1\rangle)|x\rangle \) and wishes to simulate postselection of the first qubit on the state \( |0\rangle \). Suppose \( \delta > 0 \); the case \( \delta < 0 \) follows analogously. To simulate postselection on zero, simply append \( k \) ancilla qubits in the \( |0\rangle \) state. Then apply a Hadamard to each of the ancilla qubits controlled on the first qubit being a 1. The state now evolves to

\[
\sum_x \left( \alpha_x|0\rangle|x\rangle|0\rangle^{n/\delta} + \beta_x|1\rangle|x\rangle \sum_y 2^{-k/2}|y\rangle \right)
\]

When measuring this state in the computational basis, the probability of measuring a 0 on the first qubit is proportional to \( \sum_x |\alpha_x|^{2+\delta} \), while the probability of getting a 1 on the first qubit is proportional to \( 2^{-k\delta/2} \sum_x |\beta_x|^{2+\delta} \). Hence setting \( k = n/\delta \), the probability of getting a 1 on the first qubit is exponentially suppressed by a factor of \( 2^{-n} \). This effectively postselects the first qubit to have value 0 as desired. The rest of the proof follows from the fact that Aaronson’s PostBQP algorithm to solve PP-hard problems on instances of size \( n \) runs in time \( O(n) \) and involves \( O(n) \) postselections; hence using this algorithm to solve PP-hard problems when the Born rule is violated takes time \( O(2^{n^3}) \) as claimed. \( \square \)

We now show that large violations of the Born rule imply one can send superluminal signals with small numbers of qubits.
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Theorem 3. Suppose that the Born rule is modified such that \( f(\alpha) = |\alpha|^{2+\delta} \) where \( \delta \neq 0 \). Then one can transmit a bit superluminally in a protocol involving a state on \( O(n/\delta) \) qubits which succeeds with probability \( 1 - 2^{-n} \). Note one can use this protocol to send either classical bits or quantum bits.

Proof. The proof follows almost immediately from the proof of Theorem 2. Suppose that Alice wishes to send a bit 0 or 1 to Bob. Alice and Bob can perform the standard teleportation protocol [23], but instead of Alice sending her classical measurement outcomes to Bob, Alice simply posts-selects her measurement outcome to be 00 (i.e. no corrections are necessary to Bob’s state) using the trick in Theorem 2. If Alice uses \( O(n/\delta) \) qubits to simulate the postselection, and then measures her qubits, she will obtain outcome 00 with probability \( 1 - 2^{-n} \) and the bit will be correctly transmitted as desired.

\[ \square \]

5.3 Signaling implies large power law violation

We now show that if one can send a superluminal signal with bias \( \epsilon \) using a shared state on \( n \) qubits, then the violation of the Born rule \( \delta \) must satisfy \( \delta \geq O(\epsilon/n) \). Hence \( \delta \) and \( \epsilon \) must be polynomially related. Put less precisely, if a physically reasonable experiment can send a superluminal signal with a nontrivial probability, then there must be a nontrivial (and hence observable) violation of the Born rule. This in turn, implies by Theorem 2 that one can solve NP-hard problems with a reasonable multiplicative overhead.

Theorem 4. Suppose that the Born rule is modified such that \( f(\alpha) = |\alpha|^{2+\delta} \), and suppose there is a signaling protocol using an entangled state on \( n \) qubits signaling with probability \( \epsilon \). Then \( \delta \geq O(\frac{\nu}{n}) \).

Proof. Consider the most general signaling protocol to send a bit of information. Suppose that Alice and Bob share an entangled state \( |\Phi\rangle \) on \( n \) qubits, \( m \) of which are held by Bob and \( n-m \) of which are held by Alice. To send a zero, Alice performs some unitary \( U_0 \) on her half of the state, and to send a one, Alice performs some unitary \( U_1 \) on her half of the state. Bob then measures in some fixed basis \( B \). This is equivalent to the following protocol: Alice and Bob share the state \( |\Psi\rangle = U_0|\Phi\rangle \) ahead of time, and Alice does nothing to send a 0, and applies \( U = U_1U_0^\dagger \) to obtain \( |\Psi'\rangle = U|\Psi\rangle \) send a 1. Then Bob measures in basis \( B \). We say the protocol succeeds with probability \( \epsilon \) if the distributions seen by Bob in the case Alice is sending a 0 vs. a 1 differ by \( \epsilon \) in total variation distance. As shown in Appendix A the total variation distance is polynomially related to the capacity of the resulting classical communication channel.

Let \( \alpha_{xy} \) be the amplitude of the state \( |x\rangle|y\rangle \) in \( |\Psi\rangle \), where the \( |x\rangle \) is an arbitrary basis for Alice’s qubits and \( |y\rangle \) are given by the basis \( B \) in which Bob measures his qubits. Let \( \alpha'_{xy} \) be the amplitude of \( |x\rangle|y\rangle \) in the state \( |\Psi'\rangle \), so we have \( \alpha'_{xy} = \sum_{x'} U_{xx'}\alpha_{x'y} \). In short

\[
|\Psi\rangle = \sum_{xy} \alpha_{xy}|x\rangle|y\rangle, \quad |\Psi'\rangle = \sum_{xy} \alpha'_{xy}|x\rangle|y\rangle
\]  \hspace{1cm} (99)

Assume that \( \sum_{x,y} |\alpha_{xy}|^2 = 1 \), i.e. the state is normalized in the \( \ell_2 \) norm. Since \( U \) is unitary this implies the state \( U|\psi'\rangle \) is normalized in the \( \ell_2 \) norm as well.

Now suppose that the protocol has an \( \epsilon \) probability of success. Let \( D_0 \) be the distribution on outcomes \( y \in \{0,1\}^m \) when Alice is sending a zero, and \( D_1 \) be the distribution when Alice is sending a 1. Let \( D_b(y) \) denote the probability of obtaining outcome \( y \) under \( D_b \). Then the total variation
distance between $D_0$ and $D_1$, given by $\frac{1}{2} \sum_y |D_0(y) - D_1(y)|$, must be at least $\epsilon$. Equivalently, there must be some event $S \subset \{0,1\}^m$ for which

$$\sum_{y \in S} D_0(y) - D_1(y) \geq \epsilon$$

(100)

and for which, for all $y \in S$, we have $D_0(y) > D_1(y)$.

Assume for the moment that $\delta > 0$; an analogous proof will hold in the case $\delta < 0$. Let $N = 2^n$ be the dimension of the Hilbert space of $|\Psi\rangle$. Plugging in the probabilities $D_0(y)$ and $D_1(y)$ given by the modified Born rule, we obtain

$$\epsilon \leq \sum_{x \in \{0,1\}^{n-m}, y \in S} \frac{|\alpha_{xy}|^{2+\delta}}{\sum_{x'y'} |\alpha_{x'y'}|^{2+\delta}} - \frac{|\alpha'_{xy}|^{2+\delta}}{\sum_{x'y'} |\alpha'_{x'y'}|^{2+\delta}}$$

$$\leq \sum_{x \in \{0,1\}^{n-m}, y \in S} N^{\delta/2} |\alpha_{xy}|^{2+\delta} - |\alpha'_{xy}|^{2+\delta}$$

(102)

$$= \sum_{x \in \{0,1\}^{n-m}, y \in S} \left( 1 + \frac{\delta}{2} \log(N) \right) |\alpha_{xy}|^2 (1 + \delta \log |\alpha_{xy}|) - |\alpha'_{xy}|^2 (1 + \delta \log |\alpha'_{xy}|) + O(\delta^2)$$

(103)

$$= \sum_{x \in \{0,1\}^{n-m}, y \in S} (|\alpha_{xy}|^2 - |\alpha'_{xy}|^2) + \frac{\delta}{2} \log(N) |\alpha_{xy}|^2 + \frac{\delta}{2} \log(N) |\alpha'_{xy}|^2 + O(\delta^2)$$

(104)

$$\leq \frac{\delta}{2} \log(N) + \frac{\delta}{2} \sum_{x \in \{0,1\}^{n-m}, y \in S} (|\alpha_{xy}|^2 \log |\alpha_{xy}|^2 - |\alpha'_{xy}|^2 \log |\alpha'_{xy}|^2) + O(\delta^2)$$

(105)

$$\leq \frac{\delta}{2} \log(N) + \frac{\delta}{2} \log(N) + O(\delta^2) = \delta n + O(\delta^2)$$

(106)

On line (102) we used the fact that for any vector $|\phi\rangle = \sum_y \beta_y |y\rangle$ of $\ell_2$ norm 1 over a Hilbert space of dimension $N$, we have $N^{-\delta/2} \leq \sum_y |\beta_y|^{2+\delta} \leq 1$ when $\delta > 0$. On line (103) we expanded to first order in $\delta$. On line (105) we used the fact that the first term is zero because applying a unitary to one half of a system does not affect measurement outcomes on the other half of the system and the second sum is upper bounded by 1. On line (106) we used the fact that the sum is given by a difference of entropies of (possibly subnormalized) probability distributions, each of which is between zero and $\log(N)$.

Hence we have that $\delta n + O(\delta^2) \geq \epsilon$, so to first order in $\delta$ we must have $\delta \geq \epsilon/n$ as claimed. \(\square\)

The following corollary follows from Theorem 2, and hence we’ve shown that superluminal signaling implies a super-Grover speedup.

**Corollary.** Suppose that the Born rule is modified such that $f(\alpha) = |\alpha|^{2+\delta}$, and that there is a signaling protocol using an entangled state on $n$ qubits which signals with probability $\epsilon$. Then there is an algorithm to solve $\#P$-hard and $\#NP$-hard instances of size $m$ (e.g. $\#SAT$ on $m$ variables) in time $O(m^2 n/\epsilon)$.  
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5.4 Super-Grover speedup implies signaling

We now show that even a mild super-Grover speedup implies that $\delta$ is large, and hence one can send superluminal signals. Our proof uses the hybrid argument of Bennett, Bernstein, Brassard and Vazirani [5] combined with the proof techniques of Theorem 4.

**Theorem 5.** Suppose that the Born rule is modified such that $f(\alpha) = |\alpha|^{2+\delta}$, and there is an algorithm to search an unordered list of $N$ items with $Q$ queries using an algorithm over a Hilbert space of dimension $M$. Then

\[
\frac{1}{6} \leq \frac{2Q}{\sqrt{N}} + \delta \log(M) + O(\delta^2). \tag{107}
\]

**Proof.** Suppose that such an algorithm exists. It must consist of a series of unitaries and oracle calls followed by a measurement in the computational basis.

Let $|\psi^0\rangle = \sum_y \alpha_y^0 |y\rangle$ be the state of the algorithm just before the final measurement when there is no marked item, and let $|\psi^x\rangle = \sum_y \alpha_y^x |y\rangle$ be the state if there is a marked item. Let $D_0$ be the distribution on $y$ obtained by measuring $|\psi^0\rangle$ in the computational basis, and $D_x$ be the distribution obtained by measuring $|\psi^x\rangle$. We know that $|\psi^0\rangle$ and $|\psi^x\rangle$ must be distinguishable with $2/3$ probability for every $x$. Hence we must have that the total variation distance between $D_0$ and $D_x$ must be at least $1/6$ for every $x$ (otherwise one could not decide the problem with bias $1/6$). This implies there must exist some event $S_x$ for which

\[
\frac{1}{6} \leq \sum_{y \in S_x} D_0(y) - D_1(y) \tag{108}
\]

Assume $\delta > 0$; an analogous proof holds for $\delta < 0$. Plugging in the expressions for $D_0$ and $D_1$ and averaging over $x$ we obtain

\[
\frac{1}{6} \leq \frac{1}{N} \sum_x \sum_{y \in S_x} \frac{|\alpha_y^0|^{2+\delta}}{\sum_y |\alpha_y^0|^{2+\delta}} - \frac{|\alpha_y^x|^{2+\delta}}{\sum_y |\alpha_y^x|^{2+\delta}} \tag{109}
\]

\[
\leq \frac{1}{N} \sum_x \sum_{y \in S_x} M^{\delta/2} |\alpha_y^0|^{2+\delta} - |\alpha_y^x|^{2+\delta} \tag{110}
\]

\[
= \frac{1}{N} \sum_x \sum_{y \in S_x} \left(1 + \frac{\delta}{2} \log(M)\right) |\alpha_y^0|^2 (1 + \delta \log |\alpha_y^0|) - |\alpha_y^x|^2 (1 + \delta \log |\alpha_y^x|) + O(\delta^2) \tag{111}
\]

\[
= \frac{1}{N} \sum_x \sum_{y \in S_x} (|\alpha_y^0|^2 - |\alpha_y^x|^2) + \frac{\delta}{2} \log(M) |\alpha_y^0|^2 + \frac{\delta}{2} (|\alpha_y^0|^2 \log |\alpha_y^0|^2 - |\alpha_y^x|^2 \log |\alpha_y^x|^2) + O(\delta^2) \tag{112}
\]

\[
\leq \delta \log(M) + O(\delta^2) + \frac{1}{N} \sum_x \sum_{y \in S_x} (|\alpha_y^0|^2 - |\alpha_y^x|^2). \tag{113}
\]

In line (110) we used the fact that $M^{-\delta/2} \leq \sum_y |\alpha_y|^2 + \delta \leq 1$ for any state $\alpha_y$ normalized in the $\ell_2$ norm, in line (111) we Taylor expanded to first order in $\delta$, and in line (113) we used the fact that the sum in the second term is upper bounded by one and the sum on third term is a difference of entropies of (subnormalized) probability distributions which is at most $\log(M)$.
We next consider the final term
\[ R \equiv \frac{1}{N} \sum_{x} \sum_{y \in S_x} (|\alpha_y^0|^2 - |\alpha_y^x|^2). \]  
(114)

Let \( \hat{S}_x \) be the observable
\[ \hat{S}_x = \sum_{y \in S_x} |y\rangle\langle y|. \]  
(115)

Then
\[
R = \frac{1}{N} \sum_{x} \left[ \langle \psi^0 | \hat{S}_x | \psi^0 \rangle - \langle \psi^x | \hat{S}_x | \psi^x \rangle \right]
= \frac{1}{N} \sum_{x} \left[ \langle \psi^0 | \hat{S}_x | \psi^0 \rangle + \langle \psi^x | \hat{S}_x (| \psi^0 \rangle - | \psi^x \rangle) \right]
\leq \frac{2}{N} \sum_{x} \| | \psi^0 \rangle - | \psi^x \rangle \|,
\]  
(117)

where the last inequality uses the fact that \( \| \hat{S}_x \| = 1 \). Next we note that \( \sum_{x} \| | \psi^0 \rangle - | \psi^x \rangle \| \) is the \( \ell_1 \) norm of the \( N \)-dimensional vector whose \( x \)th component is \( \| | \psi^0 \rangle - | \psi^x \rangle \| \). For any \( N \)-dimensional vector \( \vec{v} \), \( \| \vec{v} \|_1 \leq \sqrt{N} \| \vec{v} \|_2 \). Thus,
\[
R \leq \frac{2}{\sqrt{N}} \sqrt{\sum_{x} \| | \psi^0 \rangle - | \psi^x \rangle \|^2}.
\]  
(119)

As shown in section 6.6 (based on the earlier proof of [5]), a unitary search algorithm using \( Q \) oracle queries yields
\[
\sum_{x} \| | \psi^0 \rangle - | \psi^x \rangle \|^2 \leq 4Q^2.
\]  
(120)

Together, (119) and (120) imply
\[
R \leq \frac{2Q}{\sqrt{N}}.
\]  
(121)

Now, (121) bounds the last term in (113) yielding our final result.
\[
\frac{1}{6} \leq \delta \log(M) + O(\delta^2) + \frac{2Q}{\sqrt{N}}.
\]  
(122)

The following Corollary follows immediately from Theorem 5 and Theorem 3.

**Corollary.** Suppose that the Born rule is modified such that \( f(\alpha) = |\alpha|^{2+\delta} \), and one can search a list of \( N = 2^n \) items using \( m \) qubits and \( Q \) queries. Then to first order in \( \delta \), we have
\[
\delta \geq \frac{1}{m} \left( \frac{1}{6} - \frac{2Q}{\sqrt{N}} \right).
\]

In particular, if one can search an \( N \) element list with \( Q \leq \sqrt{N}/24 \) queries on a state of \( m \) qubits, then \( \delta \geq \frac{1}{12m} \), and hence by Theorem 3 one can send superluminal signals with probability 2/3 using \( O(m) \) qubits.
In contrast, Grover’s algorithm uses $\frac{\pi}{4}\sqrt{N}$ queries to solve search, which is optimal [24]. So Corollary 5.4 shows that if one can achieve even a modest factor of $(6\pi \approx 19)$ speedup over Grover search using $m$ qubits, then one can send superluminal signals using $O(m)$ qubits.

6 Cloning of Quantum States

One way to modify quantum mechanics is to allow perfect copying of quantum information, or “cloning”. As a minimal example, we will here introduce the ability to do perfect single-qubit cloning. As with nonlinear dynamics, care must be taken to formulate a version of quantum cloning that is actually well defined. It is clear that perfect single qubit cloning should take $|\psi\rangle \rightarrow |\psi\rangle \otimes |\psi\rangle$ for any single-qubit pure state. The nontrivial task is to define the behavior of the cloner on qubits that are entangled. It is tempting to simply define cloning in terms of the Schmidt decomposition of the entangled state. That is, applying the cloner to qubit $B$ induces the map $\sum_i \lambda_i |i_A\rangle|i_B\rangle \rightarrow \sum_i \lambda_i |i_A\rangle|i_B\rangle|i_B\rangle$. However, this prescription is ill-defined due to the non-uniqueness of Schmidt decompositions. The two decompositions of the EPR pair given in (2) and (3) provide an example of the inconsistency of the above definition.

Instead, we define our single-qubit cloner as follows.

**Definition 1.** Let $\rho_{AB}$ be a state on a bipartite system $AB$. Let $\rho_B$ be the reduced density matrix of $B$. Then applying the cloner to $B$ yields

$$\rho_{AB} \mapsto \rho_{AB} \otimes \rho_B.$$  

In particular, for pure input, we have $|\psi_{AB}\rangle\langle\psi_{AB}| \mapsto |\psi_{AB}\rangle\langle\psi_{AB}| \otimes \rho_B$. Thus, this version of cloning maps pure states to mixed states in general. Furthermore, the clones are asymmetric. The cloner takes one qubit as input and produces two qubits as output. The two output qubits have identical reduced density matrices. However, one of the output qubits retains all the entanglement that the input qubit had with other systems, whereas the other qubit is unentangled with anything else. By monogamy of entanglement it is impossible for both outputs to retain the entanglement that the input qubit had.

It is worth noting that the addition of nonlinear dynamics, and cloning in particular, breaks the equivalence between density matrices and probabilistic ensembles of pure states. Here, we take density matrices as the fundamental objects in terms of which our generalized quantum mechanics is defined.

In analyzing a model of computation involving cloning, we will treat the cloning operation as an additional gate, with the same “cost” as any other. In circuit diagrams, we denote the cloning gate as follows.
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This notation reflects the asymmetric nature of our cloning gate; the arrow indicates the output qubit that retains the entanglement of the input qubit.

6.1 Grover Search using Quantum Cloning

Cloning is a nonlinear map on quantum states. As argued by Abrams and Lloyd [10], one can solve Grover search on a database of size $N$ using $O(1)$ oracle queries and $O(\log N)$ applications
of $S$, for any nonlinear map $S$ from pure states to pure states, except perhaps some pathological cases. Here, with theorem 6, we have formalized this further, showing that this holds as long as $S$ is differentiable. However, the cloning gate considered here maps pure states to mixed states. Therefore, this gate requires a separate analysis. We cannot simply invoke theorem 6.

For the design of nonlinear Grover search algorithms it is helpful to have a nonlinear map from a fixed state space to itself. To this end, we consider circuits of the following form, which implement nonlinear maps from the space of possible density matrices of a qubit to itself.

Here, one clones the input qubit, performs some unitary $U$ between the two resulting copies, and lastly discards one of the qubits.

With a small amount of trial and error one can find a choice of $U$ which enables single-query Grover search using an analogue of the Abrams-Lloyd algorithm. Specifically, we choose $U$ to be the controlled-not gate. That is, let

$$
\mathcal{M} = \begin{pmatrix}
    r_{00} & r_{01} \\
    r_{10} & r_{11}
\end{pmatrix}.
$$

$\mathcal{M}$ is a quadratic map on density matrices. By direct calculation

$$
\mathcal{M} \left( \begin{pmatrix} r_{00} & r_{01} \\ r_{10} & r_{11} \end{pmatrix} \right) = \begin{pmatrix}
    r_{00}^2 + r_{00} r_{11} & r_{01}^2 + r_{01} r_{10} \\
    r_{10}^2 + r_{10} r_{01} & r_{11} + r_{11} r_{00}
\end{pmatrix}.
$$

(123)

One can find the fixed points of $\mathcal{M}$ by solving the system of four quadratic equations implied by $\mathcal{M}(\rho) = \rho$. The solutions are as follows.

$$
r_{10} = 1 - r_{01}, \quad r_{11} = 1 - r_{00} \quad (124)
$$

$$
r_{00} = 0, \quad r_{10} = 1 - r_{01}, \quad r_{11} = 0 \quad (125)
$$

$$
r_{01} = 1, \quad r_{10} = 0, \quad r_{11} = 1 - r_{00} \quad (126)
$$

$$
r_{00} = r_{01} = r_{10} = r_{11} = 0 \quad (127)
$$

The solutions (125) and (127) are traceless and therefore unphysical. Solution (126) is an arbitrary mixture of $|0\rangle$ and $|1\rangle$. That is,

$$
\rho_{r} = \begin{pmatrix} r & 0 \\ 0 & 1 - r \end{pmatrix} \quad \text{is a fixed point for all } r \in [0,1]. \quad (128)
$$

As a matrix, the solution (124) is

$$
\rho_{a,b} = \begin{pmatrix} a & b \\ 1 - b & 1 - a \end{pmatrix}. \quad (129)
$$
This is only Hermitian if $b = (1 - b)^*$, which implies that $b = \frac{1}{2} + \alpha i$ for some $\alpha \in \mathbb{R}$. However, if $\alpha \neq 0$ then $\rho_{a,b}$ fails to be positive semidefinite, which is unphysical. Thus, $b = \frac{1}{2}$. The eigenvalues of $\rho_{a,1/2}$ are

$$\frac{1}{2} \pm \sqrt{\frac{1 + 2a(a - 1)}{2}}. \quad (130)$$

Thus, unless $a = \frac{1}{2}$, the largest eigenvalue of $\rho_{a,1/2}$ exceeds one, which is unphysical. So, the only physical fixed point other than $\rho_r$ is

$$\rho_+ = \left[ \begin{array}{ccc} \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{array} \right] = |+\rangle\langle+. \quad (131)$$

Numerically, one finds that $\rho_r$ is an attractive fixed point and $\rho_+$ is a repulsive fixed point. Let

$$\rho_\epsilon = \left[ \begin{array}{ccc} \frac{1}{2} & \frac{1}{2} & \frac{1}{2} - \epsilon \\ \frac{1}{2} - \epsilon & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{array} \right] = (1 - \epsilon)|+\rangle\langle+| + \epsilon|\rangle\langle-|.$$  \quad (132)

Then,

$$\mathcal{M}(\rho_\epsilon) = \rho_{2\epsilon + O(\epsilon^2)}. \quad (133)$$

Consequently, $\mathcal{M}^r(\rho_\epsilon)$ is easily distinguishable from $\mathcal{M}^r(\rho_+) = \rho_+$ after $r = O(\log(1/\epsilon))$ iterations of $\mathcal{M}$.

Let $U_f$ be the standard Grover bit-flip oracle, which acts as $U_f |y\rangle|z\rangle = |y\rangle|z \oplus f(y)\rangle$ where $f : \{0,1\}^n \rightarrow \{0,1\}$. For simplicity we have restricted our attention to search problems which are promised to have exactly one solution or no solutions and our task is to determine which of these is the case. Note that 3SAT can be reduced to UNIQUE3SAT in randomized polynomial time [25]. Hence solving the Grover problem in poly(n) time when there is either exactly one solution or no solutions suffices to solve NP-hard problems in randomized polynomial time.

Now, consider the following circuit.

One sees that the bottom qubit emerges in the state $\rho_+$ if $f$ has no solution and emerges in the state $\rho_\epsilon$ with $\epsilon = \frac{1}{2\epsilon^2}$ if $f$ has one solution. By making one such query and then applying the map $\mathcal{M}$ a total of $O(n)$ times to the resulting state, one obtains single-qubit states in the no-solution and one-solution cases that are easily distinguished with high confidence using conventional quantum measurements.

It is interesting to note that probability distributions also cannot be cloned. The map $\vec{p} \mapsto \vec{p} \otimes \vec{p}$ on vectors of probabilities is nonlinear and hence does not correspond to any realizable stochastic process. Furthermore, one finds by a construction similar to the above that cloning of classical probability distributions also formally implies polynomial-time solution to NP-hard problems via logarithmic-complexity single-query Grover search. However, nonlinear maps on probabilities do not appear to be genuinely well-defined. Suppose we have probability $p_1$ of drawing from distribution $\vec{p}_1$ and probability $p_2$ of drawing from distribution $\vec{p}_2$. Normally this is equivalent to drawing from $p_1\vec{p}_1 + p_2\vec{p}_2$. However, if we apply a nonlinear map $\mathcal{M}$ then $\mathcal{M}(p_1\vec{p}_1 + p_2\vec{p}_2)$ is in general not equal to $p_1\mathcal{M}(\vec{p}_1) + p_2\mathcal{M}(\vec{p}_2)$. It is not clear that a well-defined self-consistent principle can be devised for resolving such ambiguities.
6.2 Superluminal Signaling using Quantum Cloning

Suppose Alice and Bob share an EPR pair $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$. If Alice wishes to transmit a zero she does nothing. If she wishes to transmit a one she measures her qubit in the computational basis. If Alice doesn’t measure then Bob’s reduced density matrix is maximally mixed. Hence if he makes several clones and measures them all in the computational basis he will obtain a uniformly random string of ones and zeros. If Alice does measure then Bob’s reduced density matrix is either $|0\rangle\langle 0|$ or $|1\rangle\langle 1|$, with equal probability. If he makes several clones and measures them all in the computational basis he will get 000... or 111..., with equal probability. Thus, by making logarithmically many clones, Bob can achieve polynomial certainty about the bit that Alice wished to transmit.

7 Postselection

In [9] it was shown that adding the ability to postselect a single qubit onto the state $|0\rangle$ to the quantum circuit model yields a model of computation whose power is equal to the classical complexity class PP. Furthermore, postselection onto $|0\rangle$ allows perfect superluminal signaling by postselected quantum teleportation. Here we consider a more general question: suppose we have the ability to postselect on some arbitrary but fixed $n$-qubit state $|\psi\rangle$. Does this still yield efficient means of solving problems in PP and sending superluminal signals? It is clear that one can use postselection onto $|\psi\rangle$ to simulate postselection onto $|0\rangle$ given a quantum circuit for a unitary $U$ such that $U|00\ldots 0\rangle = |\psi\rangle$. However, for a generic $n$-qubit state $|\psi\rangle$, no polynomial-size quantum circuit for this task exists. Nevertheless, in this section we show that, for Haar random (but fixed) $|\psi\rangle$, postselection onto $|\psi\rangle$ can with high probability be used to simulate postselection onto $|0\rangle$ with exponential precision.

We first note that the maximally entangled state of $2n$ qubits:

$$\Phi_{2n} = \sum_{x \in \{0,1\}^n} |x\rangle \otimes |x\rangle$$

(134)

can be prepared using $n$ Hadamard gates followed by $n$ CNOT gates. Postselecting the second tensor factor of $|\Phi_{2n}\rangle$ onto $|\psi\rangle$ yields $|\psi\rangle$ on the first tensor factor. In this manner, one may extract a copy of $|\psi\rangle$. We assume that $|\psi\rangle$ is Haar random but fixed. That is, each time one uses the postselection “gate,” one postselects onto the same state $|\psi\rangle$. Hence, using the above procedure twice yields two copies of $|\psi\rangle$. Applying $\sigma_x$ to one qubit of one of the copies of $|\psi\rangle$ yields a state $|\psi'\rangle = \sigma_x|\psi\rangle$. As shown below, the root-mean-square inner product between $|\psi\rangle$ and $|\psi'\rangle$ is of order $1/\sqrt{2^n}$. That is, they are nearly orthogonal. Thus, one can simulate postselection onto $|0\rangle$ with the following circuit.

Here, the top qubit gets postselected onto $|0\rangle$ with fidelity $1 - O(1/\sqrt{2^n})$, the middle register is discarded, and the bottom register is postselected onto $|\psi\rangle$, an operation we denote by $\boxed{|\psi\rangle}$. 
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Lastly, we prove the claim that the root-mean-square inner product between a Haar random \( n \)-qubit state \( |\psi\rangle \) and \( |\psi'\rangle = \sigma_x |\psi\rangle \) is of order \( 1/\sqrt{2^n} \). This mean-square inner product can be written as

\[
\bar{I} = \int dU |\langle 0 \ldots 0| U^\dagger \sigma_x U |0 \ldots 0\rangle|^2
\]

where \( \bar{a} \) indicates the result of flipping the first bit of \( a \), \( \bar{b} \) indicates the result of flipping the first bit of \( b \), and 0 in the subscripts is shorthand for the bit string \( 0 \ldots 0 \). (We arbitrarily choose the \( \sigma_x \) to act on the first qubit.)

Next we recall the following identity regarding integrals on the Haar measure over \( U(N) \). (See [26] or appendix D of [27].)

\[
\int dU U_{ij} U_{kl} U_{mn} U_{op}^\dagger = \frac{1}{N^2 - 1} \frac{1}{N(N^2 - 1)} (\delta_{ij} \delta_{km} \delta_{lo} + \delta_{ip} \delta_{kn} \delta_{mo}) - \frac{1}{N^2 - 1} \frac{1}{N^2 - 1} (\delta_{ij} \delta_{km} \delta_{lo} + \delta_{ip} \delta_{kn} \delta_{mo})
\]

Applying (137) to (136) shows that the only nonzero terms come from \( a = \bar{b} \) and consequently

\[
\bar{I} = \sum_{a \in \{0,1\}^n} \int dU U_{\bar{a} 0} U_{\bar{a} 0} U_{\bar{a} 0}^\dagger U_{\bar{a} 0}^\dagger
\]

\[
= \frac{N}{N^2 - 1} - \frac{1}{N^2 - 1}
\]

Consequently, the RMS inner product for large \( N \) is

\[
\sqrt{\bar{I}} \simeq \frac{1}{\sqrt{N}}
\]

Recalling that \( N = 2^n \) completes the argument.

8 General Nonlinearities

Our discussion of final-state projection models can be thought of as falling within a larger tradition of studying the information-theoretic and computational complexity implications of nonlinear quantum mechanics, as exemplified by [10, 19, 17, 18]. A question within this subject that has been raised multiple times [10, 19] is whether all nonlinearities necessarily imply that Grover search can be solved with a single query. In this section we shed some light on this question. However, note that the setting differs from that of section 4.3 in that (following [10, 19]) we assume the nonlinear map is the same each time, and we can apply it polynomially many times. Section 4.3 we have included the possibility that black holes (and the nonlinear maps that they generate) are scarce and that they may differ from one another.

We first note that, for dynamics that map normalized pure states to normalized pure states, the terms nonunitary and nonlinear are essentially interchangeable. Let \( V \) be the manifold of normalized vectors on a complex Hilbert space \( \mathcal{H} \), which could be finite-dimensional or infinite-dimensional. Let \( S : V \to V \) be a general map, not necessarily linear or even continuous. We’ll call \( S \) a unitary
map if it preserves the magnitude of inner products. That is, $|\langle S\psi|S\phi\rangle| = |\langle \psi|\phi\rangle|$ for all $|\phi\rangle, |\psi\rangle \in \mathcal{H}$. Wigner’s theorem [28] states that all unitary maps are either unitary linear transformations, or antiunitary antilinear transformations. (Antiunitary transformations are equivalent to unitary transformations followed by complex conjugation of all amplitudes in some basis.) Extending quantum mechanics by allowing antiunitary dynamics does not affect computational complexity, as can be deduced from [29]. Thus, without loss of generality, we may ignore antiunitary maps. Hence, within the present context, if a map is unitary then it is linear. Conversely, by linear algebra, if map $S$ is linear, and maps $V \rightarrow V$, i.e. is norm-preserving, then it is also inner-product preserving, i.e. unitary.

A standard version of the Grover problem is, for some function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, to decide whether the number of solutions to $f(y) = 1$ is zero or one, given that one of these is the case. The search problem of finding a solution is reducible to this decision problem with logarithmic overhead via binary search. In [10] Abrams and Lloyd show how to solve the decision version of Grover search using a single quantum query to $f$ and $O(n)$ applications of a single-qubit nonlinear map. This suffices to solve NP in polynomial time. We now briefly describe their algorithm. In contrast to section 4.3, it is more convenient here to assume a bit-flip oracle rather than a phase-flip oracle. That is, for $y \in \{0, 1\}^n$ and $z \in \{0, 1\}$ the oracle $O_f$ acts as

$$O_f |y\rangle z = |y\rangle z \oplus f(y).$$

Querying the oracle with the state $\frac{1}{\sqrt{2^n}} \sum_{y \in \{0, 1\}^n} |y\rangle |0\rangle$ yields $\frac{1}{\sqrt{2^n}} \sum_{y \in \{0, 1\}^n} |y\rangle |f(y)\rangle$. Applying a Hadamard gate to each qubit of the first register and measuring the first register in the computational basis yields the outcome $00\ldots0$ with probability at least $\frac{1}{4}$. Given that this occurs, the post-measurement state of the second register is

$$|\psi_s\rangle = \frac{(2^n - s)|0\rangle + s|1\rangle}{\sqrt{(2^n - s)^2 + s^2}},$$

where $s$ is the number of solutions, i.e. $s = |f^{-1}(1)|$. Thus, we can solve the Grover search problem by distinguishing two exponentially-close states, namely $|\psi_0\rangle$ and $|\psi_1\rangle$. For the particular nonlinear map on the manifold of normalized pure single-qubit states considered in [10], a pair of states $\epsilon$-close together can be separated to constant distance by iterating the map $O(\log(1/\epsilon))$ times.

We now show that any differentiable nonlinear map from pure states to pure states on any finite-dimensional Hilbert space can achieve this. (See theorem 6.) Let $V^{(n)}$ be the manifold of normalized pure states on $\mathbb{C}^n$. Thus, $V^{(n)}$ is a $2n-1$ dimensional real closed compact manifold. For points $a, b$ on $V^{(n)}$ let $|a-b|$ denote their distance. (Our choice of distance metric is not important to the argument, but for concreteness, we could choose the angle between quantum states, that is, $|a-b| = \cos^{-1} |\langle a|b\rangle|$. That this is a metric is proven in section 9.2.2 of [22].)

**Theorem 6.** Let $S : V^{(n)} \rightarrow V^{(n)}$ be a differentiable map, that is, a self-diffeomorphism of $V^{(n)}$. Let $r = \max_{a, b \in V^{(n)}} \frac{|S(a) - S(b)|}{|a-b|}$. Then there exists some sufficiently short geodesic $l$ in $V^{(n)}$ such that for all $x, y \in l$, $\frac{|S(x) - S(y)|}{|x-y|} \geq r$.

**Proof.** Choose two points $x, y$ on $V^{(n)}$ that maximize the ratio $r = \frac{|S(x) - S(y)|}{|x-y|}$. By assumption, $S$ is not unitary, so not all distances are preserved. Because $S$ is a map from $V^{(n)}$ to another manifold of equal volume (namely $V^{(n)}$ itself) it cannot be that all distances are decreased. Thus,
this maximum ratio must be larger than one. The extent that this ratio exceeds one quantifies the deviation from unitarity.

Now, consider the geodesic $g$ on $V(n)$ from $x$ to $y$. Because it is a geodesic, $g$ has length $|x - y|$. Now consider the image of $g$ under the map $S$. Because $S$ is a continuous map, $S(g)$ will also be a line segment. By the construction, the endpoints of $S(g)$ are distance $r|x - y|$ apart. Therefore, the length of $S(g)$, which we denote $|S(g)|$, satisfies $|S(g)| \geq r|x - y|$, with equality if $S(g)$ happens to also be a geodesic. Thus, $S$ induces a diffeomorphism $S_g$ from the line segment $g$ to the line segment $S(g)$, where $|S(g)|/|g| \geq r$. Because $S_g$ is a diffeomorphism it follows that on any sufficiently small subsegment of $g$ it acts by linearly magnifying or shrinking the subsegment and translating to some location on $S(g)$. Because $|S(g)|/|g| \geq r$ it follows that there exists some subsegment $l$ such that this linear magnification is by a factor of at least $r$. (There could be some subsegments that grow less than this or even shrink, but if so, others have to make up for it by growing by a factor of more $|S(g)|/|g|$.)

We now argue that the existence of $l$ suffices to ensure success for the Abrams-Lloyd algorithm. Let $f$ denote the “magnification factor” that $S$ induces on $l$. According to theorem 6, $f \geq r$. We are interested in asymptotic complexity, so the distance $\epsilon$ between $|\psi_0\rangle$ and $|\psi_1\rangle$ is asymptotically small. Therefore, we assume $\epsilon$ is smaller than the length of $l$. So, we can append ancilla qubits and apply a unitary transformation such that the resulting isometry maps $|\psi_0\rangle$ and $|\psi_1\rangle$ to two points $|\phi_0^{(0)}\rangle$ and $|\phi_1^{(0)}\rangle$ that lie on $l$. We then apply $S$, resulting in the states $|\phi_0^{(1)}\rangle$ or $|\phi_1^{(1)}\rangle$, which have distance $f \epsilon$. If $f \epsilon$ is larger than the length $l$ then we terminate. Because we have a fixed nonunitary map, the distance between our states is now a constant (independent of $\epsilon$ and hence of the size of the search space). If $f \epsilon$ is smaller than the length of $l$, then we apply a unitary map that takes $|\phi_0^{(1)}\rangle$ and $|\phi_1^{(1)}\rangle$ back onto $l$ and apply $S$ again. We then have states $|\phi_0^{(2)}\rangle$ and $|\phi_1^{(2)}\rangle$ separated by distance $f^2 \epsilon$. We then iterate this process until we exceed the size $l$, which separates the states to a constant distance and uses $\log_f(1/\epsilon)$ of the nonunitary operations. States with constant separation can be distinguished within standard quantum mechanics by preparing a constant number of copies and collecting statistics on the outcomes of ordinary projective measurements.

### 9 Discussion and Open Problems

We have shown that in the context of the models considered here, no-signaling implies the $\Omega(\sqrt{N})$ query lower bound for Grover search and vice-versa. It is interesting to ask whether this connection holds more generally. There is a substantial literature on generalizations of quantum mechanics which could be drawn upon to address this question. In particular, one could consider the generalized probabilistic theories framework of Barrett [30], or the category-theoretic framework of Abramsky and Coecke [31].

In our analysis, we have focused on query complexity of search. In many contexts, one also is interested in the time complexity. One constraint in this regard is that, in our protocol for Grover search on $N$ items, we collapse the entire quantum state of $n = \log_2 N$ qubits into a black hole and then wait for the black hole to entirely evaporate after each query. The entropy of a black hole is proportional to the square of its mass. Thus, for the black hole to store $n$ qubits, one requires its mass to scale at least as $\sqrt{n}$. The black hole evaporation time scales as the cube of its mass, and thus each application of a black hole dynamics requires time scaling at least as $n^{3/2} = \log_2^{3/2} N$. 


Hence the asymptotic scaling of black hole evaporation times adds only a polylogarithmic factor to the time complexity of the search algorithm\textsuperscript{12}.

A more significant consideration regarding time complexity is the question of whether the Hawking radiation can be suitably decoded in reasonable time, that is, by quantum circuits of polynomially many gates. (This is a question about the number of elementary quantum gates needed to implement the unitary operations in between oracle queries and black hole queries. In section 4.3 these unitary operations are absorbed into the definition of $S_1, \ldots, S_q$.) Indeed, it has been proposed by Harlow and Hayden [32] that such decoding operations may require exponentially many quantum gates. If the Harlow-Hayden argument is correct, then exponential improvement in query complexity for search does not imply exponential improvement in time-complexity. We emphasize however that query complexity sets a lower bound on time complexity, and therefore the reverse implication still holds, namely exponential improvement in time complexity implies exponential improvement in query complexity, which in the models we considered implies superluminal signaling.

Additionally, we point out that although the main thrust of our results is to argue for the implausibility of using black holes to speed up Grover search based on the no-signaling principle, there are other independent questions regarding the feasibility of computational advantage through final-state projection and other forms of non-unitary quantum mechanics. In particular, the issue of fault-tolerance in modified quantum mechanics remains largely open, although some discussion of this issue appears in [10, 19, 12].

Lastly, there are proposed modifications of quantum mechanics whose interpretation or subsystem structure are not yet clear. These include the Newton-Schrödinger equation [33], quaternionic quantum mechanics [34], and the Papadodimas-Raju state-dependence model of black hole dynamics [4, 8, 35]. In these cases the investigation of computational and communication properties is inseparably tied with the fundamental questions about the physical interpretations of these models. Possibly, such investigation could help shed light on these fundamental questions.

Acknowledgments: We thank Patrick Hayden, David Meyer, and Andrew Childs for useful discussions. Portions of this paper are a contribution of NIST, an agency of the US government, and are not subject to US copyright. Ning Bao is supported by the DuBridge Postdoctoral Fellowship, and also by the Institute for Quantum Information and Matter, an NSF Physics Frontiers Center (NFS Grant PHY-1125565) with support of the Gordon and Betty Moore Foundation (GBMF-12500028). Adam Bouland was supported in part by the National Science Foundation Graduate Research Fellowship under Grant No. 1122374, by the Center for Science of Information (CSoI), an NSF Science and Technology Center, under grant agreement CCF-093937, and by Scott Aaronson’s NSF Waterman award. N. B. and A. B. would also like to thank QuICS for their hospitality during the completion of this project.

\textbf{A Channel Capacity and Total Variation Distance}

Alice wishes to transmit a message to Bob. If she sends zero Bob receives a sample from $p(B|0)$ and if she sends one Bob receives a sample from $p(B|1)$. Here, $B$ is a random variable on a finite

\textsuperscript{12}We thank David Meyer for raising this point.
state space $\Gamma = \{0, 1, \ldots, d-1\}$. The only thing we know about this channel is that

$$|p(B|0) - p(B|1)| = \delta,$$

where $|\cdot|$ denotes the total variation distance (i.e. half the $l_1$ distance). In this section we derive an upper bound on the channel capacity as a function of $\delta$. Specifically, we show that the (asymptotic) capacity $C$ obeys

$$C \leq \delta - \delta \log_2 \delta. \quad (144)$$

Any strategy that Bob could use for decoding Alice’s message corresponds to a decomposition of $\Gamma$ as

$$\Gamma = \Gamma_0 \sqcup \Gamma_1 \quad (145)$$

where $\Gamma_0$ are the outcomes that Bob interprets as zero and $\Gamma_1$ are the outcomes that Bob interprets as one.

From (143) it follows that

$$|p(b \in \Gamma_0|A = 0) - p(b \in \Gamma_0|A = 1)| \leq \delta. \quad (146)$$

(The defining property of total variation distance is that this holds for any set $\Gamma_0$.)

Let $F = 0$ whenever $B \in \Gamma_0$ and $F = 1$ whenever $B \in \Gamma_1$. That is, the random variable $F$ is Bob’s guess as to Alice’s message. By standard Shannon theory [36], the channel capacity is the mutual information $I(F; A)$ maximized over Alice’s choice of $p(A)$.

From (146) it follows that

$$|p(F|A = 0) - p(F|A = 1)| \leq \delta. \quad (147)$$

Let $p_\alpha$ be the probability distribution

$$p_\alpha(F) = \alpha p(F|A = 0) + (1 - \alpha)p(F|A = 1) \quad (148)$$

for some $\alpha \in [0, 1]$. From the elementary properties of total variation distance it follows that

$$|p_\alpha(F) - p(F|A = 0)| \leq \delta \quad (149)$$

and

$$|p_\alpha(F) - p(F|A = 1)| \leq \delta \quad (150)$$

for any choice of $\alpha$. In particular, we may set $\alpha = p(A = 0)$, in which case we have

$$|p(F) - p(F|A = 0)| \leq \delta \quad (151)$$

$$|p(F) - p(F|A = 1)| \leq \delta \quad (152)$$

Next, we recall the Fannes inequality. This says that for any two density matrices $\rho, \sigma$ on a $d$-dimensional Hilbert space whose trace distance satisfies $T \leq 1$,

$$|S(\rho) - S(\sigma)| \leq T \log_2 d - T \log_2 T. \quad (153)$$

Specializing to the special case that $\sigma$ and $\rho$ are simultaneously diagonalizable, one obtains the following statement about classical entropies.
Corollary 1. Let \( p \) and \( q \) be two probability distributions on a state space of size \( d \). Let \( T \) be the total variation distance between \( p \) and \( q \). Suppose \( T \leq \frac{1}{e} \). Then

\[
|H(p) - H(q)| \leq T \log_2 d - T \log_2 T.
\]

(154)

Applying corollary 1 to (151) and (152) yields

\[
|H[p(F)] - H[p(F|A = 0)]| \leq \delta - \delta \log_2 \delta
\]

(155)

\[
|H[p(F)] - H[p(F|A = 1)]| \leq \delta - \delta \log_2 \delta.
\]

(156)

Thus,

\[
I(F; A) = H(F) - H(F|A)
\]

(157)

\[
= H[p(F)] - p(A = 0)H[p(F|A = 0)] - p(A = 1)H[p(F|A = 1)]
\]

(158)

\[
\leq \delta - \delta \log_2 \delta,
\]

(159)

which completes the derivation.
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