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Abstract—Subband coders have been used in the past to decompose a signal into subbands. The signals in each subband are quantized before transmission. The problem of optimal bit allocation involves allocating bits to the individual quantizers from a fixed budget so as to minimize the overall reconstruction error variance. The problem has been addressed in the past for two cases, namely orthogonal transform coding, and ideal brick-wall filtering. Both of these are special cases of the so-called “paraunitary” filter banks. The results which were proved for these special cases have been used without proof for other nonparaunitary subband coding schemes. We present here a formal proof that these bit-allocation results hold for the entire class of paraunitary subband coders. Next, we address the problem of finding an optimal paraunitary subband coder, so as to maximize the coding gain of the system.

We then analyze the bit-allocation problem for the case of paraunitary tree-structured filter banks, such as those used for generating orthonormal wavelets. The even more general case of nonuniform filter banks is next considered. In all cases we show that under optimal bit allocation, the variance of the errors introduced by each of the quantizers have to be equal. Expressions for coding gains for these systems have also been derived.

I. INTRODUCTION

TRANSFORM coding and subband coding are well-known techniques for efficiently encoding data [1]-[5]. They are used in data compression of speech, image, and other random signals. Consider the subband coding scheme shown in Fig. 1. In this scheme, the input signal \( x(n) \) is split into \( M \) subbands in the frequency domain by a bank of filters called the analysis filters. The outputs of these filters are band limited, and hence we can subsample them. This is indicated by boxes with \( \downarrow M \). The signals in each of the subbands are then independently quantized and transmitted. At the receiving end, the sampling rates in each of the subbands are increased once again to their original value by the interpolators (indicated by \( \uparrow M \)). They are then passed through the synthesis filters. The outputs of the synthesis filters are combined to give the reconstructed signal \( y(n) \).

Another way of representing the same scheme is shown in Fig. 2. In this figure, \( E(z) \) and \( R(z) \) are the polyphase matrices [6] corresponding to the analysis and synthesis filters, respectively. The sequence \( x(n) \) is divided into nonoverlapping blocks of data by grouping together \( M \) successive samples. These samples form the components of the vector \( x(n) \) which is termed the \( M \)-fold blocked version of \( x(n) \). Formally, we write

\[
x^T(n) = [x(nM)x(nM - 1) \cdots x(nM - M + 1)].
\]

Each of these blocks or vectors is encoded by the linear transformation \( E(z) \). The \( M \) outputs, i.e., the components of the vector \( v(n) \) are the subband signals which are quantized and transmitted. At the receiver, the received vector \( u(n) \) is passed through the transformation \( R(z) \). The output \( y(n) \) is “unblocked” to give the reconstructed sequence \( y(n) \). A special case of this scheme is the transform coding scheme [1], [2] which we shall now review.

A. Transform Coding

In a traditional transform coding scheme, the polyphase matrices \( E(z) \) and \( R(z) \) mentioned earlier are chosen to be
constant matrices. The matrix at the transmitting end is often chosen to be an orthogonal matrix (A say), so that if the matrix $A^T$ is used at the receiver, the system becomes a perfect reconstruction system (i.e., $y(n) = x(n)$) in the absence of quantizers. In the presence of quantizers, a natural objective in such a coding system is to minimize the reconstruction error between the input and the output. The variance of the reconstruction error is chosen as a natural objective in such a coding system is to minimize the reconstruction error between the input and the output. Thus defines the error vector to be the difference between the input vector and the output vector, i.e.,

$$r(n) = y(n) - x(n).$$

(1.2)

Assuming this error to be a zero-mean, wide-sense stationary (abbreviated WSS) vector process, the reconstruction error variance is

$$\sigma_r^2 = \left( \frac{1}{M} \right) E[r^T(n)r(n)].$$

(1.3)

In a conventional pulse code modulation (PCM) scheme, the input samples are independently quantized and transmitted over the channel. This is equivalent to making the transform matrix in Fig. 2 an identity matrix. The coding gain [2] of the transform coding system is defined as the ratio of the error variance in a PCM system to the error variance in the transform coding system, i.e.,

$$G_{TC} = \frac{\sigma_r^2,_{PCM}}{\sigma_r^2,_{TC}}.$$  

(1.4)

Now let us turn to the individual quantizers. Let $R_i$ be the number of bits allocated to the quantizer $Q_i$ and let $\sigma_r^2,_{Q_i}$ be the variance of the input to that quantizer. The range of values that the input to the quantizer can take is divided into $2^8$ intervals. The weight of the most significant bit is taken to be proportional to $\sigma_r$, so that the probability of overflow is the same for each $i$. The variance of the error introduced by the $i^{th}$ quantizer is then given as [2]

$$\sigma_i^2 = \epsilon^2 2^{-2R_i} \sigma_r^2,$$  

(1.5)

where $\epsilon$ is a constant. Now, suppose the total number of bits available for quantizing all the $M$ subband signals is fixed, i.e.,

$$R = (R_0 + R_1 + R_2 + \cdots + R_{M-1})/M = \text{constant}.$$  

(1.6)

The design issues in the transform coding scheme then are:

1) How does one allocate bits to the individual quantizers under the constraint imposed by (1.6), and

2) How does one choose the orthogonal transformation $A$ so as to maximize the coding gain of the system?

In the case of the transform coding schemes it has been shown [1], [2] that the optimal allocation of bits is that which makes all the individual quantizer error variances equal. Under optimal bit allocation, it has also been shown [2], that the coding gain of the system becomes

$$G_{TC} = \frac{(1/M) \left( \sum_{k=0}^{M-1} \sigma_k^2 \right)^{1/M}}{\left( \prod_{k=0}^{M-1} \sigma_{Q_k}^2 \right)^{1/M}}.$$  

(1.7)

which is the ratio of the arithmetic mean to the geometric mean of the $\sigma_k^2$. This is maximized if the transform matrix $A$ is the Karhunen-Loeve transform (KLT) [2].

B. Paraunitary Filter Banks

A linear transformation $E(z)$ is said to be paraunitary if it satisfies [6]

$$\tilde{E}(z)E(z) = I.$$  

(1.8)

where $\tilde{E}(z)$ is obtained from $E(z)$ by conjugating, transposing, and replacing $z$ by $z^{-1}$. The paraunitary property is essentially an extension of the unitary property to linear, time-invariant systems with memory. Paraunitary transformations are important in subband coding because the subband coding system shown in Fig. 2 can be made to have perfect reconstruction property (in the absence of quantizers) by choosing the matrix $E(z)$ to be paraunitary, and choosing $R(z)$ to be $E(z)$ [7]. The analysis and synthesis filters are then related as $F_i^a(z) = F_i^s(z)$. Second, it has been shown [6] that paraunitary transformations can be realized using lattice/cascade structures. In the case of the paraunitary subband coding system we define the coding gain in a likewise manner, i.e.,

$$G_{PU} = \frac{\sigma_r^2,_{PCM}}{\sigma_r^2,_{PU}}.$$  

(1.9)

One can ask questions similar to those asked before, namely,

1) How does one allocate bits to the quantizers, and

2) How does one choose the paraunitary transformation $E(z)$ so as to maximize the coding gain?

The transform coding scheme discussed previously is one special case of paraunitary subband coders. Now consider ideal subband coders (using brickwall filters as shown in [4, fig.7.46]). This can also be shown (by invoking [7, eq. (36)]) to be a special case of paraunitary subband coders. In this case too, under optimal bit allocation, (1.7) holds [2]. Equation (1.7) has been used without proof in the context of lapped orthogonal transform (LOT) in [8] also, which are a special case of paraunitary systems.

The problem of optimal bit allocation itself has been mentioned in [3], [9]-[11] for nonparaunitary subband coders. In this paper, we derive conditions for bit-allocation optimality of general paraunitary subband coders, and formally prove that a result similar to (1.7) holds for this entire class. We also address the problem of finding the optimal paraunitary transformation so as to maximize the coding gain. Next we consider the bit-allocation prob-
lem in the context of paraunitary tree-structured filter banks such as those used for generating wavelets [12], [13]. Our final extension of this analysis is to the case of general non-uniform filter banks.

Notations and Definitions: The notations used in this paper are as follows: Boldfaced quantities denote matrices and vectors, as in \( E \) or \( x \). \( A^T \) denotes the transpose of the matrix \( A \). \( \det(A) \) denotes the determinant of the matrix \( A \). The tilde notation, as in \( \tilde{E}(z) \), stands for conjugation of coefficients followed by transposition, followed by replacing \( z \) by \( z^{-1} \). As defined earlier, a matrix \( E(z) \) is said to be paraunitary if it satisfies (1.8). Note that if \( E(z) \) is a square paraunitary matrix, it also satisfies

\[
E(z)E(z) = I. \tag{1.10}
\]

We shall deal with FIR matrices with real coefficients. The FIR nature is required if we constrain both the analysis and synthesis filters to be stable [6]. Let \( N \) be the order of \( E(z) \):

\[
E(z) = e(0) + e(1)z^{-1} + e(2)z^{-2} + \cdots + e(N)z^{-N}. \tag{1.11}
\]

Therefore,

\[
\tilde{E}(z) = e^T(0) + e^T(1)z + e^T(2)z^2 + \cdots + e^T(N)z^N. \tag{1.12}
\]

Expressed in time-domain the square paraunitary relations (1.8) and (1.10) imply

\[
\sum_m e^T(m - l)e(m) = \delta(l)I \tag{1.13}
\]

\[
\sum_m e^T(m - l)e^T(m) = \delta(l)I. \tag{1.14}
\]

All signals considered are real. A random process \( x(n) \) is said to be WSS if \( E[x(n)] = m_x \), independent of \( n \), and

\[
E[x(n)x^T(n - k)] = R(k) \quad \text{for all } n, k. \tag{1.15}
\]

A random process \( x(n) \) is cyclo-wide-sense stationary with a period \( M \), abbreviated as (CWSS)_M, if its \( M \)-fold blocked version \( x(n) \) as defined in (1.1) is a WSS vector process. Conversely, if \( x(n) \) is a WSS vector process, then the sequence \( x(n) \) obtained by unblocking it is (CWSS)_M. A vector process \( p(n) \) of size \( ML \) is said to be a \( M \)-fold blocked version of another vector process \( s(n) \) of size \( L \) if they are related as

\[
p^T(n) = [s^T(nM)s^T(nM - 1) \cdots s^T(nM - M + 1)]. \tag{1.16}
\]

We say a vector process \( s(n) \) is (CWSS)_M if its \( M \)-fold blocked version \( p(n) \) as defined above is a WSS vector process. Let \( R(z) \) be a multi-input multi-output system. The matrix \( B(z) \) is called the \( M \)-fold blocked version of the matrix \( R(z) \) if

\[
B(z) = \begin{bmatrix}
R_0(z) & R_1(z) & R_2(z) & \cdots & R_M(z)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
z^{-1}R_{M-1}(z) & R_0(z) & R_1(z) & \cdots & R_M(z)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
z^{-1}R_{M-2}(z) & z^{-1}R_{M-1}(z) & \cdots & R_0(z) & R_1(z)
\end{bmatrix}
\]

\[
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots
\]

\[
z^{-1}R_0(z) \quad \cdots \quad \cdots \quad \cdots \quad \cdots \quad \cdots \quad \cdots \quad R_M(z)
\]  \tag{1.17}

where \( R(z) \) are the polyphase components [6] of the original matrix \( R(z) \), given by

\[
R(z) = R_0(z^M) + z^{-1}R_1(z^M) + z^{-2}R_2(z^M) + \cdots + z^{-(M-1)}R_{M-1}(z^M). \tag{1.18}
\]

The reason for calling \( B(z) \) the blocked version of \( R(z) \) is as follows. Let \( s(n) \) be an input to the system \( R(z) \), and let \( y(n) \) be the corresponding output. Let \( p(n) \) be the \( M \)-fold blocked version of \( s(n) \) as in (1.16), and let \( y_B(n) \) be the \( M \)-fold blocked version of \( y(n) \). Then it can be verified that the input \( p(n) \) to the system \( B(z) \) produces the output \( y_B(n) \). The proof of this when \( R(z) \) is a scalar can be found in [14], and the case where \( R(z) \) is a matrix is a straightforward generalization of this proof.

In the figures, the acronym MIMO stands for multi-input, multi-output. LTI stands for linear time invariant. Boxes with \( \downarrow M \) and \( \uparrow L \) stand for decimation by a factor \( M \) and interpolation by a factor \( L \), respectively, as defined in [6].

II. Paraunitary Subband Coders

The two design issues can be considered separately. First, we present a strategy for optimal bit allocation so as to minimize the reconstruction error variance. This bit allocation will hold irrespective of the paraunitary transformation used. We will then deal with the problem of finding an optimal FIR paraunitary transformation \( E(z) \).

A. Bit Allocation Result

First we prove the following lemma:

**Lemma I:** Consider a paraunitary multi-input multi-output system \( E(z) \). Let \( x(n) \), the input to this system, be a zero-mean WSS vector process, and let \( y(n) \) be the output vector. Then,

\[
E[x^T(n)x(n)] = E[y^T(n)y(n)]. \tag{2.1}
\]

**Proof:** Let \( S_{xx}(e^{j\omega}) \) and \( S_{yy}(e^{j\omega}) \) be the power spectra of the vector sequences \( x(n) \) and \( y(n) \). Then,

\[
S_{yy}(e^{j\omega}) = E(e^{j\omega})S_{xx}(e^{j\omega})E^*(e^{j\omega}). \tag{2.2}
\]

Since

\[
tr[E(e^{j\omega})S_{xx}(e^{j\omega})E^*(e^{j\omega})] = tr[E^*(e^{j\omega})E(e^{j\omega})S_{xx}(e^{j\omega})]
\]
we have
\[ tr \{ S_p(e^{j\omega}) \} = tr \{ S_x(e^{j\omega}) \}. \]  
(2.3)

Integrating the diagonal terms on both sides of the above equation gives us the required result.

Now consider the system shown in Fig. 2. \( x(n) \) and \( y(n) \), both vectors of size \( M \), are the blocked versions of \( x(n) \) and \( y(n) \), respectively. Let the quantizers be modeled as zero-mean, WSS noise sources, uncorrelated with the input. Note that we do not assume the noise sources to be white or mutually uncorrelated. Let the total number of bits allocated to all the quantizers be fixed (1.6).

**Theorem 1:** Let \( E(z) \) be a FIR paraunitary matrix and let \( R(z) = \hat{E}(z) \). Then the reconstruction error variance of the system in Fig. 2 is minimized when the variances \( \sigma^2_i \) of the errors introduced by each of the quantizers are equal, i.e., \( \sigma^2_i = \sigma^2 \) for all \( i \).

**Proof:** Let \( q(n) = u(n) - \nu(n) \) and \( r(n) = y(n) - x(n) \). Here, \( q(n) \) is the vector whose individual components are the quantizer errors, and \( r(n) \) is the reconstruction error vector. So \( r(n) \) is the output of \( E(z) \) in response to \( q(n) \), or, equivalently, \( q(n) \) is the output of the system \( E(z) \) in response to the input \( r(n) \). Hence using (1.1) we have
\[ q(n) = \sum_{n=0}^{N} e(m)r(n - m). \]  
(2.4)

Therefore, applying Lemma 1,
\[ E[q^T(n)q(n)] = E[r^T(n)r(n)]. \]  
(2.5)

From the definition of \( q(n) \), we have
\[ E[q^T(n)q(n)] = \sum_{i=0}^{M-1} \sigma^2_i. \]  
(2.6)

so that \( E[r^T(n)r(n)] = \sum_{i=0}^{M-1} \sigma^2_i \). Our problem is therefore to minimize \( \sum_{i=0}^{M-1} \sigma^2_i \). Since the \( \sigma^2_i \) depend only on the input statistics and the paraunitary transformation \( E(z) \), we can show (using (1.5)) that (1.6) is equivalent to the condition \( \left( \prod_{i=0}^{M-1} \sigma^2_i \right)^{1/M} = constant \). We know [15] that the arithmetic mean of a set of nonnegative numbers is always greater than or equal to their geometric mean, i.e.,
\[ \sum_{i=0}^{M-1} \sigma^2_i \geq \left( \prod_{i=0}^{M-1} \sigma^2_i \right)^{1/M} = \sigma^2 \]  
with equality if and only if the \( \sigma^2_i \) are the same for all \( i \).

Thus the above \( \Sigma \sigma^2_i \) in (2.6) is minimized if and only if all the \( \sigma^2_i \) are equal, i.e.,
\[ \sigma^2_1 = \sigma^2_2 = \sigma^2_3 = \cdots = \sigma^2_{M-1}. \]  
(2.7)

We can therefore show that the following is the optimal bit allocation:
\[ R_e = R + (1/2) \log_2 \left( \prod_{i=0}^{M-1} \sigma^2_i \right)^{1/M}. \]  
(2.8)

In [2], [3], it was shown that the above equation holds for two special cases of paraunitary transformations. One must remember that it assumes high bit rates.

**B. Optimal Paraunitary Transforms**

This problem has been mentioned in literature for a few special types of paraunitary transformations. In [8], the author has dealt with the problem in context of the LOT, which are degree one paraunitary transformations with a particular form. A more recent work [16] deals with the extended lapped transform (ELT) which are paraunitary transformations of higher degrees, but again constrained to take a special form. By optimizing the filter responses, the author demonstrates coding gains approaching those of filter banks with ideal (brick-wall) filters. However, optimizing the filter responses is not necessarily the appropriate strategy, because ideal filters need not necessarily maximize the coding gain. To see this consider, by way of an example, a power spectral density which is as shown in Fig. 3. A two channel filter bank with brick-wall filters gives a coding gain of unity, whereas a filter bank with filters \( F^{MD}(z) = 1 + z^{-1} \) and \( F^{SD}(z) = 1 - z^{-1} \) gives a coding gain of 1.0238.

In [8], the problem of finding the optimal basis functions for the LOT so as to maximize the coding gain has been formulated as a constrained optimization problem, to be solved by the method of Lagrange multipliers. The optimum basis functions are found in a sequential manner. However, it is not clear that such a sequential optimization would yield a global minimum. Another open problem therein is whether or not the optimal basis functions are the eigenvectors of the so-called extended autocorrelation matrix, as they are in the case of the KLT. The extended autocorrelation matrix is the autocorrelation matrix of size \( ML \), corresponding to the input sequence, where \( L - 1 \) is the order of the paraunitary transformation. We have the following proposition:

**Proposition 2.1:** The optimal basis functions are not necessarily the eigenvectors of the extended autocorrelation matrix.

**Proof:** Consider a 2-channel paraunitary subband coding system. We know that the extended autocorrelation matrix is positive definite and Toeplitz. It is easy to construct a positive-definite Toeplitz matrix with distinct eigenvalues. Hence it is a valid autocorrelation matrix of some process. Its eigenvectors are either symmetric or antisymmetric, i.e., the resulting filters have to be linear phase. However, we know that [6] a two-channel linear phase paraunitary subband coding system can only have trivial filters.

We suggest the following scheme for directly finding an optimal paraunitary transform so as to maximize the coding gain.

We have, \( \sigma^2_{\text{PU}} = (1/M) \sum_{i=0}^{M-1} \sigma^2_i \) which under optimal bit allocation becomes \( \left( \prod_{i=0}^{M-1} \sigma^2_i \right)^{1/M} \). Therefore, using (1.5) we get
\[ \sigma^2_{\text{PU}} = c^2 2^{-2M} \left( \prod_{i=0}^{M-1} \sigma^2_i \right)^{1/M}. \]  
(2.9)
\[ \sigma^2_{PCM} = \epsilon^2 (1/M) 2^{-2R} \sum_{i=0}^{M-1} \sigma^2_{r_i} \]

and hence the coding gain of the paraunitary system becomes

\[ G_{PU} = \left( \frac{1}{M} \right) \left( \sum_{i=0}^{M-1} \sigma^2_{r_i} \right)^{1/M} \quad (2.10) \]

where \( \sigma^2_{r_i} \) is the variance of the input to the \( i \)th quantizer. Note that this is true only for paraunitary transform matrices, and not for arbitrary subband coders. Both the brick-wall subband coder and the orthogonal transform coder satisfy this, because both are special paraunitary subband coders.

Using Lemma 1, we have that \( \sigma^2_{r_i} = \sum_{i=0}^{M-1} \sigma^2_{r_i} \), where \( \sigma^2_{r_i} \) is the variance of \( i \)th element of \( x(n) \). Hence the numerator in (2.10) is completely determined by the input statistics. The problem therefore is to minimize \( \left( \prod_{i=0}^{M-1} \sigma^2_{r_i} \right)^{1/M} \) in the denominator of (2.10). For a two-channel system, this is equivalent to minimizing \( \sigma^2_{r_i} \). For the general case, let \( R_{re}(i) \) and \( R_{uv}(i) \) denote the autocorrelation matrices of the vector random sequences \( x(n) \) and \( v(n) \), respectively. From matrix theory, we know that

\[ \det (R_{re}(0)) \leq \left( \prod_{i=0}^{M-1} \sigma^2_{r_i} \right) \]

with equality if and only if the matrix \( R_{re}(0) \) is diagonal. In transform coding case, \( \det (R_{re}(0)) = \det (R_{re}(0)) \), and is hence determined by the input statistics. The coding gain \( G_{TC} \) is maximized by making \( \det (R_{re}(0)) = \left( \prod_{i=0}^{M-1} \sigma^2_{r_i} \right) \), i.e., by choosing the transform to diagonalize \( R_{re}(0) \). This is done by the KLT. In paraunitary subband coding, however, \( \det (R_{re}(0)) \) is not invariant, and can in fact be made less than \( \det (R_{re}(0)) \). Thus the problem is to choose the paraunitary transformation \( E(z) \) (of a fixed degree) so as to minimize \( \det (R_{re}(0)) \).

Experimental Results: Figs. 5 and 6 show the maximum possible coding gain of paraunitary subband coders.
Now consider a further extension of the subband coding idea described above, namely, tree-structured filter banks [19], [20]. Fig. 8 shows a special case of a 3-level, binary tree-structured filter bank, drawn in terms of the polyphase matrices of the filters on each level; but the following discussion holds for a general L-level binary tree-structured filter bank.

The input signal $x(n)$ is coded (or transformed) by passing it through the analysis bank (Fig. 8(a)). The synthesis bank (Fig. 8(b)) performs the inverse transformation on the quantized versions of $y_I(n)$. There are several ways to ensure that this system has the perfect-reconstruction property. One of these is to choose the analysis filters $G_i(z), H_i(z)$ such that their polyphase matrix $E_i(z)$ is paraunitary and then choose the synthesis filters as

$$G_i(z) = G_0(z), \quad H_i(z) = H_0(z)$$

Choosing the synthesis filters in this manner means that the polyphase matrices $R_i(z)$ corresponding to the synthesis filters are also paraunitary. It also means that the synthesis filters are non-causal, but since they are FIR, non-causality does not matter.

The relation between the above filter bank system and wavelet transforms has been known for quite some time [12], [21]–[24]. With reference to Fig. 8(a), the quantities $y_I(n)$ are called the wavelet transform coefficients of the signal $x(n)$. Assuming that perfect-reconstruction property holds, (in the absence of quantizers) we have $y(n) = x(n)$, and we can express

$$x(n) = \sum_{k=0}^{L-1} \sum_{m=-\infty}^{\infty} y_k(m) f_{k}(n - 2^k m)$$

for different number of channels $M$. The abscissa indicates the degree of the paraunitary transformation $J$. Hence the length of the filters in each case is less than or equal to $M(J + 1)$. A paraunitary transformation of order zero implies the usual KLT. The input in Fig. 5 was band-pass speech, whereas in Fig. 6 it was low-pass speech. Fig. 7 shows the responses of the resulting filters after optimizing for the coding gain. They correspond to the case in which the input was low-pass speech.

From the plots, we find that it is possible to achieve significant improvements in the coding gain by using paraunitary transformations. Moreover, the optimal coding gain seems to saturate quickly with increasing degree of the paraunitary transformation, so that it is sufficient to use transformations of small degrees.

**III. THE DISCRETE-TIME WAVELET TRANSFORM**

Now consider a further extension of the subband coding idea described above, namely, tree-structured filter banks [19], [20]. Fig. 8 shows a special case of a 3-level, binary tree-structured filter bank, drawn in terms of the polyphase matrices of the filters on each level; but the following discussion holds for a general L-level binary tree-structured filter bank.

The input signal $x(n)$ is coded (or transformed) by passing it through the analysis bank (Fig. 8(a)). The synthesis bank (Fig. 8(b)) performs the inverse transformation on the quantized versions of $y_I(n)$. There are several ways to ensure that this system has the perfect-reconstruction property. One of these is to choose the analysis filters $G_i(z), H_i(z)$ such that their polyphase matrix $E_i(z)$ is paraunitary and then choose the synthesis filters as

$$G_i(z) = G_0(z), \quad H_i(z) = H_0(z)$$

Choosing the synthesis filters in this manner means that the polyphase matrices $R_i(z)$ corresponding to the synthesis filters are also paraunitary. It also means that the synthesis filters are non-causal, but since they are FIR, non-causality does not matter.

The relation between the above filter bank system and wavelet transforms has been known for quite some time [12], [21]–[24]. With reference to Fig. 8(a), the quantities $y_I(n)$ are called the wavelet transform coefficients of the signal $x(n)$. Assuming that perfect-reconstruction property holds, (in the absence of quantizers) we have $y(n) = x(n)$, and we can express

$$x(n) = \sum_{k=0}^{L-1} \sum_{m=-\infty}^{\infty} y_k(m) f_{k}(n - 2^k m)$$

with $f_k(n)$ being the impulse response of the filter $F_k(z)$. In other words, we have obtained an expansion for the signal $x(k)$ in terms of the wavelet coefficients $y_k(n)$ and the wavelet basis functions $f_k(n - 2^k m)$.

In the above perfect-reconstruction system, if the polyphase matrices at each level of the analysis bank are paraunitary, then the wavelet basis can be shown to be orthonormal [23], which is often a desirable property. The basis functions then satisfy the relations [23]

$$\sum_{k=-\infty}^{\infty} f_{k}(n - 2^k m) f_{k}^*(n - 2^k i) = \delta(m - i), \quad k, l = 0, \cdots, L - 1$$

with $f_k(n)$ being the impulse response of the filter $F_k(z)$. In other words, we have obtained an expansion for the signal $x(k)$ in terms of the wavelet coefficients $y_k(n)$ and the wavelet basis functions $f_k(n - 2^k m)$.

In the above perfect-reconstruction system, if the polyphase matrices at each level of the analysis bank are paraunitary, then the wavelet basis can be shown to be orthonormal [23], which is often a desirable property. The basis functions then satisfy the relations [23]

$$\sum_{k=-\infty}^{\infty} f_{k}(n - 2^k m) f_{k}^*(n - 2^k i) = \delta(m - i).$$
Here $\tilde{f}_1^{(n)}(n)$ is obtained from $f_1^{(n)}(n)$ by conjugation of coefficients.

For a $L$-level binary tree, let $x(n)$ be the $2^L$-fold blocked version of the input $x(n)$, and $y(n)$ be the $2^L$-fold blocked version of the output $y(n)$. Let $r(n)$ be the error vector as defined in (1.2). We now repeat our question on optimal bit allocation: assuming that the polyphase matrices on each level of the binary tree are paraunitary, and with proper statistical assumptions, what is the optimal way to allocate the bits among the quantizers (with their total number being fixed), so that the reconstruction error variance is minimized? We will answer this question in Theorem 2. Our result can be extended to any perfect-reconstruction sub-band coding system with paraunitary polyphase matrices.

A. Bit Allocation Result

We first state two lemmas which shall be used in the proof of our main result of this section.

**Lemma 2:** Let $R(z)$ be a $N$ by $N$ paraunitary matrix. Then its $M$-fold blocked version $B(z)$ as defined in (1.17) is also paraunitary.

**Proof:** Consider the system shown in Fig. 9(a). $s(n)$ and $y(n)$ are vectors of size $N$. Since the matrix $R(z)$ is paraunitary, we have

$$\sum_n y^T(n)y(n) = \sum_n s^T(n)s(n). \quad (3.4)$$

Now consider the system in Fig. 9(b). $B(z)$ is the $M$-fold blocked version of $R(z)$. Let $p(n)$ be the $M$-fold blocked version of $s(n)$, i.e.,

$$p^T(n) = [s^T(nM)s^T(nM-1) \cdots s^T(nM+1)]. \quad (3.5)$$

and let $t(n)$ be the $M$-fold blocked form of the corresponding output $y(n)$, i.e.,

$$t^T(n) = [y^T(nM)y^T(nM-1) \cdots y^T(nM+1)]. \quad (3.6)$$

$p(n)$ and $t(n)$ are both vectors of length $nM$. For an arbitrary vector sequence of length $M$ input to the system $R(z)$ in Fig. 9(a), the total energy at the output equals the total input energy. Thus for the system in Fig. 9(b), the output energy equals the input energy for any input $p(n)$, and so $B(z)$ is paraunitary [25].

**Lemma 3:** Consider the system in Fig. 10(a):

a) Let $s^T(n) = [s_0(n)s_1(n)]$. Then, if $s(n)$ is a (CWSS)_{2M} vector process, $y(n)$ is (CWSS)_{2M}.

b) Further, let $s_0(n)$ and $s_1(n)$ denote vectors of length $2^M$ formed by blocking $s_0(n)$ and $s_1(n)$, respectively, and $y_B(n)$ denote the vector of length $2^{M+1}$ formed by block-
ing \( y(n) \). Then, if \( R(z) \) is paraunitary,

\[
E[y_B^T(n) y_B(n)] = E[s_B^T(n) s_B(n)] + E[s_1^T(n) s_2(n)].
\]

(3.7)

**Proof:** Note that \( y_B(n) \) can alternatively be defined as the \( 2^M \)-fold blocked version of the vector process \( y(n) \) shown in Fig. 10(a). We can redraw the system in Fig. 10(a) as in Fig. 10(b), where \( p(n) \) and \( y_B(n) \) are vectors of length \( 2^M + 1 \). Also, notice that \( p(n) \), the \( 2^M \)-fold blocked version of \( s(n) \) is a WSS vector process.

The matrix \( B(z) \) is

\[
B(z) = \begin{bmatrix}
R_0(z) & R_1(z) \\
R_1(z) & R_2(z) \\
\vdots & \vdots \\
R_M(z) & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & R_d(z)
\end{bmatrix}
\]

where \( R_i(z) \) are the polyphase components of the original matrix \( R \), given by

\[
R(z) = R_0(z^{2^M}) + z^{-1}R_1(z^{2^M}) + z^{-2}R_2(z^{2^M}) + \cdots + z^{-2^M-1}R_{2^M-1}(z^{2^M}).
\]

(3.8)

Since \( y_B(n) \) is obtained by passing \( p(n) \) through a linear system, \( y_B(n) \) is also WSS. Hence \( y(n) \), which is formed by unblocking \( y_B(n) \) is (CWSS)\(_M\), proving part (a).

Note that since \( B(z) \) is a blocked version of a paraunitary matrix, it is also paraunitary (Lemma 2). Therefore using Lemma 1, we get

\[
E[y_B^T(n) y_B(n)] = E[p^T(n) p(n)].
\]

(3.9)

But from the definition of these quantities,

\[
E[p^T(n) p(n)] = E[s_B^T(n) s_B(n)] + E[s_1^T(n) s_2(n)].
\]

(3.10)

Therefore

\[
E[y_B^T(n) y_B(n)] = E[s_B^T(n) s_B(n)] + E[s_1^T(n) s_2(n)]
\]

(3.11)

proving part (b).

We now present the main result of this section. Consider a general \( L \)-level tree structured FIR-filter bank such as one used for generating wavelet basis functions (Fig. 8 shows a special case of a three-level binary tree). Let the polyphase matrices \( E_i(z) \) be paraunitary, and let \( R_i(z) = E_i(z) \), so that \( y(n) = x(n) \) in the absence of quantizers. Let the quantizers be modeled as zero-mean, WSS, mutually uncorrelated noise sources. Let the total bit rate be constant.

**Theorem 2:** The reconstruction error variance of the binary tree-structured filter bank is minimized when the variances \( \sigma_i^2 \) of the errors introduced by each of the quantizers are equal, i.e., \( \sigma_i^2 = \sigma^2 \) for all \( i \).

**Proof:** Consider a general tree-structured analysis-synthesis system. The polyphase matrices \( E_i(z) \) and \( R_i(z) \) on each level are assumed paraunitary. The bits allocated to each quantizer \( R_i \) are related to the variance of the error introduced by that quantizer \( \sigma_i^2 \) as in (1.5).

Since the system in the absence of quantizers performs perfect reconstruction, and since we have assumed that noise and signal are uncorrelated, it is sufficient to consider only the synthesis bank to study the effect of noise on the final reconstruction error. Consider the system in Fig. 11. The error-signals \( e_k(n) \) are all WSS. Hence in particular, they are (CWSS)\(_M\) for any integer \( M \).

By Lemma 3, we know that \( s_{L-1}(n) \) is (CWSS)\(_L\). Now, \( e_{L-2}(n) \) is also (CWSS)\(_L\) and \( s_{L-2}(n) \) are uncorrelated, and hence they are jointly (CWSS)\(_L\). Applying Lemma 3 again, we have that \( s_{L-3}(n) \) is (CWSS)\(_L\). In general, \( e_k(n) \) and \( s_{L-k}(n) \) are jointly (CWSS)\(_L\), hence \( s_{L-k}(n) \) is (CWSS)\(_L\).

Let \( e_k(n) \) and \( s_{L-k}(n) \) denote the \( 2^L-k-1 \)-fold blocked versions of \( e_k(n) \) and \( s_{L-k}(n) \), respectively, for \( k = 0, \cdots, L-2 \); for example, \( s_0(n) \) is a \( 2^L \)-fold blocked version of \( s_0(n) \), whereas \( e_0(n) \) and \( s_0(n) \) are \( 2^L-1 \)-fold blocked versions of \( e_0(n) \) and \( s_0(n) \), respectively, and so on. The tree can be redrawn in terms of the polyphase matrices on all levels, similar to Fig. 8.

By applying Lemma 3 to each level of the tree, we get the following set of equalities:

\[
E[y^T(n) y(n)] = E[e_0^T(n) e_0(n)] + E[s_0^T(n) s_0(n)]
\]

\[
E[s_0^T(n) s_0(n)] = E[e_1^T(n) e_1(n)] + E[s_1^T(n) s_1(n)]
\]

\[
E[s_1^T(n) s_1(n)] = E[e_2^T(n) e_2(n)] + E[s_2^T(n) s_2(n)],
\]

in general,

\[
E[s_k^T(n) s_k(n)] = E[e_{k+1}^T(n) e_{k+1}(n)] + E[s_{k+1}^T(n) s_{k+1}(n)],
\]

\[k = 0, \cdots, L-2\]

and finally,

\[
E[s_{L-k}^T(n) s_{L-k}(n)] = E[e_{L-k-1}^T(n) e_{L-k-1}(n)] + E[e_{L-k}^T(n) e_{L-k}(n)].
\]

(3.13)
Hence from the above equations, one can write,
\[ E[y^T(n)y(n)] = E[e_0^T(n)e_0(n)] + E[e_1^T(n)e_1(n)] \\
+ \cdots + E[e_{L-1}^T(n)e_{L-1}(n)] \\
+ E[e_0(n)e_0(n)] \]
where \( U_i \) are the individual quantizer variances. Our constraint is that the total bit rate is constant. This means that
\[ \sum_{i=0}^{L-1} R_i = \text{constant} = R. \tag{3.16} \]
To obtain the optimal bit allocation, we minimize the reconstruction error variance \( \sigma_i^2 \) in (3.15) under the above constraint on the bit rate. This can be done by the method of Lagrange multipliers, and it gives the following optimal bit allocation:
\[ R_i = R + (1/2) \log_2 \left( \frac{\sigma_i^2}{D} \right) \tag{3.17} \]
where \( D = (\sigma_0^2)^{1/2} \prod_{j=0}^{L-1} (\sigma_j^2)^{1/2} \).

The coding gain of the system is therefore,
\[ G_{pu} = \frac{\sigma_0^2}{D} \tag{3.19} \]
where \( \sigma_0^2 \) is the variance of the input.

To obtain a physical insight into this result, consider the typical appearances of the filter responses in a tree-structured bank (Fig. 12, for a 3-level tree). If the polyphase matrices on each level of the tree are paraunitary, these filters have equal energy irrespective of their frequency characteristics. This can be proved as follows. Putting \( k = 1 \) and \( m = i = 0 \) in (3.3) we get
\[ \sum_{\alpha=0}^{\infty} f_{i}^{(\alpha)}(n) f_{i}^{(\alpha)*}(n) = 1, \quad k = 0, \ldots, L. \tag{3.20} \]
This means that all filters have unit energy. Hence it is indeed appealing intuitively to equalize the variance of the error in each subband.

As in the case of Theorem 1, the above result is valid only for high bit rates.

The total reconstruction error variance under optimal bit allocation becomes
\[ \sigma_i^2 = \epsilon^2 D 2^{-2R_i} \tag{3.18} \]
mality of the resulting nonuniform system can be ensured by choosing the polyphase matrices on each level to be paraunitary [26]. Hence, the analysis of the previous section can be extended in a straightforward manner to orthogonal nonuniform filter banks which arise from tree structures. However, it must be noted that not all orthonormal nonuniform filter banks can be generated using tree structures [26]. In this case, a different approach needs to be taken to arrive at the bit-allocation results. This is the topic of the present section.

The trick is to reduce the orthogonal nonuniform filter bank shown in Fig. 13 to a uniform paraunitary filter bank. This idea has found mention in [27]. This will then enable us to directly use the results developed in Section II.

Let $L$ be the least common multiplier of the decimation ratios $n_i$, and let $L = n_i k_i, \ i = 0, \ldots, M$. It can be verified that $L = \sum_{i=0}^{M} k_i$. Now consider one branch of the nonuniform bank, as shown in Fig. 14(a). This can be redrawn as in Fig. 14(b). The unblocking mechanism shown only interleaves the samples (i.e., no addition of two nonzero samples takes place). Hence the quantizer can be moved across the unblocking mechanism into each of the branches. Finally, the individual branch we started with can be redrawn as in Fig. 14(c). If we use the preceding technique to represent all branches of the nonuniform filter bank, the resulting system is a $L$-channel uniform filter bank. It can be shown [28] that if the original nonuniform filter bank is orthogonal, the polyphase matrix corresponding to the new $L$-channel uniform filter bank is paraunitary. Hence, applying Lemma 1 to the uniform system, we get

$$\sigma_i^2 = \left(1/L\right) \sum_{i=0}^{M} k_i \sigma_i^2$$  \hfill (4.2)
where \( \sigma_i^2 \) is the variance of the error introduced by the \( i \)th quantizer in Fig. 13.

The problem is to minimize this reconstruction error variance under the constraint of constant bit rate, namely,

\[
\left( \sum_{i=0}^{M} k_i R_i \right)/L = \text{constant} = R. \tag{4.3}
\]

The optimal bit allocation is again found by the Lagrange multiplier method. For optimality, the number of bits allocated to the \( i \)th quantizer is given by

\[
R_i = R + (1/2) \log_2 \left( \frac{\sigma_i^2}{D_i} \right) \quad i = 0, \ldots, M \tag{4.4}
\]

where

\[
D_i = \prod_{j=0}^{M} (\sigma_j^2)^{1/n_j}.
\]

The \( \sigma_i^2 \) are usual, the variances of the inputs to the quantizers. Once again, it can be verified that under this condition the variance of the errors at the location of each of the quantizers are equal.

The total reconstruction error variance under optimal bit allocation is given by

\[
\sigma^2_t = \sigma^2_0 D_m 2^{-2R}.
\]

The coding gain of the system is, therefore,

\[
G_{vu} = \sigma^2_t / D_n \tag{4.6}
\]

where \( \sigma^2_t \) is the variance of the input.

V. CONCLUSIONS

In this paper we have proved results for bit allocation in subband coding schemes using paraunitary matrices. To start with, we proved some basic results for simple paraunitary LTI systems. Using these we have then derived bit-allocation results for a more complex system, namely, the tree-structured filter bank. For a binary tree-structured filter bank, we showed that under the constraint that the total bit rate is fixed, the individual quantizer error variances have to be equal under optimal bit allocation. These theorems can be extended readily to general tree-structures. We finally performed this analysis for nonuniform orthogonal filter banks which cannot be derived from tree structures. It would also be possible to parametrize wavelet filter banks in terms of the polyphase matrices on each level of the tree structure and optimize the overall coding gain, though this has not been done in this paper. This procedure would result in an optimized wavelet for the given signal statistics.

In the case of uniform paraunitary subband coders, we presented a scheme to directly optimize the coding gain. Experimental results were presented.

In speech and image coding applications, one might use other criterion for minimizing the reconstruction error, rather than minimizing its variance. For instance, we could attach different (nonnegative) weights \( w_i \) to each of the subbands, and then try to minimize the weighted sum of the variances, i.e., \( \sum w_i \sigma_i^2 \). The fact that the arithmetic mean of a set of nonnegative numbers is always greater than or equal to their geometric mean can still be used. It is easy to see that in order to minimize the weighted sum, each of the \( w_i \sigma_i^2 \) would have to be equal. In other words, the variances \( \sigma_i^2 \) would have to be inversely proportional to the weights \( w_i \), again an intuitively appealing result.
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