Correlation transfer equation for multiply scattered light modulated by an ultrasonic pulse
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We develop a temporal correlation transfer equation (CTE) and a Monte Carlo algorithm (MC) for multiply scattered light modulated by an ultrasonic pulse propagating in an optically scattering medium, where the ultrasound field can be nonuniform and the medium can have spatially heterogeneous distribution of optical parameters. The CTE and MC can be used to obtain the time-varying specific intensity and the spatial distribution of the time-dependent power spectral density, respectively, of ultrasound-modulated light. We expect the CTE and MC to be applicable for estimation of contrast and resolution in a wide spectrum of conditions in ultrasound-modulated optical tomography of soft biological tissues. © 2007 Optical Society of America
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1. INTRODUCTION

There is increasing interest in developing new imaging modalities based on the optical properties of soft biological tissues. At visible and near-infrared optical wavelengths the optical properties of biological tissues are related to the molecular structure. Radiation at these wavelengths is nonionizing with the potential for the detection of functions and abnormalities. However, it is difficult to obtain good spatial resolution at imaging depths greater than one optical transport mean free path owing to the strong diffusion of light at these wavelengths [1].

Ultrasound-modulated optical tomography (UOT) is a hybrid technique that combines the advantages of ultrasonic resolution and optical contrast [2,3]. In this technique, optical radiation of high temporal coherence and focused ultrasound are simultaneously applied to soft biological tissue. The resulting ultrasound-modulated light provides information about the optical properties of the tissue, spatially localized at the interaction region of the ultrasonic and the electromagnetic waves. UOT images that are based on the optical properties of a tissue sample are typically created by scanning either the ultrasound or the tissue sample [4,5].

Owing to diffused light propagation and uncorrelated phases among optical speckles in UOT experiments, efficient detection of ultrasound-modulated light has proven to be challenging. At present, the development of effective detection techniques for UOT is the subject of intense research [3–17]. Simultaneously, a theoretical understanding of the ultrasound modulation of multiply scattered light is emerging. Present theoretical models include two mechanisms of modulation. The first mechanism accounts for dynamic scattering by optical scatterers oscillating in an ultrasound field, which causes optical frequency shifts [6,18] as does dynamic light scattering by scatterers undergoing Brownian motion [19]. The second mechanism accounts for ultrasound-induced changes in the optical index of refraction [20,21]. The two mechanisms have been combined by Wang [21] in a model based on the diffusing-wave spectroscopy (DWS) approach [19,22]. Subsequently, the equations are extended to account for anisotropic optical scattering [23] and Brownian motion [23,24]. In addition [25] accounts for pulsed ultrasound and strong correlations between ultrasound-induced optical phase increments, which exist when the ratio of the optical transport mean free path \( l_p \) to the ultrasound wavelength \( \lambda_u \) is small. In the case of anisotropic optical scattering, equations derived for the isotropic case can be applied by substituting \( l_p \) for the optical mean free path \( l_p \) [23,25].

The applications of theoretical models based on the DWS approach are limited to simple geometries where it is possible to approximate the ultrasound field within the sample with a plane ultrasound wave and where the probability density function of the optical path length between the source and detector is analytically known. In most experiments, however, the sample geometries are complex with heterogeneously distributed optical parameters, and a focused ultrasound beam is used.

Recently, a more general theoretical model based on the ladder diagram approximation of the Bethe–Salpeter equation [26–32] was developed [33,34]. A temporal correlation transfer equation (CTE) [35–38] was derived for multiply scattered light modulated by continuous wave (CW) ultrasound. This equation can be used to obtain the time-varying specific intensity and subsequently the power spectral density of light produced by a focused ul-
transducer field in optically scattering media that have a heterogeneous distribution of optical parameters.

In addition, based on the theoretical models, Monte Carlo algorithms were developed and used for comparison with the theoretical predictions [23, 25, 33, 34, 39] as well as for modeling the scattering samples that have optically absorbing objects of cylindrical shapes [40].

In this paper, based on the ladder diagram approximation of the Bethe–Salpeter equation [26], we have derived a temporal correlation transfer equation (CTE) for multiply scattered light modulated by an ultrasonic pulse. The derivation is similar to the previous development of the CTE when CW ultrasound was used [34], and to the development of the CTE for scatterers moving with a given velocity distribution or undergoing Brownian motion [35–38]. In addition, it involves the link between the multiple scattering theory and the radiative transfer equation, which has been reviewed in numerous articles [27–32].

In Section 3, we develop a Monte Carlo simulation based on the CTE that can be used to calculate the time-varying power spectral density of light modulated by pulsed and focused ultrasound in optically turbid media with heterogeneous distributions of optical parameters. We further calculate the time-varying spatial distribution of the power spectral density of the ultrasound-modulated light produced by an ultrasound pulse with a center frequency of 1 MHz that is focused in an optically scattering slab. The scattering slab has two embedded optically absorbing objects positioned within the ultrasonic focal zone with background optical parameters representative of those in soft biological tissues at visible and near-infrared wavelengths.

2. DEVELOPMENT OF THE CTE

The development of the CTE for multiply scattered light modulated by an ultrasound pulse is largely analogous to the derivation of the CTE for CW ultrasound [34]. The difference is that in the former case a more general representation of the spatiotemporal dependence of ultrasound is used. For the sake of clarity, we present the derivation steps with all details. We first develop an approximate expression for the Green’s function of the electric field component in a medium free of optical scatterers and absorbers in the presence of an ultrasound field. For moderate ultrasound pressures, the optical index of refraction experiences a small perturbation and we locally approximate it with $n(r, t) = n_0 [1 + \eta P(r, t) / (\rho v_a^2)]$, where $n_0$ is the unperturbed optical index of refraction, $P(r, t)$ is the ultrasound pressure, $\rho$ is the mass density of the medium, $v_a$ is the ultrasound speed, and $\eta$ is the elasto-optic coefficient (in water at standard conditions $v_a = 1480$ m s$^{-1}$, and $\eta = 0.32$).

We consider a source of monochromatic light having angular frequency $\omega_0$ and wave-vector magnitude $k_0 = \omega_0 / c_0$, where $c_0$ is the speed of light in vacuum. Time retardation and optical polarization effects are neglected for simplicity and we consider only one component of the electric field vector $\hat{E}(r, t)$. Because of the large ratio of $\omega_0$ to the ultrasound angular frequency, we approximate the quasi-monochromatic electric field in the medium as $\hat{E}(r, t) = E(r, t) \exp(-i\omega_0 t)$, where $E(r, t)$ is a slowly changing function of time. For a point source of light positioned at $r_0$, the slowly changing amplitude $E(r, t)$ is given by the Green’s function $G_0(r, r_0, t)$ that satisfies the equation

$$\nabla^2 + k_0^2 n_0^2 \left[1 + 2 \frac{\eta P(r, t)}{\rho v_a^2} \right] G_0(r, r_0, t) = \delta(r - r_0),$$

(1)

where $2\eta P(r, t) / (\rho v_a^2) \ll 1$, and $\delta(\cdot)$ is the Dirac delta function.

We present $G_0(r, r_0, t)$ as

$$G_0(r, r_0, t) = \frac{\exp(ik_0 n_0 |r - r_0| [1 + \delta(r, r_0, t)])}{-4\pi|r - r_0|},$$

(2)

where $\delta(r, r_0, t)$ is the small fractional phase perturbation that slowly varies in time and depends on $P(r, t)$.

We further approximate $\delta(r, r_0, t)$ as

$$\delta(r, r_0, t) = \frac{\eta}{\rho v_a^2 |r - r_0|} \int_{r_0}^{r} P(r', t) \, dr',$$

(3)

where we assume moderate ultrasound pressures, distances $r$ not far from the source position $r_0$ such that $k_0 n_0 |r - r_0| \delta(r, r_0, t) \ll 1$, and that the ultrasound-induced refraction of the optical waves is negligible for the interaction length $|r - r_0|$. Next, we consider independent optical scattering in an optically scattering medium representative of soft biological tissue having discrete and uncorrelated optical scatterers. We assume the weak scattering approximation that the optical mean free path $l_\Omega$ is much greater than the optical wavelength $\lambda_0$. We also assume that the ultrasound field in volumes $-l_\Omega^2$ can be locally approximated as a plane wave $P(r, t) = P_0 h(t - v_a \hat{\Omega}_a \cdot r + \phi)$, where $h(x)$ is the propagation function of the ultrasound pulse normalized to unity, and $P_0$, $\phi$, and $\hat{\Omega}_a$ are the local pressure amplitude, local initial phase, and local propagation direction unit vector of the ultrasound, respectively ($|\hat{\Omega}_a| = 1$). Now, Eq. (3) could be expressed as

$$\delta(r, r_0, t) = \frac{1}{2} M \int_{r_0}^{r} h(t - v_a \hat{\Omega}_a \cdot r' + \phi) \, dr',$$

(4)

where $M = 2\eta P_0 / (\rho v_a^2 |r - r_0|)$.

In further derivations, the expressions for $\delta(r, r_0, t)$ [Eq. (4)] and for $G_0(r, r_0, t)$ [Eq. (2)] are required to be approximately valid for $|r - r_0|$ on the order of a few $l_\Omega$, which is satisfied in soft biological tissues at visible and near-infrared optical wavelengths ($l_\Omega \approx 1$ mm), for moderate ultrasound pressures ($P_0 \approx 10^5$ Pa), and in the medical ultrasound frequency range [25].

The optical extinction, scattering, and absorption coefficients are defined as $\mu_s = \omega_0 \mu_s + \omega_0 \mu_a$, $\mu_s = \sigma_s \rho_s$, and $\mu_a = \sigma_a \rho_s$, respectively, where $\rho_s$ is the density of optical scatterers, $\sigma_s$ is the optical scattering cross section, and $\sigma_a$ is the optical absorption cross section. We assume that the optical scattering amplitude $f(\hat{\Omega}_{sc}, \hat{\Omega}_{inc})$ is a function of $\hat{\Omega}_{sc} \cdot \hat{\Omega}_{inc}$ only, where $\hat{\Omega}_{inc}$ and $\hat{\Omega}_{sc}$ are the directions of the incident and scattered waves, respectively. The scattering phase function $p(\hat{\Omega}_{sc}, \hat{\Omega}_{inc})$ is defined as $p(\hat{\Omega}_{sc}, \hat{\Omega}_{inc})$.

Equation (5) can be solved by applying the method of the ensemble averaged value of the electric field at $\mathbf{r}_b$ emitted from a point source at $\mathbf{r}_s$ is referred to also as a mean or coherent field and it is provided by a mean Green's function $G_s(\mathbf{r}_b,\mathbf{r}_a,t)$. We assume sufficiently small optical scatterers and consider only the far-field approximations of the scattered fields. $G_s(\mathbf{r}_b,\mathbf{r}_a,t)$ is obtained by solving the Dyson equation [26,35,36], whose far-field expression in the Bouret approximation is given by

$$G_s(\mathbf{r}_b,\mathbf{r}_a,t) = G_0(\mathbf{r}_b,\mathbf{r}_a,t) - 4\pi\rho_s \int G_s(\mathbf{r}_b,\mathbf{r}_s,t)/(\hat{\mathbf{b}}_{\text{ss}},\hat{\mathbf{a}}_{\text{ss}})G_s(\mathbf{r}_s,\mathbf{r}_a,t)\dd\mathbf{r}_s,$$

where $K(\mathbf{r}_b,\mathbf{r}_a,t) = k_0n_0[1 + \sigma(\mathbf{r}_b,\mathbf{r}_a,t)] + 2\pi\rho_s/(\hat{\mathbf{b}}_{\text{ss}},\hat{\mathbf{a}}_{\text{ss}})/(k_0n_0)$. $G_s(\mathbf{r}_b,\mathbf{r}_a,t)$ is expressed in Eq. (6) similarly as in [34] where CW ultrasound is considered. However, the expression for $\sigma(\mathbf{r}_b,\mathbf{r}_a,t)$ in [34] is just a special case of the more general expression in Eq. (4). The term $\sigma(\mathbf{r}_b,\mathbf{r}_a,t)$ in propagation constant $K(\mathbf{r}_b,\mathbf{r}_a,t)$ is related to the accumulated optical phase from $\mathbf{r}_a$ to $\mathbf{r}_b$ due to ultrasound-induced changes in the optical index of refraction, and the term $2\pi\rho_s/(\hat{\mathbf{b}}_{\text{ss}},\hat{\mathbf{a}}_{\text{ss}})/(k_0n_0)$ accounts for the multiple wave scattering from $\mathbf{r}_a$ to $\mathbf{r}_b$. In the absence of optical scatterers ($\rho_s = 0$), $G_s(\mathbf{r}_b,\mathbf{r}_a,t)$ reduces to $G_0(\mathbf{r}_b,\mathbf{r}_a,t)$.

To obtain the time-varying power spectral density of multiply scattered light at time $t$, we present the mutual coherence function of the electric field component as

$$\Gamma_s(\mathbf{r}_a,\mathbf{r}_b,t,\tau) = \langle E(\mathbf{r}_a,t-t/2)E^\ast(\mathbf{r}_b,t+\tau/2) \rangle,$$

where $\mathbf{r}_a$ and $\mathbf{r}_b$ are two closely spaced points relative to the optical mean free path $l_\text{m}$, and $\langle \rangle$ represents ensemble averaging. We further assume that $\Gamma_s(\mathbf{r}_a,\mathbf{r}_b,t,\tau)$ is a quasi-uniform function that, under the weak-scattering approximation, satisfies the ladder approximation of the Bethe–Salpeter equation [26,35,36,38] for moving scatterers,
takes on the real part. The term $\Psi_d(r_x, r_y, r_z, t, \tau)$ is the difference between the ultrasound-induced phase increments given by

$$\Psi_d(r_x, r_y, r_z, t, \tau) = k_0 n_0 |r_x - r_y| \xi(r_x, r_y, t, t' - 2\pi) - k_0 n_0 |r_y - r_z| \xi(r_y, r_z, t + 2\pi), \quad (12)$$

and it could be approximated by using the relations in Eq. (4) and Eq. (10) with $\Psi_d(r_x, r_{cs}, t, \tau), \Psi_n(r_x, r_{cs}, t, \tau)$, where

$$\Psi_d(r_x, r_{cs}, t, \tau) = \frac{1}{2} k_0 n_0 M \int_{r_{cs}}^{r_x} \left[ h(t - t' - 2\pi - v_d \hat{\Omega}_n \cdot \hat{r} + \phi) - h(t + t' - 2\pi - v_d \hat{\Omega}_n \cdot \hat{r} + \phi) \right] d\hat{r}'. \quad (13)$$

The probability density function $\rho(r_x, r_y, t - t' + 2\pi; r_{cs}, t + t' - 2\pi)$ in Eq. (7) can be expressed as $\rho_c \delta(r_{cs} - \Delta e(r_{x}, t, t' + t'))$, where $\Delta e(r_{x}, t, t) = e(t - t' - 2\pi) - e(t + t' - 2\pi)$, and the positions $r_x$ and $r_{cs}$ of the scatterer at times $t - t' - 2\pi$ and $t + t' - 2\pi$ are given by $r_x = r_x + e(t - t' - 2\pi)$ and $r_{cs} = r_{cs} + e(t + t' - 2\pi)$, respectively.

Then we replace the integral in Eq. (7) over positions $r_x$ and $r_{cs}$ with an integral over $r_{cd}$ and $r_{cs}$. Using $dr_{cs} = |r_c - r_{cs}| |dr_c| |dr_{cs}| d\Omega$ and by performing an additional integration over $r_{cd}$, we have

$$\Gamma(r_c, r_{cd}, t, \tau) = \Gamma_0(r_c, r_{cd}, t, \tau) + \int \mu Exp(\hat{\Omega}) \times \exp(iK_{r_x} - \hat{\Omega}) \exp(-\mu |r_x - r_{cs}|) \times \exp(i\xi(q' - K_{\hat{\Omega}}\hat{\Omega}) \Delta e(r_x, t, \tau)) \times \exp(i\Psi_d(r_x, r_{cs}, t, \tau)) \times \tilde{\Gamma}(r_{cs}, q', t, \tau) |r_c - r_{cs}| d\Omega d\xi q'. \quad (14)$$

Since the spectral density \( \tilde{\Gamma}(r_{cs}, q', t, \tau) \) of the quasi-monochromatic mutual coherence function for quasi-monochromatic light is approximately concentrated on a spherical shell with radius $|q'| = K_{\hat{\Omega}}$, we relate the spectral density to the time-varying specific intensity $I(r_{cs}, \hat{\Omega}, t, \tau)$ by the following approximation:

$$\tilde{\Gamma}(r_{cs}, q', t, \tau) = K_{\hat{\Omega}} |r_{cs} - r_{cd}| I(r_{cs}, \hat{\Omega}, t, \tau)/K_{\hat{\Omega}}^2. \quad (15)$$

We can now combine Eqs. (8) and (15) to express the time-varying specific intensity as an angular spectrum of the mutual coherence function

$$\Gamma(r_x, r_{cd}, t, \tau) = \int I(r_x, \hat{\Omega}, t, \tau) \exp(iK_{\hat{\Omega}} \cdot r_{cd}) d\Omega, \quad (16a)$$

$$\Gamma_0(r_x, r_{cd}, t, \tau) = \int I_0(r_x, \hat{\Omega}, t, \tau) \exp(iK_{\hat{\Omega}} \cdot r_{cd}) d\Omega, \quad (16b)$$

where Eq. (16b) is obtained by assuming that $\Gamma_0(r_x, r_{cd}, t, \tau)$ satisfies expressions similar to Eqs. (8) and (15).

We can further use the time-varying specific intensity $I(r_x, \hat{\Omega}, t, \tau)$ to obtain the time-varying optical power spectral density $P(r_x, t, \omega)$ of the ultrasound modulated light received in some solid angle $\Omega_0$ based on the Wigner distribution $[43]$ as

$$P(r_x, t, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} I_0(r_x, t, \tau) \exp(i\omega \tau) d\tau, \quad (17)$$

where $I_0(r_x, t, \tau) = \int I(r_x, \hat{\Omega}, t, \tau) d\Omega$.

In the next step, we substitute Eqs. (16a), (16b), and (15) into Eq. (14) and perform the integration over $|q'|$. After subsequently removing the integrals over $\hat{\Omega}$ together with exponents $\exp(iK_{\hat{\Omega}} \cdot r_{cd})$ that are common to all terms, we finally obtain the integral form of the CTE as

$$I(r_x, \hat{\Omega}, t, \tau) = I_0(r_x, \hat{\Omega}, t, \tau) + \int \mu P(\hat{\Omega}) \times \exp(-\mu |r_x - r_{cs}|) \exp(i\xi(q' - K_{\hat{\Omega}} \hat{\Omega}) \Delta e(r_x, t, \tau)) \times \Phi(r_x, r_{cs}, \hat{\Omega}, t, \tau) d|r_x - r_{cs}| d\Omega. \quad (18)$$

In Eq. (18), the redundant subscript $c$ was removed from the center-of-gravity coordinate $r_c$, and we also assumed that $r_{cs} = r_c$. The factor

$$\Phi(r_x, r_{cs}, \hat{\Omega}, t, \tau) = \exp(i\Psi_d(r_x, r_{cs}, \hat{\Omega}, t, \tau)) \times \exp(i\Psi_n(r_x, r_{cs}, t, \tau))$$

accounts for the ultrasound-induced optical phase increments due to both mechanisms of modulation. The term

$$\Psi_d(r_x, \hat{\Omega}, t, \tau) = -K_{\hat{\Omega}} (\hat{\Omega} - \hat{\Omega}_n) \cdot \Delta e(r_x, t, \tau)$$

due to ultrasound-induced displacement of the optical scatterers and is given by

$$\Psi_d(r_x, \hat{\Omega}, t, \tau) = K_{\hat{\Omega}} P_0 \left[ (\hat{\Omega} - \hat{\Omega}_n) \cdot \hat{\Omega}_n \right] \times \int_{t - t' - 2\pi}^{t + t' - 2\pi} h(t' - v_d \hat{\Omega}_n \cdot \hat{r}_c + \phi) d\tau', \quad (19)$$

where we assume that optical scatterers follow the ultrasound-induced fluid movement in amplitude and phase $[25]$.

We see that the time-varying specific intensity $I(r_x, \hat{\Omega}, t, \tau)$ in Eq. (18) is given as a sum of all time-varying specific intensities scattered into direction $\hat{\Omega}$ including the unscattered term $I_0(r_x, \hat{\Omega}, t, \tau)$. Similar to the previously derived CTE for moving scatterers undergoing Brownian motion $[35, 38]$, in Eq. (18) we have a term $\Psi_d(\tau)$ that is due to the ultrasound-induced movement of the optical scatterers. In addition, in Eq. (18) we also have a new term $\Psi_n(\tau)$ that is due to ultrasound-induced changes in the optical index of refraction.

Analytical solutions for $I(r_x, \hat{\Omega}, t, \tau)$ and $P(r_x, t, \omega)$ are difficult to find from Eqs. (18) and (17) for any practical experimental configurations. Numerical codes and Monte
Carlo algorithms, however, can be readily developed. In Section 3, one such Monte Carlo algorithm is presented.

3. MONTE CARLO SIMULATION

We developed a Monte Carlo (MC) algorithm that can be used to calculate the time-varying power spectral density of light modulated by a pulsed ultrasound field focused in an optically scattering medium with a heterogeneous distribution of optical parameters. We first divide the optically scattering medium into cells along the Cartesian axes and assign a vector \( \mathbf{n} \) with integer coordinates \( (n_x, n_y, n_z) \) to each cell. Next, we assign values of the optical absorption \( (\mu_a, n) \) and the scattering \( (\mu_s, n) \) coefficients as well as the scattering anisotropy factor \( g_\mathbf{n} \) to each cell, where a Heney-Greenstein scattering phase function is assumed [44]. The local parameters of the ultrasound field are also assigned to each cell: an average ultrasound propagation direction \( \Omega_{m,n} \), pressure amplitude \( P_{0,m} \), and time delay of the pulse \( t_m \). We assume that the dimensions of each cell are much smaller than the ultrasound wavelength and that the ultrasound field can be approximated within the cell as \( P_{0}(t) = P_{0,m} h(t - t_m) \), where \( h(t) \) is the propagation function of the ultrasound pulse normalized to unity. We also assume that the error due to using the same propagation function \( h(t) \) in all the cells is small. The procedure for propagation of the photon packets in the MC is the same as in [34], and similar to the previously described algorithms [39,45]. The photon packet is analyzed at each crossing of the cell boundaries, and the remaining length of the free path is adjusted based on the extinction coefficient within the cell that the photon packet is entering.

The trajectory of each photon consists of many small steps that are determined by all of the scattering events and cell boundaries along the way. For each small photon step of length \( l_k \) within cell \( \mathbf{m}_n \), we calculate the optical phase increment due to ultrasound-induced index of refraction changes as \( \Delta \varphi_{\omega \nu \nu}(t) = k_0 n_0 \eta \sum l_k P_{0,m}[h(t + \pi/2 - t_m) - h(t - \pi/2 - t_m)] \) and calculate the phase increment difference \( \Delta \varphi_{\omega \nu \nu} \) for each scattering event \( j \) within cell \( \mathbf{m}_n \). We calculate the optical phase increment that is due to ultrasound-induced scatterer displacement as

\[
\Delta \varphi_{d,j}(t) = k_0 n_0 \eta \sum l_k P_{0,m} \left[ \hat{\mathbf{h}}(t) \cdot \hat{\mathbf{\Omega}}_{a,n,j} \right] A_n(t),
\]

where \( \Omega_{a,n,j} \) is the scatterer displacement vector and \( \hat{\mathbf{\Omega}}_{a,n,j} \) and \( \hat{\mathbf{\Omega}}_{s,n,j} \) are the incident and scattered photon directions, respectively.

At each scattering event, the total ultrasound-induced phase increment of the photon packet accumulated up to this point is \( \Delta \varphi(t) = \sum \Delta \varphi_{\omega \nu \nu}(t) + \sum \Delta \varphi_{d,j}(t) \), and \( k \) and \( j \) count all of the previous steps and scattering events of the photon. We calculate the time-varying power spectral density \( W_{ph} P(t, \omega) \) for the photon packet at time \( t \) based on the Wigner distribution [43] as

\[
W_{ph} P(t, \omega) = W_{ph}(2 \pi)^{-1} \int_{-\infty}^{\infty} W(t, \tau) \exp(i \omega \tau) d\tau,
\]

where \( W_{ph} \) is the current weight of a photon, \( P(t, \omega) \) is the normalized time-varying power spectral density, and \( W(t, \tau) \) is given by

\[
W(t, \tau) = \exp[i \Delta \varphi(t, \tau)],
\]

\[
\Delta \varphi(t, \tau) = \Delta \varphi(t + \pi/2) - \Delta \varphi(t - \pi/2).
\]

In Eq. (20), \( \omega \) represents the angular frequency increment with respect to the angular frequency \( \omega_0 \) of the nonmodulated light.

We further assume that the difference in phase increment \( \Delta \varphi(t, \tau) \) is small \((\Delta \varphi(t, \tau) \approx 1)\), and consider only the first three terms in the Taylor expansion of \( W(t, \tau) \). The approximate expression for \( P(t, \omega) \) from Eq. (20) is then given by

\[
P(t, \omega) = (2 \pi)^{-1} \int_{-\infty}^{\infty} \left[ 1 + i \Delta \varphi(t, \tau) - \frac{1}{2} \Delta \varphi^2(t, \tau) \right] \exp(i \omega \tau) d\tau.
\]

(21)

We proceed by integrating the individual terms in Eq. (21). The phase increment difference \( \Delta \varphi(t, \tau) \) is given by

\[
\Delta \varphi(t, \tau) = \frac{k_0 n_0 \eta}{\rho v_a} \sum l_k P_{0,m} \left[ (\hat{\mathbf{\Omega}}_{inc,j} - \hat{\mathbf{\Omega}}_{sc,j}) \cdot \hat{\mathbf{\Omega}}_{a,n,j} \right] P_{0,n},
\]

\[
\cdot \int_{t-\pi/2}^{t+\pi/2} h(u - t_n) du,
\]

(22)

where we assumed that optical scatterers follow the ultrasound-induced fluid oscillations in amplitude and phase such that

\[
(\rho v_a)^{-1} P_{0,n} \int_{t-\pi/2}^{t+\pi/2} h(u - t_n) du = A_n(t + \pi/2) - A_n(t - \pi/2).
\]

We denote with \( P_0(t, \omega) \) the integral of the first term \((1/2 \pi)^{-1} \int \exp(i \omega \tau) d\tau = \delta(\omega)\) in Eq. (21). Thus, \( W_{ph} P_0(t, \omega) \) contributes a value of \( W_{ph} \) to the unmodulated intensity of light at time \( t \).

The integral of the second term in Eq. (21) \((1/2 \pi)^{-1} \int \int \Delta \varphi(t, \tau) \exp(i \omega \tau) d\tau d\tau \) is then denoted with \( P_1(t, \omega) \) and expressed as

\[
P_1(t, \omega) = -\frac{4k_0 n_0 \eta}{\rho v_a} \sum l_k P_{0,m} \left[ \hat{\mathbf{h}}(2 \omega) \exp[-2i \omega (t - t_m)] \right]
\]

\[
= -\frac{4k_0 n_0 \eta}{\rho v_a} \sum l_k P_{0,m} \left[ \hat{\mathbf{h}}(2 \omega) \exp[-i \omega (t - t_m)] \right]
\]

\[
\times \Re \left[ \frac{\hat{\mathbf{h}}(2 \omega)}{2 \omega} \exp[-i \omega (t - t_n)] \right],
\]

(23)

where \( \hat{\mathbf{h}}(\omega) \) is the Fourier transform of \( h(t) \). It is physically meaningful to require that there be no dc component in the temporal spectrum of the ultrasonic pulse \([\hat{\mathbf{h}}(0) = 0]\), which ensures that the expression for \( P_1(t, \omega) \) in Eq. (23) is well defined for all angular frequencies \( \omega \) and that \( P_1(t, 0) = 0 \). Owing to the factor \( \exp(2i \omega t) \) in Eq. (23), \( P_1(t, \omega) \) fluctuates fast in time. If \( T_m \) is the time period associated with the central frequency of the ultrasound pulse, then the average value of \( P_1(t, \omega) \) is approximately...
zero in any time interval that is comparable with or longer than $T_a/2$, and we will neglect it in further derivations.

Finally, the more complex expression for the integral of the third term in Eq. (21) is given by

$$P_d(t, \omega) = -\frac{1}{2} \int_{-\infty}^{+\infty} \Delta^2(t, \tau) \exp(i \omega \tau) d\tau. \quad (24)$$

Since

$$\Delta \varphi(t) = \sum_k \Delta \varphi_{n,k}(t) + \sum_j \Delta \varphi_{d,j}(t),$$

where

$$\Delta \varphi_{n,k}(t) = \Delta \varphi_{n,k}(t + \pi/2) - \Delta \varphi_{n,k}(t - \pi/2)$$

and

$$\Delta \varphi_{d,j}(t) = \Delta \varphi_{d,j}(t + \pi/2) - \Delta \varphi_{d,j}(t - \pi/2),$$

we express $P_d(t, \omega)$ as

$$P_d(t, \omega) = P_{2,nn}(t, \omega) + P_{2,dd}(t, \omega) + 2P_{2,nd}(t, \omega), \quad (25)$$

where terms $P_{2,ab}(t, \omega)$ in Eq. (25) are given by

$$P_{2,ab}(t, \omega) = -\frac{1}{2} \int_{-\infty}^{+\infty} \Delta \varphi_{n,k}(t) \Delta \varphi_{d,j}(t) \exp(i \omega \tau) d\tau. \quad (26)$$

The integrals

$$I_{n,k,j}(t, \omega) = (2\pi)^{-1} \int \Delta \varphi_{n,k}(t) \Delta \varphi_{d,j}(t) \exp(i \omega \tau) d\tau$$

of individual terms in Eq. (26) can be expressed as

$$I_{n,k,j}(t, \omega) = -4\Lambda_a^2 P_{0,m} P_{0,n} \left\{ \text{Re} \left[ \exp[i \omega(t_m - t_n)] \right] \right.$$

$$\times \int_{-\infty}^{+\infty} \tilde{h}(\omega - \omega_m) \tilde{h}(\omega + \omega) \exp[i \omega(2t - t_m - t_n)] d\omega$$

$$- \text{Re} \left[ \exp[-i \omega(2t - t_m - t_n)] \right]$$

$$\times \int_{-\infty}^{+\infty} \tilde{h}(\omega - \omega_m) \tilde{h}(\omega + \omega) \exp[-i \omega(t_m - t_n)] d\omega \right\}, \quad (27)$$

where $\Lambda_a = k_d \mu_a \eta/(\rho \omega^2)$ and $\Lambda_d = k_d \mu_d / (\rho \omega^2)$.

The second terms in the curly brackets in Eqs. (27), (28), and (29) contain fast fluctuating factors $\exp[-i \omega(2t - t_m - t_n)]$, and we will neglect them in further derivations.

The difficulty of obtaining analytical solutions for the integrals in Eqs. (27), (28), and (29) depends on the particular form of the pulse propagation function $h(t)$. We choose a convenient but still general form of $h(t)$ as $h(t) = \omega_0 \cdot \sin(\omega_0 t) / \omega_0$, where $h_0(\omega) = \omega_0 \cdot \sin(\omega_0 t) / \omega_0$ is a simple periodic function bounded with a Gaussian envelope. Here $T_a$ and $\omega_0 = 2\pi / T_a$ are the temporal period and angular frequency of the sound wave associated with the central frequency of the pulse, respectively, and $\sigma$ is a nondimensional parameter that is used to control the temporal width of the pulse. The function $h(t)$ and its Fourier transform $\tilde{h}(\omega)$ are given by
\[ h(t) = \exp \left( -\frac{t^2}{2(\sigma T^2)} \right) \left[ \cos(\omega_0 t) - \frac{t}{\omega_0 (\sigma T^2)} \sin(\omega_0 t) \right]. \] (30)

\[
\bar{h}(\omega) = \frac{1}{2 \omega_0 \sigma T^2} \frac{\omega}{2\pi} \exp \left( -\frac{\omega^2 + \omega_0^2}{2\sigma^2} \right) - \exp \left( -\frac{\omega^2}{2\sigma^2} \right),
\] (31)

where \( \sigma = \frac{1}{2\omega_0 \sigma T} \). The approximate values of the terms 
\( I_{nn,kj}(t, \omega) \), 
\( I_{dd,kj}(t, \omega) \), and 
\( I_{nd,kj}(t, \omega) \), are then given by

\[
I_{nn,kj}(t, \omega) = - \Lambda n^2 t^2 |\mathbf{k}| P_0 \mathbf{m}_0 \mathbf{m}_n \omega^2 \Psi(t, t_m, t_n) 
\times \Xi(\omega) \cos[\omega(t_m - t_n)],
\]

\[
I_{dd,kj}(t, \omega) = - \Lambda n^2 t^2 |\mathbf{k}| P_0 \mathbf{m}_0 \mathbf{m}_n \mathbf{m}_0 \cdot (\mathbf{\hat{w}}_{inc,k} - \mathbf{\hat{w}}_{sc,k}) 
\times [\mathbf{\hat{w}}_{w_m} - (\mathbf{\hat{w}}_{inc,j} - \mathbf{\hat{w}}_{sc,j})] 
\times \Psi(t, t_m, t_n) \Xi(\omega) \cos[\omega(t_m - t_n)],
\]

\[
I_{nd,kj}(t, \omega) = - \Lambda n^2 t^2 |\mathbf{k}| P_0 \mathbf{m}_0 \mathbf{m}_n \mathbf{m}_n \cdot (\mathbf{\hat{w}}_{inc,j} - \mathbf{\hat{w}}_{sc,j}) 
\times \Psi(t, t_m, t_n) \Xi(\omega) \left[ \omega \sin[\omega(t_m - t_n)] 
- \sigma^2 \left( t - \frac{t_m + t_n}{2} \right) \cos[\omega(t_m - t_n)] \right],
\]

where

\[
\Lambda = \left( k_0 n_0 \right)^2 |2(\rho \sigma)\omega^2 \sigma_0 \sqrt{\pi},
\]

\[
\Psi(t, t_m, t_n) = \exp[-\sigma^2(t - t_m)^2/2],
\]

\[
\Xi(\omega) = \exp[-(\omega + \omega_0)^2/\sigma^2] + \exp[-(\omega - \omega_0)^2/\sigma^2].
\]

Let \( M \) and \( N_M \) represent the total number of scattering events and the total number of free steps, respectively, of the photon at scattering event \( M \) that happens at time \( t \). Since we analyze the photon propagation at each cell boundary, the number of small free steps \( N_M \) can be greater than \( M \). We calculate the value of \( P_2(t, \omega) \) associated with the photon at each scattering event \( M \) as

\[
P_2(t, \omega) = \sum_{k=1}^{N_M} \sum_{j=1}^{N_M} I_{nn,kj}(t, \omega) + \sum_{k=1}^{M} \sum_{j=1}^{M} I_{dd,kj}(t, \omega) 
- \sum_{k=1}^{M} \sum_{j=1}^{M} I_{nd,kj}(t, \omega).
\]

(35)

We specify a discrete set of times \( t_e \) during the time of flight of the ultrasonic pulse in the scattering sample, and a discrete set of angular frequencies \( \omega_q \) around the central angular frequency of the ultrasonic pulse \( \omega_0 \). At every scattering event of the photon, quantity \( P_2(t, \omega) \) is calculated for all \( t_e \) and \( \omega_q \), and \[ \Delta P_{2,m}(t_e, \omega_q) = P_2(t_e, \omega_q) \Delta W_{ph} \] is evaluated, where \[ \Delta W_{ph} = W_{ph} \mu_0 \mu_1 / \mu_2 \mu_3, \] and \( W_{ph} \) is the current weight of a photon at the scattering event that occurs in cell \( m \). At the end of the simulation of all of the photon packets, sums \[ \Sigma P_{2,m}(t_e, \omega_q) \] of the increments for all of the scattering events that have happened in cell \( m \) are proportional to the time-varying power spectral density of light at time \( t_e \) and angular frequency \( \omega_q \).

The sample in our simulation is an optically scattering slab with a thickness of 20 mm along the X axis (Fig. 1). The dimensions of the slab in the \( Y \) and \( Z \) directions are both 100 mm, which minimizes the error of the simulation within the central region. We define the background optical properties of the scattering slab as \( \mu_a = 0.1 \) cm\(^{-1} \) and \( \mu_s = 10 \) cm\(^{-1} \) in the entire slab, which values are representative of soft biological tissue for visible and near-infrared light, and, for simplicity, assume isotropic scattering. An ultrasound pulse propagates parallel to the \( Z \) axis within the slab, spaced at equal distances from the slab surfaces. The temporal profile of the pulse is given by Eq. (30), with the central frequency of 1 MHz and \( \sigma = 0.65 \). The focal spot of the transducer coincides with the center of the slab \( (x, y, z) = (10 \text{ mm}, 0 \text{ mm}, 0 \text{ mm}) \), and the peak pressure amplitude \( P_0 \) at the focus is 10\(^6\) Pa. In order to model the ultrasound field we define the concave transducer element with an aperture diameter of 25.4 mm and a focal length of 40 mm. The distributions of the ultrasound pressure and phase are calculated with the publicly available software FIELD II [46] versus time \( t \) equally spaced by 0.5 \( \mu s \). The ultrasound propagation directions are subsequently obtained by taking the gradient of the ultrasound phase. A pencil light source with a wavelength of 532 nm irradiates the scattering slab from the \( x < 0 \) half space at position \( (x, y, z) = (0 \text{ mm}, 0 \text{ mm}, 0 \text{ mm}) \). We assume the same optical index of refraction \( n_0 = 1.33 \) in whole space, a mass density of the medium \( \rho = 10^3 \) kg m\(^{-3} \), an ultrasound velocity \( v_u = 1.480 \) m s\(^{-1} \), and an elasto-optical coefficient of water at room temperature \( \eta = 0.32 \). The dimensions of the cells that divide the simulation volume are \( \Delta x = 0.5 \text{ mm}, \Delta y = 0.5 \text{ mm}, \) and \( \Delta z = 0.1 \text{ mm} \), such that the change in ultra-
sound phase within each cell is small. The $\Delta P_{2,m}(t_s, \omega_q)$ values are sampled at discrete frequencies $\omega_q = 2\pi f_q$, where $f_q$ is equally spaced by $\Delta f_q \approx 82$ kHz from 265 kHz to 1.74 MHz. In order to reduce the memory requirement, the values of $\Delta P_{2,m}(t_s, \omega_q)$ are recorded only in cells $m$ that belong to the plane defined by $y = 0$ mm.

In Fig. 2(a), we present the temporal profile of the ultrasound pressure given by $h(t)$. Figure 2(b) shows the power spectrum of the ultrasound pressure (solid curve) calculated from $h(t)$, and the time-varying power spectrum (dotted–dashed curve) of the ultrasound-modulated light simulated at the transmission side of the slab at $(x, y, z) = (20 \text{ mm}, 0 \text{ mm}, 0 \text{ mm})$. In this simulation, the absorbing objects from Fig. 1 are not present in the scattering slab. The contours are plotted at 25%, 50%, and 75% of the maximum power levels. In this simulation no absorbing objects are present in the scattering slab.

Next, we position two optically absorbing cylinders ($\mu_a = 100 \text{ cm}^{-1}$), both 2 mm in diameter and 2 mm long, within the scattering sample. The axes of both cylinders are parallel to the propagation direction of the ultrasound pulse. The separation between the absorbing objects is 2 mm and the center of separation coincides with the focal point of the ultrasound pulse $\{(x, y, z) = (10 \text{ mm}, 0 \text{ mm}, 0 \text{ mm})\}$. In Fig. 3, we show one frame of the time-varying power density of the ultrasound-modulated light simulated for the duration of propagation of the ultrasound pulse in the scattering sample. The consecutive frames in the multimedia online version of Fig. 3 are equally spaced by 0.5 $\mu$s time intervals, and in each frame the spatial distribution of the power density is presented in the plane defined by $y = 0$ mm. The values are presented in shades of gray, with the levels equally spaced from zero to the maximum value. The maximum value of distribution $(I_m)$ in each frame is given in the upper right corner. The intensity of the ultrasound-modulated light is much higher when the ultrasound pulse is close to the focal point. The distribution of ultrasound-modulated light has sharp boundaries at the edges of absorbing objects. In addition, overlap of the ultrasound pulse with the position of either one of the absorbing objects causes a very significant decay in the intensity of ultrasound-modulated light that is generated.

In Fig. 4, we present the temporal profile of modulation depth $M(t)$ of ultrasound-modulated light when the ultrasound pulse propagates through the scattering slab with two absorbing objects. The modulation depth is calculated as a ratio of the time-varying power density of ultrasound-modulated light to the power density of unmodulated light (proportional to the sum of $\Delta W_{ph\mu m}$ values for all of the scattering events in cell $m$). Since $M(t) \ll 1$, we assume that the error due to considering the op-
tical fluence rate of unmodulated light equal to the total optical fluence rate is small for the purpose of calculating $M(t)$. The solid curve in Fig. 4 represents the case when the detection point is placed at $(x, y, z) = (20 \text{ mm}, 0 \text{ mm}, 0 \text{ mm})$—at the transmission plane of the slab and symmetrically with respect to both the illumination beam and the two objects. This is a common experimental configuration that usually provides good signal-to-noise ratio, resolution, and contrast. The maximum modulation depth of $\approx 1\%$ is obtained when the ultrasound pulse is at the focal point. There are two distinctive minima in the modulation depth profile that correlate with the times when the ultrasound pulse overlaps with the absorbing objects, which indicates the potential of UOT for high-contrast and high-resolution imaging. However, breaking the symmetry between the positions of illumination, detection, and the objects (dashed curve in Fig. 4) leads to a significant change in the profile of the modulation depth that is detected. This underlines the influence of the configuration of the imaging sample together with positions of the sources and detectors on the detected signal. It seems reasonable to expect that multiple positions of sources and detectors would be necessary to obtain an image of a complex sample.

4. CONCLUSION
In conclusion, based on the ladder approximation of the Bethe–Salpeter equation and Wigner time–frequency distribution, we have developed an integral form of the CTE for multiply scattered light modulated by an ultrasound pulse. The derivations are valid under the weak-scattering approximation within the medical ultrasound frequency range and under moderate ultrasound pressures, and further theoretical development should address the setups with highly focused ultrasound and with very high ultrasound pressure. We have also developed a Monte Carlo algorithm that can be used to calculate the time-varying power spectral density of light modulated by the focused ultrasound pulse in optically turbid media with heterogeneous distributions of optical parameters. This permitted us, for what we think to be the first time, to obtain the spatial distribution of the ultrasound-modulated light intensity during ultrasound pulse propagation in a scattering sample that contains optically absorbing objects. We expect the CTE and the MC algorithm to be of use for the estimation of resolution, contrast, and signal-to-noise ratios in UOT.
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