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ABSTRACT

The Herschel Extragalactic Legacy Project (HELP) brings together a vast range of data from many astronomical observatories. Its main focus is on the Herschel data, which maps dust-obscured star formation over 1300 deg². With this unprecedented combination of data sets, it is possible to investigate how the star formation versus stellar mass relation (main sequence) of star-forming galaxies depends on environment. In this pilot study, we explore this question within 0.1 < z < 3.2 using data in the COSMOS field. We estimate the local environment from a smoothed galaxy density field using the full photometric redshift probability distribution. We estimate star formation rates by stacking the SPIRE data from the Herschel Multi-tiered Extragalactic Survey. Our analysis rules out the hypothesis that the main sequence for star-forming systems is independent of environment at 1.5 < z < 2, while a simple model in which the mean specific star formation rate declines with increasing environmental density gives a better description. However, we cannot exclude a simple hypothesis in which the main sequence for star-forming systems is independent of environment at z < 1.5 and z > 2. We also estimate the evolution of the star formation rate density in the COSMOS field, and our results are consistent with previous measurements at z < 1.5 and z > 2 but we find a 1.4^{+0.3}_{−0.2} times higher peak value of the star formation rate density at z ~ 1.9.
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1 INTRODUCTION

Galaxies are found in different environments, from rich clusters, to small groups, to isolated galaxies residing in cosmic voids. For several decades, there has been substantial evidence that the environment influences galaxy properties, such as star formation rate (SFR), morphology and colour (e.g. Dressler 1980). The environment has been found to influence the timing of the quenching of star formation (e.g. Wetzel et al. 2013), though the onset of star formation is not necessarily caused by environment (e.g. Rettura et al. 2011). This quenching leads to a decline in the fraction of actively star-forming galaxies in clusters from ~20 per cent at
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It has been argued that higher density environments only reduce the fraction of galaxies that are star-forming and do not seem to have a major effect on the average SFR of star-forming galaxies (e.g. Peng et al. 2010; Wijesinghe et al. 2012; Darvish et al. 2014, 2016). However, at low redshift, von der Linden et al. (2010, $z<0.1$) and Haines et al. (2013, $0.15<z<0.3$) found a reduction of the SFR of star-forming cluster galaxies, compared to their counterparts in the field. Furthermore, Scudder et al. (2012a) found an enhanced MS in isolated compact groups, but compact groups embedded in larger systems do not have this enhanced SFR.

At intermediate redshift ($0.4<z<0.8$), Vulcani et al. (2010) found that the SFR of cluster star-forming galaxies was a factor of 1.5 lower than in the field. This result is in agreement with Patel et al. (2011) at $0.6<z<0.9$. However, Lin et al. (2014) did not find evidence (out to $z\sim0.8$) for an environmental dependence of the MS, although they did find a significant reduction of the sSFR by 17 per cent in cluster environments ($M_{\text{halo}} > 10^{14} \, M_\odot$). At $z\sim0.5$, Darvish et al. (2015b) also showed that [O II] EW (a measure of sSFR) versus stellar mass relation is independent of environment (filament versus field), indicating the environmental invariance of the MS. Furthermore, Darvish et al. (2014) showed the environmental (filament, cluster, field) independence of the MS in the COSMOS field (Scoville et al. 2007) at $z\sim0.84$.

At higher redshift ($z\sim1.5$), Koyama et al. (2014) found no direct evidence for an environmental dependence of the MS for Hα emitters. Furthermore, Koyama et al. (2013) found that the difference between the field and cluster MS is less than 0.2 dex in redshifts smaller than $\sim2$ based on Hα emitters.

The dependence of the MS on the large-scale environment is still under discussion; however, a clear correlation seems to exist between SFR and paired galaxies. Melnyk et al. (2015) found that paired massive ($\log(M_*/M_\odot) > 11.5$) galaxies have higher SFR than isolated galaxies, and this same result was found for lower mass galaxies with the galaxy pairs in the Sloan Digital Sky Survey (e.g. Ellison et al. 2010; Scudder et al. 2012b) and for major-merger pairs in Herschel (Cao et al. 2015).

No consensus has yet been reached on how the MS depends on environment or redshift. This is partially because the aforementioned methods differ in how they select the galaxies, how they estimate star formation and how they measure environment. The selection of which method to use to determine the environment can cause differences in which galaxies are selected to be in a certain density regime, and therefore different results (Muldrew et al. 2012).

To accurately probe the normalization of the MS, it is necessary to measure the SFR in a wide range of different environments over cosmic time. For the SFR, we use the FIR data from the Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver et al. 2012). In order to probe the environment and the stellar mass, we exploit the rich multi-wavelength data and volume of the COSMOS field.

The Herschel Extragalactic Legacy Project (HELP; Vaccari et al. 2016; Oliver et al., in preparation) aims to collate and homogenize observations from many astronomical observatories to provide an integrated data set covering a wide range of wavelengths from the radio to the UV. The key focus of the HELP project is the data from the extragalactic surveys from ESA's Herschel mission (Pilbratt et al. 2010), covering over 1300 deg$^2$. HELP will add value to these data in various ways, including providing selection functions and estimates of key physical parameters. The data set will enable users to probe the evolution of galaxies across cosmic time and is intended to be easily accessible for the astronomical community. The aim is to provide a census of the galaxy population in the distant Universe, along with their distribution throughout the three-dimensional space.
Another key feature of HELP will be the generation of galaxy density maps. In this paper, we apply our chosen methodology for measuring density fields to publicly available data in the COSMOS field to explore the environmental dependence of star formation as probed by Herschel.

The format of this paper is as follows. We describe the data we use in Section 2. We describe our methods of determining the environment of the galaxy (Section 3.2), our stacking analysis (Section 3.3) and how we obtained SFRs (Section 3.4). The results are described in Section 4. The discussion and conclusions can be found in Sections 5 and 6. We use a standard flat cosmology with $\Omega_M = 0.3$ and $H_0 = 70 \text{km s}^{-1} \text{Mpc}^{-1}$.

2 DATA

2.1 The HerMES survey

We use the SPIRE data (Griffin et al. 2010) from the HerMES (Oliver et al. 2012) survey to compute the SFRs of our sample of galaxies. We use all 250, 350 and 500 $\mu$m SPIRE bands in the COSMOS field from the second data release, DR2 (5$\sigma$ depth of 15.9, 13.3, 19.1 mJy at 250, 350 and 500 $\mu$m, respectively; Viero et al. 2015). The HerMES (and in future also the HELP) data can be obtained from the HeDAM data base.

One of the challenges at the longer wavelengths probed by SPIRE is extragalactic confusion (e.g. Nguyen et al. 2010), whereby many sources detectable with higher resolution shorter wavelength imaging are located within a single SPIRE beam, and therefore appear as one SPIRE source. The SPIRE full width at half-maximum for 250, 350 and 500 $\mu$m is 18.1, 25.5 and 36.6 arcsec, respectively (Griffin et al. 2010; Viero et al. 2015). To estimate the SPIRE flux density for individual galaxies, we need to exploit prior information of the position, mass and redshift of the galaxies. We use a stacking method to obtain these flux density estimates, with a method that will be addressed in Section 3.3.

2.2 Multi-wavelength catalogue

Photometric redshifts for our sample are obtained from the COSMOS UltraVISTA $K_s$-band selected catalogue (McCracken et al. 2012; Ilbert et al. 2013). The catalogue contains 30 bands ranging from UV to NIR in broad, intermediate and narrow bands, and contains 220 000 galaxies. The photometric redshifts were obtained using the LE_PHARE code (Ilbert et al. 2006) and calibrated against spectroscopic redshifts. Due to the large range in wavelength, the availability of intermediate-bandwidth photometric filters and the good quality of the data, the estimated redshifts are very accurate. For $z < 1.5$, Ilbert et al. (2013) obtained a precision of $\sigma_{\Delta z/(1+z)} = 0.008$ at $i' < 22.5$ ($\sim$1 per cent catastrophic outliers) and even for faint ($i' \simeq 24$) sources the accuracy is better than 3 per cent. At higher redshift ($1.5 < z < 4$), the precision is given by $\sigma_{\Delta z/(1+z)} \approx 0.03$ (Ilbert et al. 2013). Furthermore, the photometric redshifts are characterized by their full probability distribution function (PDF).

Stellar masses are derived from the SED using the stellar population synthesis model of Bruzual & Charlot (2003) in combination with the Chabrier (2003) initial mass function (IMF). The stellar masses are model dependent and can vary by 0.1–0.15 dex depending on the model. The sample of star-forming galaxies is complete above a stellar mass of $\sim 10^9 M_\odot$ at $z = 0.2$ and or $\sim 10^{10} M_\odot$ at $z = 3.0$.

We treat the star-forming and the quiescent galaxies differently, as we expect their FIR properties to be quite distinct. To discriminate, we use the indicator from Ilbert et al. (2013). This indicator is based on a rest-frame colour selection: galaxies with $M_{\text{NUV}} - M_r > 3(M_r - M_I) + 1$ and $M_{\text{NUV}} - M_r > 3.1$ are considered to be quiescent (Fig. 1). This colour selection was chosen instead of a $U - V$ versus $V - J$ selection because of the larger dynamical range. The NUV rest frame can also be sampled by optical data while the $U$ band falls out of this wavelength range at $z > 2$. Furthermore, the NUV $-r$ seems to be a better indicator of current star formation activity (e.g. Martin et al. 2007; Ilbert et al. 2013).

Because we only use the colour–colour selection, we do not segregate starburst galaxies (galaxies that lie above the MS). This means that our average SFR estimates for the MS will be enhanced by 12.1 per cent relative to other methods which exclude the starburst galaxies from their sample (Sargent et al. 2012). This 12 per cent represents the increase in the mean SFR changing from a single lognormal distribution for the MS only to an MS+starburst distribution as described by two offset lognormals (Sargent et al. 2012).

3 METHOD

3.1 Sample selection

Many methods have previously been used to probe the environment of galaxies. The most reliable methods of determining if a galaxy is located in a cluster, has close companions or resides in a dense environment rely on the use of spectroscopic redshifts. However, spectroscopy is time-consuming to obtain and is not practical for

Figure 1. The colour selection used to separate the star-forming and quiescent galaxies. Galaxies with $M_{\text{NUV}} - M_r > 3(M_r - M_I) + 1$ and $M_{\text{NUV}} - M_r > 3.1$ are considered to be quiescent.
large numbers of galaxies over a large luminosity and redshift range, which are needed to exploit the full potential of HELP.

To avoid this problem, we use photometric redshifts. The main disadvantage of photometric redshifts is that they are not accurate enough to associate a given galaxy with a given structure; the physical scale associated with the uncertainty in photometric redshift is normally much larger than the size of a galaxy cluster. However, for a large galaxy sample, we can statistically infer that galaxies found in dense regions according to their photometric redshifts will also be in dense environments in real space (Lai et al. 2015).

Several methods have been developed to extract the environment density of galaxies using their spatial distribution. Some of the most commonly used methods are the \( N_{\text{th}} \) nearest-neighbour method (\( N \) divided by the area containing \( N \) neighbours), galaxy counts in a circular (adaptive) kernel and the Voronoi tessellation method (e.g. Muldrew et al. 2012; Scoville et al. 2013).

The redshift range we used to make maps of the density of galaxies was selected carefully to optimize the accuracy of the density map. For lower redshifts, the volume of the COSMOS field is too small to be useful, and does not accurately probe a range of environments. On the other hand, at higher redshift the photometric redshifts become more uncertain and the number densities decrease, so we restrict ourselves to the range \( 0.1 < z < 3.2 \) (Darvish et al. 2015a). The typical photometric redshift error increases with magnitude, so we only consider galaxies with \( K_{\text{AB}} < 24 \). We made this magnitude cut to use all available galaxies with accurate redshifts. However, by making this cut, we only select relatively bright galaxies in the mass range for which we are incomplete. This can result in an overestimation of the mean SFR for low-mass galaxies because we do not detect galaxies with a low SFR. Note that we cannot see this effect in Fig. A1 because the galaxies are weighted according to their mass, leading to a very small contribution of the few galaxies below the mass limit. Furthermore, we only consider those galaxies outside the optically masked areas defined by Ilbert et al. (2013).

To obtain sufficiently large samples, while exploring the evolution across time and environment, we divide galaxies into bins of redshift and density. We defined nine bins in environment and five in redshift so that each subset would contain approximately 11 per cent of the actively star-forming galaxies at that redshift. This yields \( > 1400 \) actively star-forming galaxies in every bin (Table 1).

In Section 3.2, we describe how we obtained the environmental information for our sample of galaxies, and in Section 3.3 we describe our method to assign flux densities to the galaxies with the use of stacking.

### 3.2 Density estimates

The density maps are constructed using the adaptive Gaussian kernel procedure from Darvish et al. (2015a). This method uses a Gaussian kernel (with an adaptive width) to smooth the map, and therefore gives an estimate for the density at the scale of the kernel width. This choice of method was made on consideration of tables 3 and 4 of Darvish et al. (2015a), where the kernel method performed best in simulations. Another advantage of the kernel method is its simplicity and the intuitive way in which the weights are assigned to a galaxy. We adopt the same adaptive kernel size, angular position cut, magnitude selection and overlap between redshift slices as used by Darvish et al. (2015a). However, we make some changes in the application of weights and the edge corrections.

Our method is as follows.

(i) We construct a series of redshift slices starting at \( z = 0.1 \) and with a width \( \delta z = 2 \Delta z_{\text{med}} \), where \( \Delta z_{\text{med}} \) is the median of the photo-z uncertainty of galaxies within that redshift slice. Each redshift slice starts in the middle of the previous slice. For galaxies without a second peak in the PDF (with a probability larger than 5 per cent for the second peak), we make a Gaussian assumption for the shape of the PDF (Darvish et al. 2015a).

(ii) Every galaxy is distributed between all slices according to the PDF (Burton et al. 2013). If a galaxy has a probability of 60 per cent to be in slice \( a \) and 20 per cent to be in slice \( b \), then the weight \( (w) \) in slice \( a \) will be 0.6 and for slice \( b \) will be 0.2. In Darvish et al. (2015a), a galaxy can influence the density maps in adjacent slices since slices are overlapped.

(iii) Within a slice, the local density \( (\Sigma_i) \) at a galaxy position \( (\vec{r}_i) \) is determined by a weighted adaptive kernel estimator with a global width \( h \) of 0.5 Mpc, following Darvish et al. (2015a):

\[
\hat{\Sigma}_i = \frac{1}{\sum_{j=1,j\neq i}^{N} w_j} \sum_{j=1,j\neq i}^{N} w_j K(\vec{r}_i, \vec{r}_j, h),
\]  

where \( W_{\text{aper}} \) is the aperture weight, \( K(\vec{r}_i, \vec{r}_j, h) \) is the kernel function with width \( h \) at the galaxy position \( \vec{r}_i \) and \( \vec{r}_j \) in slice \( i \) and \( \vec{r}_j \) in slice \( j \).
\[ K(\bar{r}_i, \bar{r}_j, h) = \frac{1}{2\pi h^2} \exp \left( -\frac{|\bar{r}_i - \bar{r}_j|^2}{2h^2} \right), \]

where \( \bar{r}_j \) is the position of a galaxy with weight \( w_j \). Rather than adopting a uniform value for \( h \) over the whole field, the local kernel width changes adaptively in accordance with the density of galaxies, with smaller kernel values in more crowded regions:

\[ h_i = 0.5 \text{ Mpc} \left( \frac{G}{\Sigma(\bar{r}_i)} \right)^{0.5}, \]

where \( \Sigma(\bar{r}_i) \) is the galaxy density at position \( \bar{r}_i \), calculated with \( h = 0.5 \) Mpc and \( G \) is the geometric mean of all \( \Sigma(\bar{r}_i) \). The density field \( \Sigma(\bar{r}) \) is then obtained by

\[ \Sigma(\bar{r}) = \frac{1}{\sum_{i=1}^{N} w_i} \sum_{i=1}^{N} w_i K(\bar{r}, \bar{r}_i, h_i), \]

where \( \bar{r} = (x, y) \) is the location in our 2D grid map.

(iv) As a convenient, dimensionless, measure of the galaxy environment, we define the overdensity for a galaxy at position \( \bar{r} \) by the density at that position in the map divided by the median density of every position in the slice:

\[ 1 + \delta = \frac{\Sigma(\bar{r})}{\text{median}(\Sigma(\bar{r}))}. \]

(v) For scientific analysis, Darvish et al. (2015a) discarded those galaxies that were close to the edge or masked areas. We correct for the underestimation of densities near edges and masked areas using a different method. We create 40 mock maps in which the galaxies within a given redshift slice are given angular coordinates of galaxies selected randomly from all redshift slices. We divide the observed density field by the average of the mock density field. To avoid errors introduced by large corrections in the proximity of heavily masked regions, we exclude all areas in which the density in the mock map is less than half the mean. With this method we can still use galaxies relatively near the edge without introducing spurious low-density environments (see Fig. 2).

Our density maps optimally exploit the redshift PDF information for a smoothing kernel that is adaptively smoothed in the transverse direction, but is convolved with a discrete, top-hat kernel in the radial direction. In future work for HELP, we will amend the method to provide an adaptive kernel in 3D.

Having determined the density field, we can then assign a density to each galaxy. This assigned density is the measurement of the density at the angular position of the galaxy in the redshift slice where the photo-z PDF is highest.

Since the absolute density and the overdensity field evolve significantly with time through gravitational instability, we define the environment with reference to the surface density percentiles. In each redshift bin, we compute the density percentiles using every redshift slice within that redshift bin. We use these percentiles to create nine density bins, and we assign galaxies to the density bin appropriate to their density (Table 1). To some extent, the environments defined by density percentiles are fixed with cosmic time, i.e. galaxies in the densest 5 per cent of the Universe today are expected to have been in the densest 5 per cent regions at an earlier time.

3.3 SIMSTACK

Our aim is to measure the average star formation activity of galaxies aggregated by redshift and environment, while taking into account variations across bins, e.g. in the empirical relation between star formation and stellar mass – the ‘MS’. To do this, we use a flux stacking technique, with a weighting scheme to account for these known variations. We are using a stacking technique to get around the confusion problem: for one individual galaxy, we cannot say what the contribution from non-correlated background sources is, but the mean contribution for a random stacked sample goes to zero in a mean subtracted map.

We use SIMSTACK (Viero et al. 2013b) as our stacking tool. SIMSTACK simultaneously estimates the average flux density for a number of samples of galaxies, modelling the SPIRE map by assuming all galaxies in this sample to have the same flux density. Viero et al. (2013b) segregated galaxies according to their stellar mass and redshift, and characterized how the FIR emission depended on these parameters.

The SIMSTACK algorithm has been used and tested by several papers (Albert et al. 2014; Banerji et al. 2015; Béthermin et al. 2015; Viero et al. 2015; Webb et al. 2015; Noble et al. 2016). It works optimally for large samples of galaxies which are expected to have a similar flux density.

Even in our highest redshift bin, we have over 23 000 galaxies simultaneously fitted by SIMSTACK, so random foreground and background sources will not affect our results.

In Table 1, we list the number of galaxies in each redshift bin used in our stack. We ran SIMSTACK simultaneously on the star-forming and quiescent sample to avoid overestimating the SFR in dense environments due to confusion with nearby quiescent sources. Because SIMSTACK simultaneously fits all galaxies, it will give reliable values for the stack in both the field and for cluster galaxies. Only galaxies
below the detection limit (in $K_s$) and correlated with our target sample can affect the result. This effect should be larger in the clusters, but we expect these ‘non-detected galaxies’ to have low SFR (and low flux density in the SPIRE bands) and therefore they should not change our results very much. If they have any effect, it would be to increase our estimates of the SFR in dense environments.

To account for the known internal variation within the bins, we model the relationship between the FIR emission, stellar mass and the redshift of the galaxies. Since we are interested in relative measurements of SFR (in different environments), we do this by using weights in the stacking code. Essentially, these weights scale the contribution of each galaxy in the flux stack to what would be emitted by a reference galaxy at the centre of the redshift bin and with a reference stellar mass, see Sections 3.3.1 and 3.3.2 for more detail.

3.3.1 Redshift weighting

Within each redshift bin, there is a distribution of redshifts. The nearby ones will appear to be brighter, without having intrinsically higher luminosity or SFR. We correct for this effect following Oliver et al. (2010). We weight the galaxies by $w_d$, which comes from the square of the luminosity distance ($D_L$) relative to that of the middle of the redshift bin ($z_{ref}$):

$$w_d = \left( \frac{D_L(z_{ref})}{D_L(z)} \right)^2.$$  

Another adjustment originates from the $K$-correction; the SPIRE flux densities sample different parts of the rest-frame spectrum ($f_L$) for galaxies at different redshifts. We estimate the weight ($w_f$) for the $K$-correction for an observed frequency ($\nu$) and luminosity ($L_\nu$) to be the ratio of the rest-frame flux density for an object at redshift $z$ to that of the value at the middle of the bin:

$$w_f = \frac{1 + z}{1 + z_{ref}} \frac{L_\nu (1 + z_v \nu_0)}{L_\nu (1 + z_{ref} \nu_0)}.$$  

We use template SEDs provided by Berta et al. (2013), which fits the median SED in the FIR (with at least seven FIR bands) for different spectral types of galaxies. As a first approximation, we use the spiral galaxy template for the star-forming systems, and the elliptical template for the quiescent galaxies. Later this formed the basis for an iteration described at the end of Section 3.3.2.

Another weight ($w_e$) arises from the known evolution in the MS with roughly $(1 + z)^{\gamma}$; that is if a galaxy has a higher redshift, we expect a higher flux density due to relatively higher star formation:

$$w_e = \left( \frac{1 + z}{1 + z_{ref}} \right)^\gamma.$$  

Table 2. Mean square deviation of the redshift-dependent weights. Each weight, $w$, normalizes galaxies at different redshifts to a reference point at the centre of the bin.

<table>
<thead>
<tr>
<th>Redshift bin</th>
<th>250 µm</th>
<th>$\langle w_d^2 \rangle$</th>
<th>350 µm</th>
<th>$\langle w_f^2 \rangle$</th>
<th>500 µm</th>
<th>$\langle w_e^2 \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1–0.5</td>
<td>0.040</td>
<td>0.067</td>
<td>0.099</td>
<td>0.038</td>
<td>3.552</td>
<td></td>
</tr>
<tr>
<td>0.5–1.0</td>
<td>0.015</td>
<td>0.042</td>
<td>0.077</td>
<td>0.039</td>
<td>0.313</td>
<td></td>
</tr>
<tr>
<td>1.0–1.5</td>
<td>0.002</td>
<td>0.016</td>
<td>0.038</td>
<td>0.024</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>1.5–2.0</td>
<td>0.000</td>
<td>0.006</td>
<td>0.018</td>
<td>0.016</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>2.0–3.2</td>
<td>0.000</td>
<td>0.012</td>
<td>0.035</td>
<td>0.037</td>
<td>0.125</td>
<td></td>
</tr>
</tbody>
</table>

Here we initially used $\gamma = 3$, and again this was the basis for an iteration. The overall effect of all these corrections is summarized in Table 2. Since all of the corrections depend on redshift, we combine them to obtain a redshift-dependent combined weight ($w_z$) for every galaxy in the stack:

$$w_z = w_d \times w_f \times w_e.$$  

3.3.2 Mass weighting

To characterize the stellar mass dependence of the FIR emission, we follow the procedure explained by Viero et al. (2013b). We bin galaxies according to mass, redshift and galaxy type. We need several mass bins to obtain a good fit for the MS. For the star-forming galaxies, we select the mass bins to contain either a total stellar mass of $10^{10} M_\odot$ and a minimum of 100 galaxies, or $10^{11} M_\odot$ and 50 galaxies. These mass bins were chosen so that each yields a clean detection of the stacked results in the SPIRE maps, and in the case that the slope of the MS is 1, these bins will all have approximately the same total signal. The quiescent galaxies are all placed in one bin.

From this set of stacked results, we can fit a mass versus (redshift-corrected) SPIRE flux density relation. This relation can be seen as an MS (Elbaz et al. 2011) though with the redshift-corrected ($w_z$, equation 9) FIR flux density as a proxy for SFR. We exploit the fact that the integrated FIR flux density is expected to be proportional to the SFR; therefore, we can use the model normally used to fit the MS:

$$\log \text{SFR} \propto \log S_{\text{SPIRE}} = \alpha \log(M) + \beta.$$  

Hence $S_{\text{SPIRE}}$ is the measured flux density with SIMSTACK. We fit the parameters $\alpha$ and $\beta$, constraining the slope, $\alpha$, to be the same for the three bands. The results are shown in Fig. A1. This enables us to apply a weight in comparison with a galaxy of reference stellar mass, $M_{ref}$:

$$w_{\text{mass}} = 10^{\alpha \log(M) + \beta}.$$  

We set $M_{ref}$ to a stellar mass of $10^{10} M_\odot$, so that the stacked results give us the average flux density of a star-forming $10^{10} M_\odot$ stellar mass galaxy at the middle of the redshift bin. We also use this slope $\alpha$ for the quiescent bin.

Having determined the weighting factors, we can use SIMSTACK to compute the mean, normalized SPIRE flux densities, aggregated in bins of redshift and environment. Our procedure also allows us to normalize the known variations with redshift and stellar mass to the centre of each redshift bin and for this reference stellar mass.

Our results are independent of choice of $M_{ref}$. If we had selected a different $M_{ref}$, then $w_{\text{mass}}$ would change for every galaxy accordingly, and the output of SIMSTACK would be the flux density of the new $M_{ref}$ (we fit all the galaxies at the same time given the weights calculated in equations 9 and 11). The underlying assumption for this is that all the galaxies follow the same slope in the mass versus SFR plane ($\alpha$, equation 10), at a certain redshift. With SIMSTACK, we find the normalization of this line at $M_{ref}$, and it is this normalization that we track in different environments.

In total, we had four runs with SIMSTACK. The first run was with the parameters described above, from which we got a first estimate for our best SED template, $\alpha$ and $\gamma$. For the second run, we used...
these best values as input for our weights (equations 9 and 10). A third run was used to optimize the results for the fourth and final run, Section 3.4.

3.4 SFR estimation
Having determined the mean, normalized SPIRE flux densities in each SPIRE band, we estimate a total integrated FIR luminosity (and hence SFR) for each redshift and density bin.

We find the best-fitting SED through a least-squares fit from the library of Berta et al. (2013) to the mean normalized flux densities in the three SPIRE bands. The SPIRE bands probe the peak of the SED for intermediate redshifts, and this gives us the most accurate SED normalization. PACS data (Poglitsch et al. 2010) could be added and would probe the peak of the FIR emission better in our lowest redshift bin; however, due to differences in the map-making procedure (i.e. the non-linear map making in PACS), and higher noise in the PACS data, we choose not to include these data in our analysis to avoid introducing biases into the sample (Lutz et al. 2011).

Different SEDs are allowed for star-forming galaxies and passive galaxies and for different redshift slices. However, we use the same template for different stellar mass bins and environments at the same redshift. The best templates for every redshift bin are listed in Table A1.

With this SED template, we compute the total FIR luminosity \( L_{\text{FIR}} \) integrated over the rest-frame spectrum \( L_\nu \) between 8 and 1000 \( \mu \)m. This process is performed iteratively with the weighting processes in Section 3.3, i.e. applying the \( K \)-correction using the optimum template.

We then compute the SFR from \( L_{\text{FIR}} \), using the following calibration (Rowan-Robinson et al. 1997, 2008; Oliver et al. 2010):\(^2\)

\[
\frac{L_{\text{FIR}}}{L_\odot} = 0.51 \times 10^{10} \frac{\text{SFR}}{M_\odot \, \text{yr}^{-1}}. \tag{12}
\]

Here the fraction of ultraviolet energy absorbed by dust has been assumed to be \( \epsilon = 2/3 \). Because we are stacking, we use a fixed value of \( \epsilon \), but ideally we would need this value for every galaxy. The HELP project will eventually assist in obtaining more information about the variation of \( \epsilon \), but that is beyond the scope of this paper.

4 RESULTS
4.1 SFR in different environments
Our resulting SFRs for the reference stellar mass in different environments and different redshifts are shown in Fig. 3. We test our results against a constant MS for all environments and a toy model for which we fit a straight line to the SFR versus percentile density. A fit to the evolution of this reference SFR (i.e. a normalization of the MS) yields \( (1 + z)^{2.4} \); this evolutionary rate was used to iteratively re-calculate the weights, \( w_\epsilon \), used in Section 3.3.

We construct the error bars (\( \sigma_{\text{tot}} \)) as a quadrature sum of the jackknife error (\( \sigma_{\text{jk}} \)), which covers the random errors associated with the sample variations within a bin, and the error (\( \sigma_\epsilon \)) from resampling our redshifts from the PDF (which covers the systematic errors from the uncertainty in the redshift of each galaxy):

\[
\sigma_{\text{tot}}^2 = \sigma_{\text{jk}}^2 + \sigma_\epsilon^2. \tag{13}
\]

From Fig. 3, we can see that there is no dramatic trend in the reference SFR as a function of environment at any epoch. Because our reference SFR has scaled every galaxy to the MS, this indicates that the MS is roughly the same in every environment. However, we can confirm that the SFR for star-forming system increases over cosmic time with roughly \((1 + z)^{2.4}\).

An additional subtle trend is worth noticing. In the range 0.1 < \( z < 2 \), there appears to be a slight decline in SFR towards higher densities. We quantified this by calculating the reduced \( \chi^2 \) for a declining toy model. This toy model (red dashed line in Fig. 3) has a lower reduced \( \chi^2 \) in all of our redshift bins, indicating a lower MS in dense environments. This is in agreement with Vulcani et al. (2010) and Patel et al. (2011) who found a lower SFR for star-forming galaxies in cluster environments. Similarly, Allen et al. (2015) found that the mean observed F814W – F160W colours for star-forming cluster galaxies at \( z \sim 2.1 \) are 20 per cent (3.6 \( \sigma \)) redder (indicating a lower SFR) than for field galaxies at the same masses, indicating a suppressed MS. Note that in Fig. 3 we have not included the systematic error on the SFR, because the effect of taking the wrong SED template is to move all data points up or down together. We have omitted this error for our comparisons of different regions (see Appendix B for more detail about the error analysis).

In the redshift range 1.5 < \( z < 2 \), the declining toy model has a reduced \( \chi^2 \) close to one, indicating a good fit, where the environment-independent model has a reduced \( \chi^2 \) greater than three. We conclude that our data at 1.5 < \( z < 2 \) are inconsistent with the hypothesis of an environment-independent MS with significance at level of 1 per cent, measured using \( p \)-value. However, this is a small effect and all our data fall well within the 0.2 dex intrinsic scatter of the SFRs in the MS. In the other redshift bins, we cannot exclude the simple hypothesis.

We can also use the stacked, normalized, SFRs to assign an estimated SFR to every galaxy (taking into account its stellar mass and the weights applied). With this SFR for each galaxy, we can produce estimates for the SFR density (SFRD) in the COSMOS field.

4.2 Cosmic variance
Fig. 3 does not include the effect of ‘cosmic variance’, i.e. the possibility that our measurements in the COSMOS field may not be representative of the Universe as a whole.\(^3\) We consider this to be an uncertainty only in the environmental metric, i.e. that the characterization of the SFR for a population is unaffected by cosmic variance but that the density percentile ascribed to that population is.

Our primary environmental metric is the percentile of the density field. This is based on the overdensity estimate, \( \delta \), and so we consider the uncertainty in this in the following way.

The fractional error in overdensity, \( \delta \), for dark-matter haloes, or galaxy populations in a finite volume, is determined by the statistics of the density field and is the normal ‘cosmic-variance’ metric. The ‘cosmic variance’ depends on the geometry of the field and the clustering strength or ‘bias’ of the population under consideration. Moster et al. (2011) provide a tool, GETCV, for calculating this variance using a halo occupation model to characterize the galaxy

\(^3\) We use the term ‘cosmic variance’ here, as is common in the galaxy cluster literature, although we appreciate the phrase is also used to refer to uncertainties due to the finite size of the observable Universe, and therefore some prefer ‘sampling variance’ for uncertainties for a finite field size.
bias and clustering as a function of redshift and stellar mass. Our populations are segregated by local environment rather than stellar mass, and so we cannot use this tool directly. Instead, we approximate it by assuming that bias follows the rarity of the samples under consideration, e.g. if we take the galaxies in the top 11 per cent of dense environments, we assume that they will have the same bias (and thus cosmic variance) as the 11 per cent most massive galaxies (as in abundance matching). Using the same stellar mass function as Ilbert et al. (2013) then allows us to estimate the stellar mass of galaxies with the same abundance.

To map this uncertainty in overdensity to an uncertainty in percentile density is less straightforward. We take a conservative approach, assuming that the uncertainty in percentile is compounded by the uncertainty in the mean density of the COSMOS field as a whole. Again we use the code GETCV to determine cosmic variance for dark-matter haloes in our redshift bin, which can be translated to the uncertainty on the mean density of the field.

Combining the variance estimates on the density for certain type of galaxy in quadrature with the variance on the mean density provides us with an estimate of the effect of cosmic variance on our galaxy bins (see Table 3).

This effect could be represented as a horizontal error bar in Fig. 3. However, it should be kept in mind that this is a systematic effect and not a measurement error. The values in Table 3 suggest that if we had carried out the same analysis on a different part of the sky, we would have found different values of $1 + \delta$ for the galaxies. If one wishes to compare our absolute results with those from a different field, this effect should be taken into account. However, the density estimates for our individual galaxies originate from the same field, and so the relative environmental ranking should be unaffected by cosmic variance; for this reason, we did not plot this error bar in Fig. 3.

An example of the effect of cosmic variance in the COSMOS field is the $z = 0.73$ large-scale structure found by Guzzo et al. (2007). The effect of such a structure is that the mean density of that particular redshift slice increases. Therefore, the overdensities

Table 3. Cosmic variance quantified in percentage error on $1 + \delta$ over our redshift bins. The two values in the second column represent the cosmic variance for the lowest and highest density region, respectively.

<table>
<thead>
<tr>
<th>Redshift bin</th>
<th>Effect of cosmic variance in $(1 + \delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1–0.5</td>
<td>13.1–14.5 per cent</td>
</tr>
<tr>
<td>0.5–1.0</td>
<td>7.2–8.1 per cent</td>
</tr>
<tr>
<td>1.0–1.5</td>
<td>6.0–7.5 per cent</td>
</tr>
<tr>
<td>1.5–2.0</td>
<td>5.9–7.8 per cent</td>
</tr>
<tr>
<td>2.0–3.2</td>
<td>5.0–10.0 per cent</td>
</tr>
</tbody>
</table>

Figure 3. SFR of a $10^{10} \, M_\odot$ stellar mass star-forming galaxy in the COSMOS field versus environmental density for different redshift bins. $10^{10} \, M_\odot$ is the used $M_{\text{ref}}$ in equation (11), and is the normalization of the MS with slope $\alpha$ at the given density percentile. The black symbols represent the weighed mean of the calculated SFR of the three SPIRE bands (Fig. A2). The purple line represents the average value, the value of the SFR which should arise from a constant MS over different environments. In the top-left corner, the $\chi^2$ value for an environment-independent star formation (8 degrees of freedom, $N_{\text{dof}}$) is noted in black. It is clear that the SFR increases at higher redshift (the mean SFR is significantly higher in every higher redshift band). At intermediate redshift ($0.1 < z < 2$), a simple toy model (the line with the lowest $\chi^2$ in dashed red, 7 degrees of freedom) of a declining MS over environment seems to be a better fit (has a lower $\chi^2_{\text{N.dof}}$). In the redshift range $1.5 < z < 2$, this toy model has a reduced $\chi^2$ around one (indicating a good model), where the purple line has a $\chi^2_{\text{N.dof}} > 3$ indicating that we can exclude this model for this redshift range. This effect is small (though marginally significant in a statistical sense), though small and both models (red and purple) are well within the intrinsic scatter of the SFRs in the MS.
HELP: star formation with Herschel

4.3 SFR density

With our estimates of individual galaxy SFRs, we can calculate the SFRD (for galaxies with stellar mass \( > 10^8 M_\odot \)) of the COSMOS field, and we plot this in Fig. 4. We correct for incompleteness by using the mass function of Ilbert et al. (2013) to calculate the number (and the mass) of galaxies which we do not observe. With our estimate for the MS, we can assign an SFR to these galaxies and add this to the observed SFRD.

We estimate errors in these SFRDs using jackknife samples over the map combined in quadrature with errors from the mass function correction (Ilbert et al. 2013) and an estimate of the systematic error in the template fitting. The full error analysis is discussed in Appendix B.

Our SFRD results follow the curve of Madau & Dickinson (2014), with only a difference in the peak which is higher by a factor of \( 1.4^{+0.3}_{-0.2} \). This result is in agreement with recent SFRD estimates from the FIR, using 500 \( \mu m \) detected sources (Rowan-Robinson et al. 2016).

We can also use the same SFRs and arrange the galaxies over the density regions to obtain SFRD estimates for different density environments over cosmic time (Fig. 5). With this analysis, we cannot see a significant difference in the evolution of the SFRD for different environments. From our highest to lowest density sample, we find a 73, 79 and 86 per cent decline in the SFRD.

This result is in slight tension with Guglielmo et al. (2015) who found a steeper decline in the SFRD for cluster galaxies than for field galaxies. Guglielmo et al. (2015) used local cluster/field galaxies and probed the SFRD(\( z \)) by constructing the SFR history of these samples. We look at the total instantaneous SFR as a function of cosmic time and environment. These two different ways to determine the SFR could lead to different results (e.g. Shamshiri et al. 2015).

5 DISCUSSION

It is interesting to explore possible explanations for the weak evidence that the typical SFR might be lower in denser environments, particularly in the range \( 1.5 < z < 2 \). This lower MS was previously found at redshifts lower than 1 (e.g. Vulcani et al. 2010; Patel et al. 2011; Paccagnella et al. 2016). This result may be spurious if the photometric redshift errors are significantly larger for the more extreme star-forming systems (i.e. those with higher sSFR) at higher redshift, scattering them out of overdense regions. But if real, this could be very interesting. These redshifts correspond to the epoch of the peak of star formation activity, and it is possible that we are actually witnessing the transition from star-forming to quiescent galaxies. At \( z > 2 \), the densest regions appear to follow the same star formation relation as lower densities. However, below \( z < 2 \), those star-forming galaxies might be expected to fall into the cluster and star formation begins to shut down. During the first part of this process, these galaxies will still be classified as ‘star-forming’, but the SFR is reduced relative to the stellar mass, lowering the average. This explanation would fit with results that show that Herschel maps exhibit strong clustering, compatible with halo models in which star formation at \( z \sim 2 \) occurs in rich groups (Viero et al. 2013a).
It is important to remember that the subtle, but statistical significant differences we find in the MS over different environments are smaller than the intrinsic scatter (of 0.2 dex) of the SFR in the MS. Our results come from a mean stack which includes starburst galaxies, i.e. galaxies off the MS. These small environmental effects may come from MS galaxies or starburst galaxies. At low redshift starbursts are merger driven and more prominent in intermediate and less dense environments (e.g. Scudder et al. 2012b; Madau & Dickinson 2014). However, at higher redshift the clustering of Herschel sources (Cooray et al. 2010) and maps (Amblard et al. 2011; Viero et al. 2013a) indicates that galaxies with high SFR are found in denser environments.

At z < 1.5 and z > 2.0, we cannot formally exclude a hypothesis that the SFR verses stellar mass relation (i.e. the ‘MS’) is the same for every environment. That hypothesis has been supported by other observations, although it is somewhat surprising theoretically, implying that environmental effects can change the relative proportion of galaxies that are star-forming or passive, but not the average SFR of the star-forming galaxies themselves (e.g. Peng et al. 2010). This implies that the environmental effects result in a rapid truncation of star formation (Darvish et al. 2016).

This tantalizing result raises several questions, which are beyond the scope of this paper. For example, can we confirm this weak trend with better statistics including other fields with less cosmic variance, and where we can see a broader range of environments? Does our result depend on how we classify galaxies to be star-forming or quiescent? How do our results depend on the accuracy of the photometric redshifts, both within COSMOS and extending to regions with poorer phot-z estimate? This shows the exciting opportunities that will come from exploiting the whole HELP data set, which will enable such an analysis using multi-wavelength data over several fields.

6 CONCLUSIONS

We have undertaken an investigation of the dust-obscured star formation activity as a function of environment and redshift. We constructed a galaxy density field using an adaptive kernel smoothing and exploiting the full photometric redshift PDF from the deep optical, NIR and IRAC data in the COSMOS field. We characterized the density fields in terms of percentiles to facilitate comparisons between redshifts. We employed a ‘stacking’ technique to estimate the normalization of the ‘MS’ (i.e. the correlation between the SFR and stellar mass). This techniques fits the Herschel SPIRE data from HerMES to all galaxies with photometric redshifts and stellar masses in the same redshift bin simultaneously.

A simple model in which the mean sSFR for star-forming galaxies declines with increasing environmental density gives a better description at 0.1 < z < 2 and is significantly better at 1.5 < z < 2.0 with a reduced χ² = 1 (q.v. χ² = 3 for constant normalization). At z < 1.5 and z > 2.0, we cannot exclude a simple hypothesis in which the MS for actively star-forming systems is independent of environment over the range. We also estimate the evolution of the universally averaged SFRD in the COSMOS field, and we find similarly strong evolution to previous studies though with a 1.4 ± 0.3 times higher peak value of the SFRD at z ∼ 1.9. When deconstructing the contributions to this evolution by density percentiles, we do not see any significant differences in the shape of the evolution and note that the higher density regions of the Universe contribute more to the cosmic star formation history despite having a lower sSFR.

This work demonstrates the power of the Herschel SPIRE data when coupled with high-resolution data sets and demonstrates methodology that we will build upon to extend these studies to rarer higher density regions when exploiting the full 1300 deg² of data from HELP.

ACKNOWLEDGEMENTS

We thank the referee for very useful comments that improved the quality of the work. This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement no. 607254. This publication reflects only the authors’ view and the European Union is not responsible for any use that may be made of the information contained therein. SD acknowledges support from the Science and Technology Facilities Council (grant number ST/M003836/1). SO acknowledges support from the Science and Technology Facilities Council (grant number ST/L000652/1). BD acknowledges financial support from NASA through the Astrophysics Data Analysis Program (ADAP), grant number NNX12AE20G. EI acknowledges funding from CONICYT/FONDECYT postdoctoral project No. 3130504. MV acknowledges support from the Square Kilometre Array South Africa project, the South African National Research Foundation and Department of Science and Technology (DST/CON 0134/2014) and the Italian Ministry for Foreign Affairs and International Cooperation (PGR GA ZA14GR02).

SPIRE has been developed by a consortium of institutes led by Cardiff Univ. (UK) and including Univ. Lethbridge (Canada); NAOC (China); CEA, LAM (France); IFSI, Univ. Padua (Italy); IAC (Spain); Stockholm Observatory (Sweden); Imperial College London, RAL, UCL-MSSL, UKATC, Univ. Sussex (UK); Caltech, JPL, NHSC, Univ. Colorado (USA). This development has been supported by national funding agencies: CSA (Canada); NAOC (China); CEA, CNES, CNRS (France); ASI (Italy); MCIINN (Spain); SNSB (Sweden); STFC, UKSA (UK); and NASA (USA).

REFERENCES

Berta S. et al., 2013, A&A, 551, A100
Cao C. et al., 2016, ApJS, 222, 16
APPENDIX A: DETAILED INFORMATION ABOUT THE GALAXIES AND TEMPLATES USED IN THE STACK

A1 The MS fit

To be able to probe the environmental dependence of the MS, we need to obtain the weights in the flux density contribution for every galaxy in this MS. For this purpose, we used the fit from Fig. A1.

Figure A1. Stacked flux densities for the three different SPIRE bands, 250 µm (blue, dash–dotted), 350 µm (green, dotted) and 500 µm (red, dashed) plotted against the stellar mass of the galaxies for different redshifts. The dashed lines are the best fits of the model (equation 10). For every redshift and every SPIRE band, we can see a clear correlation of mass with flux density, so this plot is effectively another way to show the MS.
Figure A2. SFR from the stacked $K_s$ selected star-forming galaxies in the COSMOS field for different redshifts and environments. The blue, red and green symbols represent the estimates from the 250, 350 and 500 µm SPIRE bands. The purple line represents the average value, the value of the SFR which would arise from a constant MS over different environments.

Table A1. SED templates used in the final run; for detailed information about the templates see Berta et al. (2013).

<table>
<thead>
<tr>
<th>Redshift bin</th>
<th>Star-forming template</th>
<th>Quiescent template</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1–0.5</td>
<td>Mod-SF-glx</td>
<td>Cold-glx</td>
</tr>
<tr>
<td>0.5–1.0</td>
<td>SF-glx-1</td>
<td>Cold-glx</td>
</tr>
<tr>
<td>1.0–1.5</td>
<td>Ly-break</td>
<td>Cold-glx</td>
</tr>
<tr>
<td>1.5–2.0</td>
<td>WeakPAH-SF-flx-1</td>
<td>Blue-SF-glx</td>
</tr>
<tr>
<td>2.0–3.2</td>
<td>Si-break</td>
<td>Spiral</td>
</tr>
</tbody>
</table>

This fit can be used to predict the flux density for a galaxy with a given mass, and so make an estimate of its weight in the stacking. In combination with the choice of best SED (as shown in Table A1), we could apply the $K$-correction weights to determine a weight for every galaxy within the stack. By running SIMSTACK with these estimates, we are able to investigate the offset of the MS in a certain region of the Universe.

Our final result is the MS as a function of environment, as measured by each single SPIRE band as shown in Fig. A2. For every data point, we constructed the jackknife errors over the map and the errors associated with a re-sampling of the data from the redshift PDF (equation 13). The estimates for the SFR from the three different SPIRE bands are in line with each other (have a reduced $\chi^2 \lesssim 1$), and we combine them to construct Fig. 3.

APPENDIX B: ERROR ESTIMATION

For Fig. 3, we constructed the errors by using both the variance over the map (using jackknife) and in redshift space. In this calculation, we assumed that we had the correct SED to transform from the SPIRE flux density to SFR.

If instead we had chosen an SED with an FIR peak with an offset from the intrinsic one, our three SPIRE estimates would have given very different SFR values, allowing us to rule out this FIR peak location. But if the peak is only slightly wrong, or if all three SPIRE bands are longwards of the FIR peak, then several SED templates (with different SFRs) would all give a reasonable fit. On the other hand, the $K$-correction and the other corrections applied to obtain to our stacking list would still be roughly the same for these `good' SED fits.

Because our corrections are roughly the same, we will find the same result (SPIRE flux density versus density), and so we do not take this error in the SFR into account. If we had picked the wrong SED, then all of our data points would move up or down together, leading to the same conclusion in whether or not the MS is dependent on environment.

For the SFRD in the COSMOS field, we constructed the errors based on a tile-selected jackknife over the map, in combination with the error on the SFR of the stacked galaxies and the error of the mass function, see Ilbert et al. (2013). In this case, we have to take the error in the template into account, because we want to compare with previous results for the SFRD relation.

We quantified this uncertainty by not only running the SIMSTACK code for the best SED template, but also for the second to fifth best templates. These different templates give different SFR estimates. We constructed a weighted mean of these SFRs by weighting each SFR by the reduced $\chi^2$ (on which we based our choice of best templates).
By enforcing the reduced $\chi^2$ of this mean to be 1, we enlarge these errors. These enlarged errors based on our best templates give a better estimate of the uncertainty in the SFRD by also including the bias from selecting a specific template for the SED.

For our environment-dependent SFR, we did not take this bias into account. In each of the chosen top five SEDs, the same environmental trend can be seen as we observe for our best template; so by taking the bias in SFR into account for this plot, we will wash out any observed correlation. Therefore, we can say that there is an extra uncertainty on the SFR estimates (as seen in Fig. 4), but our environmental results would already be seen in using the higher SPIRE flux densities fitted to the map, justifying the use of the smaller error bars in Fig. 3.
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