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We discuss a multichannel formulation of the Schwinger and a related variational principle (of one order higher than the Schwinger principle) in a form suitable for application to the scattering of low-energy electrons by both linear and nonlinear molecules. The theory includes the effects of polarization straightforwardly and should be particularly useful for obtaining electronically inelastic cross sections. An expansion of the trial scattering wave function in a discrete basis is possible. With certain choices for these basis functions this feature can be particularly advantageous.

I. INTRODUCTION

In recent years several approaches have been developed for studying the collisions of low-energy electrons with molecules at an ab initio level and within the framework of the fixed-nuclei approximation.1-10 Many of these methods have been applied to the scattering of electrons by diatomic and linear polyatomic molecules1-6,11,12 at the static-plus-exchange level, while some of these studies have included the effects of polarization on the cross sections through the use of an effective optical potential.7-10 Collins and Schneider13 have also extended and applied their approach to electronic excitation of hydrogenic and atomic ions and of H2+.

Although the methods discussed above can in principle be extended to nonlinear molecules, most such studies to date have been restricted to small linear systems due to the substantial reduction in the numerical complexities which are brought about by the cylindrical symmetry of these systems. There is clearly a present need for a theory of low-energy electron-molecule collisions which can be applied with some flexibility to both linear and nonlinear systems. A suitable theory should be capable of dealing with several important aspects of the problem such as polarization effects, Feshbach resonances, electronically inelastic scattering with several open and closed channels, and, very importantly, nonlinear targets. Single-center expansion techniques would appear to be potentially inefficient for accomplishing these objectives in general.

In this paper we will discuss two variational methods which we believe can provide a practical approach to addressing such problems in electron-molecule collisions for general targets. These two methods are based on the Schwinger variational principle and a related variational functional,6,14 respectively. Some important features of the methods are as follows. As in the original Schwinger principle,15 the trial scattering functions need not satisfy any specific boundary conditions and hence can be expanded in an $L^2$ basis. The method avoids the explicit construction of the closed-channel Green's function and is also free of any spurious singularities. A very practical feature of the formulation is that, with the use of an integrationlike quadrature to evaluate the second-Born-approximation-like terms and with an expansion of the trial function in a Gaussian basis, all matrix elements in the variational expression can be evaluated analytically. Moreover, this feature is retained even when plane-wave functions are added to the trial scattering basis.16

To put the present contribution in a useful perspective, we now summarize some previous developments. Several applications of an iterative version of the Schwinger variational principle3 have shown that the method is a useful approach to the solution of the collision equations for linear molecules at the static-plus-exchange level.3,12,17,18 These applications were implemented with a single-center expansion technique. We also extended the Schwinger variational principle to include multichannel scattering along with polarization effects. In this formulation19 all configurations [in a basis of $(N+1)$-electron Slater determinants] representing both open and closed channels are treated equivalently. Any ambiguity in defining the $P_0$ (open-channel) and $Q_0$ (closed-channel) spaces is avoided20 and the method is free of the divergences which can arise in optical-potential methods. Applications of this multichannel extension to e-H atom collisions below the inelastic threshold showed encouraging convergence characteristics.19 Although the single-center expansion technique and iterative procedures3 could be applied to this multichannel extension of the Schwinger principle, the numerical effort required can be substantial. Hence, in developing a method which would be applicable to molecules of varying geometries, it should be advantageous to calculate the body-frame scattering amplitude in the plane-wave representation. Moreover, most nonlinear molecules have dipole moments and the range of such potentials can make it difficult to adequately represent the trial function in an $L^2$ basis only. Inclusion of oscillatory functions such as plane waves and Bessel functions in the trial function would adequately represent the intermediate and long-range regions of the open-channel scattering orbitals.21 However, certain difficulties can arise from the presence of these long-range functions in the variational basis. First, in variational methods, including the Kohn principle, one must solve the linear equation

$$\mathbf{A} \mathbf{x} = \mathbf{b} ,$$

(1.1)

where $\mathbf{x}$ and $\mathbf{b}$ are unknown and known vectors, respec-
tively, and $\mathbf{A}$ is a matrix representation of the Hamiltonian or other operators. The use of plane waves in the representation of $\mathbf{A}$ leads to a directional dependence in $\mathbf{A}$ and, moreover, a new matrix must be generated at each energy. Secondly, interference between the short-range $L^2$ functions and the long-range functions in the trial scattering function can lead to a deterioration of the method.\textsuperscript{22} This deterioration results from the interference of these two types of functions in the short-range region. This can be a serious difficulty and must be common to other variational methods.

To improve upon the Schwinger variational principle, without resorting to any numerical iterative procedure and employing only discrete basis functions in the trial function, we proposed the $\tilde{C}$ functional.\textsuperscript{6,14} The $\tilde{C}$ functional is a straightforward extension of the Schwinger functional which, however, provides a result which is equivalent to that obtained after one iteration in the iterative Schwinger method.\textsuperscript{3,6} This improvement is particularly important since the effect of one iteration in the Schieringer procedure is substantial, especially when small basis sets are used.\textsuperscript{3,23} Moreover, the matrix $\mathbf{A}$ of Eq. (1.1) has no directional dependence.

In this paper we present both a multichannel extension of the $\tilde{C}$-functional method and a unifying discussion of several important features of the multichannel forms of the Schwinger and $\tilde{C}$ functionals. Several aspects of these formulations, which from our experience seem to be in need of clarification, are discussed in some detail.

## II. REVIEW OF VARIATIONAL FUNCTIONALS

We will briefly discuss our formerly proposed variational functionals since these results are needed in the development of the present multichannel theory.

### A. Beyond the static-plus-exchange approximation

Our formulation\textsuperscript{19} for collision problems beyond the static-plus-exchange approximation begins with a projected Lippmann-Schwinger equation

$$ P\Psi_m^{(+)} = i\mathcal{S}_m + P\mathcal{G}_p^{(+)} V\Psi_m^{(+)} , $$

where $\Psi_m^{(+)}$ is the total scattering wave function of the $m$th channel with plane-wave plus outgoing-wave boundary condition. $P$ defines the open-channel space in terms of the eigenfunctions of the target Hamiltonian $H_N$,

$$ P = \sum_{m=1}^{N_0} |\Phi_m(1,2,\ldots,N)\rangle \langle \Phi_m(1,2,\ldots,N)| $$

and

$$ H_N \Phi_m = E_m \Phi_m , \quad E - E_m > 0 . $$

The free-particle solution $S_m$ of the unperturbed Hamiltonian $H_0=H_N+T_{N+1}$ is

$$ S_m = \Phi_m e^{i\vec{r} \cdot \vec{T}_{N+1}} . $$

The coefficient $t$ associated with $S_m$ is explicitly included to remind us that the antisymmetrizer for $\Psi_m^{(+)}$ is

$$ \mathcal{A}_{N+1}^{(+)} = \frac{1}{\sqrt{(N+1)!}} \sum e_q Q $$

but for $\Phi_m$ it is

$$ \mathcal{A}_N = \frac{1}{\sqrt{N!}} \sum e_q Q , $$

and hence

$$ t = \frac{1}{\sqrt{N+1}} . $$

The interaction potential $V$ is

$$ V = H_N + H_0 $$

$$ = \sum_{i=1}^N \frac{1}{r_{i,N+1}} - \sum_{\alpha} \frac{Z_\alpha}{r_{\alpha,N+1}} , $$

where the first term on the right-hand side (rhs) represents the electron repulsion and the second term represents the electron-nuclear attraction. The outgoing-wave Green's function $G_p^{(+)}$, which is defined only in the open-channel space ($P$), is

$$ G_p^{(+)} = \sum_{m=1}^{N_0} |\Phi_m\rangle g_m^{(+)}(\vec{r},\vec{r}';H_N+1)\langle \Phi_m| $$

with

$$ g_m^{(+)}(\vec{r},\vec{r}') = -\frac{1}{2\pi} \frac{e^{ik_m |\vec{r} - \vec{r}'|}}{|\vec{r} - \vec{r}'|} . $$

We need a projected Schrödinger equation by which the unprojected part of Eq. (2.1) is recovered, viz.,

$$ [\hat{H} - a(P\hat{H} + \hat{H}P)]\Psi_m^{(+)} = a(VP - PV)\Psi_m^{(+)} , $$

where $\hat{H} = E - H_N + 1$ and $a$ is an arbitrary parameter. The equation contains information about the closed channels without defining the closed-channel Green's function which would in turn include the continuum states of the target.\textsuperscript{24}

A very simple combination of Eq. (2.1) and Eq. (2.10) together with $a=(N+1)/2$ defines a complete equation for $\Psi_m^{(+)}$, i.e.,

$$ \left\{ \begin{array}{l}
\frac{1}{2} (VP + PV) - VG_p^{(+)}V \\
+ \frac{1}{N+1} \left[ \hat{H} - \frac{N+1}{2} (P\hat{H} + \hat{H}P) \right] \end{array} \right\} \Psi_m^{(+)} = iVS_m . $$

Based on this inhomogeneous equation one can construct a variational functional for the scattering amplitude
The operator \( \hat{H} = -\frac{1}{2}\left(P\hat{H} + \hat{H}P\right) \) is Hermitian because of the choice of \( a = (N + 1)/2 \). In the expansion technique in a variational calculation, \( \Psi_n^{(+)} \) is expanded in a basis of Slater determinants. Unlike the partitioning technique, we do not make any distinction among the configurations such as is made in defining

\[
\langle S_m | V \gamma^{(i)} \gamma^{(j)} | S_n \rangle
\]

which is exactly the Schwinger variational expression in the static-plus-exchange approximation (SE). In Eq. (2.15), \( v_{SE} \) indicates the static-plus-exchange potential formed by the orbitals \( \phi_i \).

**B. \( \tilde{C} \) functional**

We first consider potential scattering with a well-defined Lippman-Schwinger equation for the scattering orbital, i.e.,

\[
\psi_i = s_i + g_0 v \psi_i \tag{2.16}
\]

where \( s_i \) is the regular solution of the unperturbed scattering Hamiltonian, and \( g_0 \) is its associated Green’s function with standing wave boundary conditions. The subscript \( i \) indicates any possible channels such as angular momentum components of a single-center expansion and \( v \) is an effective potential such as the static-plus-exchange one. The Schwinger variational principle gives the functional for the \( K \) matrix

\[
K_{ij} = -2 \frac{\langle s_i | v | \psi_j \rangle \langle \psi_i | v | s_j \rangle}{\langle \psi_i | (v - v g_0 v) | \psi_j \rangle} \tag{2.17}
\]

This variational principle works very well if the simple potential \( v \) is of short range. When \( v \) is a long-range potential, such as for a polar molecule, long-range basis functions should be introduced in the expansion of \( \psi_i \). As stated earlier this can lead to certain difficulties.

As an alternative and to avoid these difficulties we consider another form of the Lippmann-Schwinger equation

\[
\tilde{c}_i = g_0 v s_i + g_0 v \tilde{c}_i \tag{2.18}
\]

with

\[
\tilde{c}_i = \psi_i - s_i \tag{2.19}
\]

The associated variational functional ( \( \tilde{C} \) functional) is

\[
X_{ij} = \langle s_i | v g_0 v | \tilde{c}_j \rangle \langle \tilde{c}_i | v g_0 v | s_j \rangle \langle \tilde{c}_i | (v - v g_0 v) | \tilde{c}_j \rangle \tag{2.20}
\]

The \( \tilde{C} \) matrix is written as

\[
-\frac{1}{2} K_{ij} = \langle s_i | v | s_j \rangle + \langle s_i | v g_0 v | s_j \rangle + X_{ij} \tag{2.21}
\]

We have shown that \( L^2 \) functions are generally sufficient to expand \( \tilde{c}_i \) even when \( v \) is a long-range potential. Since in this variational calculation the \( L^2 \) functions are completely factored out from the regular long-range functions and treated exactly in the first- and second-Born terms, the interference between the long-range and short-range basis functions is considerably reduced. In fact, the convergence of \( X_{ij} \) is rapid. We showed that the accuracy of \( K_{ij} \) of Eq. (2.21) is almost equivalent to that given after one iteration of the iterative Schwinger method. The effect of this one iteration can be quite large, especially when the basis set is not large.

**III. UNIFIED VARIATIONAL FUNCTIONAL**

We have presented two variational principles with different purposes: one is for multichannel scattering with polarization effects and another is the \( \tilde{C} \) functional designed to deal with long-range potentials. Both functionals have already been numerically examined and found to work quite well. Our next step is to unify these functionals, i.e., to construct a \( \tilde{C} \) functional suitable for multichannel scattering theory.

**A. Variational functional**

We start our discussion with the Lippmann-Schwinger-Schrödinger equation, Eq. (2.11), written as

\[
\langle \psi_m^{(+)} | V S_m \rangle = t V S_m + \langle \psi_m^{(+)} | V S_m \rangle \tag{3.1}
\]

with

\[
A^{(+)} = -\frac{1}{2} (P V + V P) - V G_P^{(+)} V + \frac{1}{N + 1} \left[ \hat{H} - \frac{N + 1}{2} (P \hat{H} + \hat{H} P) \right] \tag{3.2}
\]
We define $S_m^0$ by

$$ S_m^0 = \frac{1}{\sqrt{N+1}} \mathcal{A}_{N+1} [ \Phi_m(1,2,\ldots,N) S_m^0(N+1) ] , $$

(3.3)

where $s_m^0$ is a plane wave orthogonal to all molecular orbitals occurring in the projection operator $P$. This orthogonalization can be easily performed by the Schmidt procedure

$$ s_m^0 = e^{i \vec{k} \cdot \vec{r}} - \sum_r \phi_r ( \phi_r e^{i \vec{k} \cdot \vec{r}} ) , $$

(3.4)

where $[ \phi_r | r=1,2,\ldots,M ]$ is the set of molecular orbitals (both occupied and unoccupied) making up $P$. Asymptotically ($r_{N+1} \to \infty$) $S_m^0$ behaves the same way as $t s_m^0$, i.e.,

$$ S_m^0 \sim \frac{1}{\sqrt{N+1}} \Phi_m e^{i \vec{k} \cdot \vec{r}} \text{ as } r_{N+1} \to \infty . $$

(3.5)

Next we define $\overline{C}_m^{(+)}$ as

$$ \overline{C}_m^{(+)} = \Psi_m^{(+)} - S_m^0 . $$

(3.6)

Insertion of these equations into Eq. (3.1) gives

$$ A^{(+)} | \overline{C}_m^{(+)} = t V | S_m^0 - A^{(+)} | S_m^0 = | B_m^{(+)} \rangle . $$

(3.7)

This is our fundamental equation for the construction of the new $C_m$ functional.

The incoming-wave equation associated with Eq. (3.7) is

$$ A^{(-)} | \overline{C}_m^{(-)} = | B_m^{(-)} \rangle , $$

(3.8)

in which $G_p^{(-)}$ replaces $G_p^{(+)}$ in Eq. (3.7). Owing to the hermiticity of the operator in Eq. (2.13) the conjugate equation of Eq. (3.8) can be written as

$$ \langle \overline{C}_m^{(-)} | A^{(+)} = \langle B_m^{(-)} | \rangle . $$

(3.9)

From Eqs. (3.7) and (3.9) we obtain the functional

$$ I_{mn} = \langle B_m^{(-)} | \overline{C}_n^{(+)} \rangle + \langle \overline{C}_m^{(-)} | B_n^{(+)} \rangle - \langle \overline{C}_m^{(-)} | A^{(+)} \rangle \langle \overline{C}_n^{(-)} \rangle $$

(3.10)

in a bilinear form or equivalently

$$ I_{mn} = \frac{\langle \overline{C}_m^{(-)} | B_n^{(+)} \rangle \langle B_m^{(-)} | \overline{C}_n^{(+)} \rangle + \langle \overline{C}_m^{(-)} | A^{(+)} \rangle \langle \overline{C}_n^{(-)} \rangle}{\langle \overline{C}_m^{(-)} | A^{(+)} \rangle \langle \overline{C}_n^{(+)} \rangle} \langle \overline{C}_n^{(-)} | B_m^{(+)} \rangle $$

(3.11)

in a fractional form. These functionals are stationary around the exact functions $\overline{C}_m^{(-)}$ and $\overline{C}_n^{(+)}$ due to Eq. (3.9), i.e.,

$$ \delta[I_{mn}] = \delta[\overline{C}_m^{(-)}] - A^{(+)} \overline{C}_n^{(+)} + B_m^{(+)} )$$

$$ + \langle A^{(+)} | \overline{C}_m^{(-)} + B_m^{(+)} \rangle \delta[\overline{C}_n^{(+)}] = 0 . $$

(3.12)

Thus we have shown that $I_{mn}$ is a variational functional.

### B. Scattering amplitude

Before deriving the explicit expression for the scattering amplitude, we will discuss some properties of $A^{(+)}$, especially the portion defined in Eq. (2.13). We first note the identity (the proof is in the Appendix),

$$ \mathcal{A}_{N+1}[1-(N+1)P] \mathcal{A}_{N+1} \Phi_m^N(N+1) = 0 , $$

(3.13)

where $\mu$ is an arbitrary function orthogonal to $[\phi_r | r=1,2,\ldots,M ]$. This identity together with the fact that $\mathcal{A}_{N+1}$ commutes with $H_{N+1}$ has two convenient consequences. First, the matrix element of the operator

$$ \hat{H} = \frac{1}{2} (N+1)(P \hat{H} + \hat{H} P) $$

between $\mathcal{A}_{N+1} \Phi_m^N \mu$ and any antisymmetric function $\chi$ is

$$ \langle \chi | [ \hat{H} - \frac{1}{2} (N+1)(P \hat{H} + \hat{H} P)] \mathcal{A}_{N+1} \Phi_m^N \mu \rangle $$

$$ = -\frac{1}{2} (N+1) \langle \chi | (VP - PV) \mathcal{A}_{N+1} \Phi_m^N \mu \rangle . $$

(3.14)

Further, if $\chi$ is also of the form

$$ \chi = \mathcal{A}_{N+1} \Phi_{m} \mu' , $$

where $\mu'$ is again orthogonal to $[\phi_r | r=1,2,\ldots,M ]$,

$$ \langle \mathcal{A}_{N+1} \Phi_{m} \mu' | [ \hat{H} - \frac{1}{2} (N+1)(P \hat{H} + \hat{H} P)] \mathcal{A}_{N+1} \Phi_{m} \mu \rangle $$

$$ = 0 . $$

(3.15)

This latter equation was used in a previous paper to prove the hermiticity of this operator.

Now we will examine $I_{mn}$,

$$ I_{mn} = \langle \Psi_m^{(-)} - S_m^0 | A^{(+)} | \Psi_n^{(+)} - S_n^0 \rangle . $$

(3.16)

In this expression we insert

$$ \langle \Psi_m^{(-)} | A^{(+)} | \Psi_n^{(+)} \rangle = t \langle \Psi_m^{(-)} | V | S_n^0 \rangle $$

(3.17a)

$$ = -2 \pi t^2 f_{mn} , $$

$$ \langle \Psi_m^{(-)} | A^{(+)} | S_n^0 \rangle = t \langle S_m^0 | V | S_n^0 \rangle , $$

(3.17b)

$$ \langle S_m^0 | A^{(+)} | S_n^0 \rangle = \langle S_m^0 | [\frac{1}{2}(PV + VP) - VGP^+ | V | S_n^0 \rangle $$

(3.17c)

resulting in

$$ -2 \pi t^2 f_{mn} = t \langle S_m^0 | V | S_n^0 \rangle + t \langle S_m^0 | V | S_n^0 \rangle $$

$$ - \frac{1}{2} \langle S_m^0 | (PV + VP) | S_n^0 \rangle $$

$$ + \langle S_m^0 | VGP^+ | V | S_n^0 \rangle + I_{mn} . $$

(3.18)

Equation (3.15) is used in obtaining Eq. (3.17). The first three terms in Eq. (3.18) correspond to the first Born term and the fourth term to the second term. Although the Born term in this expression seems somewhat more complicated than the usual one, some cancellation takes place leading to simplifications in actual calculations.

### C. Expansion techniques

As usual the $C_m$ functions are expanded in basis functions. In our case, the basis functions are Slater determinants $\langle u \rangle$ composed of molecular orbitals (occupied or unoccupied) and, if necessary, additional functions. With $C_m^{(+)}$ expanded as

$$ \overline{C}_m^{(+)} = \sum_l u_l a_{lm} , $$

(3.19)

the variational expression for $I_{mn}$ becomes

$$ I_{mn} = \sum_{l,j} \langle t V S_m | + (VGP^+ - VP) S_n^0 | V | u_j \rangle \Delta_{ij} $$

$$ \times \langle u_j | t V S_n + (VGP^+ - VP) S_n^0 \rangle $$

(3.20)

with
\[ (\Delta^{-1})_{ij} = \sum_{i} \left[ \frac{1}{2} (PV + VP) - VG^{p+}V - \frac{1}{N+1} \left( \frac{1}{2} (PH + HP) \right) \right] u_j \]  

(3.21)

In Eq. (3.20), Eq. (3.14) is used.

In the static-plus-exchange approximation \( u_i \) has the following form:

\[ u_i^m = \frac{1}{\sqrt{N!}} \mathcal{A}_{N+1} \Phi_m \lambda_i, \]

(3.22)

where \( \lambda_i \) is an arbitrary function which is orthogonal to \( \{ \phi_r \mid r = 1, 2, \ldots, M \} \). To represent the closed channels one can replace \( \Phi_m \) with other configurations of energy higher than \( E \). These configurations contribute to the polarization of the target by the incident electron. The effectiveness of this configuration depends on the choice of the unoccupied molecular orbitals.

A very important feature of Eq. (3.20) is that the long-range functions, e.g., \( S_m, S_n \), are always associated with the potential \( V \) directly. This is still true even when long-range basis functions are included in \( u_i \). This is a direct consequence of the identity in Eq. (3.13) and does not depend on any properties of the Hamiltonian except that it commutes with \( \mathcal{A}_{N+1} \). This suggests that the functional in Eq. (3.20) can be used at off-shell values of the energy.

IV. UNIQUENESS OF THE SCATTERING AMPLITUDE

We consider the general inhomogeneous equations of the type

\[ \Omega^{(+)} \mid X_m^{(+)} \rangle = \mid Y_m^{(+)} \rangle \]

and

\[ \Omega^{(-)} \mid X_m^{(-)} \rangle = \mid Y_m^{(-)} \rangle \]

(4.1a)

and

(4.1b)

where \( \Omega^{(\pm)} \) are the operators describing the scattering process. Examples of \( \Omega^{(\pm)} \) are the following: \( E-H \) in the Kohn principle, \( v - v_g^{(\pm)}v \) in the Schrödinger principle, and \( A^{(\pm)} \) of Eq. (3.2) in our variational functionals. The question of the uniqueness of the scattering amplitude associated with these solutions now arises: can the solution of the homogeneous counterpart of Eq. (4.1), if any, contaminate the solution \( X_m^{(\pm)} \) and/or \( X_n^{(-)} \), leaving the amplitude \( f_m \) nonunique? In this section we discuss some relevant details of the uniqueness of the scattering amplitude associated with inhomogeneous equations.

The motivation for the present discussion can best be seen through the following conjecture. Imagine a solution, say \( F_m^{(+)} \), which simultaneously satisfies the following two equations:

\[ -\frac{N+1}{2} \hat{H} F_{m}^{(+)} = \beta \]

(4.2a)

and

\[ \left[ \frac{1}{2} (PV + VP) - VG^{p+}V - \frac{1}{N} (PH + HP) \right] F_{m}^{(+)} + \beta S_m = \beta \]

(4.2b)

where \( \beta \) is a number or a function. Then the family of the solutions of Eq. (2.11) must include \( F_m^{(+)} \) since by substituting Eq. (4.2a) into Eq. (4.2b), we recover Eq. (2.11). However, it is obvious that the true solutions in the above family are only those which satisfy Eq. (4.2) for \( \beta = 0 \). In other words, the solution of Eq. (2.11) is not always the solution to the Schrödinger equation. Hence the scattering amplitudes of Eqs. (2.13) and (3.18) are not uniquely determined.

As we shall see below, the above conjecture is closely related to the nonuniqueness problem, which could arise from the solution of the homogeneous equations. To see this, we note that if we write

\[ F_m^{(+)} = \overline{\Psi}_m^{(+)} + \gamma_m^{(+)} \]

(4.3)

where \( \overline{\Psi}_m^{(+)} \) is the exact solution of the Schrödinger equation with the appropriate boundary condition, insertion of Eq. (4.3) into Eq. (2.11) gives

\[ \frac{1}{2} (PV + VP) - VG^{p(+)}V + \frac{1}{2} \left[ \hat{H} - \frac{N+1}{2} (PH + HP) \right] \gamma_m^{(+)} = 0. \]

(4.4)

Therefore \( \gamma_m^{(+)} \) must at most be a solution of the homogeneous equation. Thus the above conjecture is a special case of our general problem.

Now we return to the more general equation (4.1). We shall show that if the following condition is fulfilled:

\[ \langle X^{(-)} \mid \Omega^{(+)} \rangle = \langle \Omega^{(-)} \mid X^{(-)} \rangle = \langle Y^{(-)} \rangle, \]

(4.5)

the the variational value from the fractional functional

\[ J_{mn} = \frac{\langle X^{(-)} \mid \gamma^{(+)} \rangle \langle \gamma^{(-)} \mid X^{(+)} \rangle}{\langle X^{(-)} \mid \Omega^{(+)} \rangle \langle \Omega^{(-)} \mid X^{(+)} \rangle} \]

(4.6)

is necessarily unique even if \( \Omega^{(+)} \) has a nonzero homogeneous solution. Consider the homogeneous equations

\[ \Omega^{(+)} \mid Z^{(+)} \rangle = 0 \]

(4.7a)

and

\[ \Omega^{(-)} \mid Z^{(-)} \rangle = 0, \]

(4.7b)

Then \( Y_m^{(+)} + \omega_m^{(\pm)}Z_m^{(\pm)} \) is also the solution of Eq. (4.1) for any value of \( \omega_m^{(\pm)} \). We consider simply

\[ \langle X^{(-)} + \omega_m^{(\pm)}Z^{(\pm)} \mid \Omega^{(+)} \rangle \langle \Omega^{(-)} \rangle \]

(4.8a)

\[ = \langle X_m^{(-)} \mid \Omega^{(+)} \rangle \langle \Omega^{(-)} \rangle \]

(4.8b)

\[ = \langle Y_m^{(-)} \rangle \langle \Omega^{(-)} \rangle + \omega_m^{(\pm)} \langle Z_m^{(-)} \rangle \langle \Omega^{(-)} \rangle \]

(4.8c)

where the property of Eq. (4.5) was used. Since \( \omega_m^{(\pm)} \) is arbitrary we can conclude
Therefore Z's are either null functions or orthogonal to Y functions in the above sense. The orthogonality between the solution of such homogeneous and inhomogeneous equations is well known in the elementary theory of linear operators.\textsuperscript{25} As a corollary of this orthogonality we observe that even if $Y_m^m$ is replaced by $Y_m^m + \omega_m Z_m^m$ in the variational expression, the value of $J_{mn}^{(+)}$ remains unaltered because all the integrals containing $Z_m^m$ vanish.

In actual calculations where the number of the basis functions is limited, the situation is more complicated. In this case, both $X_m^m$ and $Z_m^m$ only approximately satisfy Eq. (4.1) and Eq. (4.7), respectively, and thus the orthogonality of Eq. (4.9) is not complete. In addition, the coefficient $\omega_m$ can become extremely large, depending on the basis set chosen. In this case, some singularities may arise in the value of $J$, because the contribution to the denominator of $J$ is dominated by the Z functions.

An example for which $\Omega^{(+)}$ does not have the property of Eq. (4.5), and $\Omega^{(+)}$ has a homogeneous solution, is

\begin{equation}
(\epsilon - h) \bar{c}_i =\psi_i ,
\end{equation}

which is the differential equation form of Eq. (2.18). $h$ is the scattering Hamiltonian with the effective potential $\nu$ and $\epsilon$ is the incident energy of the incoming electron. Unless the boundary condition is imposed on $\bar{c}_i$, so that $\epsilon - h$ is Hermitian, the unknown contribution of the homogeneous solution, i.e., $(\epsilon - h) \psi_i =0$, with $\bar{c}_i$, leads to an incorrect $K$ matrix. We have discussed the boundary condition which must be imposed on $\bar{c}$ elsewhere.\textsuperscript{26}

We now consider our specific variational functions, Eqs. (2.13) and (3.11). The general conclusion stated above holds true for our functionals: The operator $A^{(+)}$ in the functionals, Eq. (3.2), satisfies Eq. (4.5), since $\hat{H} - \frac{1}{2}(N+1)(\gamma \hat{H} + \hat{H} \gamma)$ is Hermitian. Therefore the scattering amplitudes are given uniquely, even if the nonzero solution $\gamma_m^{(+)}$ of the homogeneous equation, Eq. (4.4), exists.

Furthermore, we can see that the nonzero solution $\gamma_m^{(+)}$ itself does not exist. Let us assume that the homogeneous equation [Eq. (4.4)] is meaningful. We apply the following operator:

\begin{equation}
\sum_n u_n V | S_n \rangle \langle \Psi_n^{(-)} |
\end{equation}

onto Eq. (4.4), where $\Psi_n^{(-)}$ is the exact wave function for in-states, and $u_n$'s are positive real (but otherwise arbitrary) numbers,

\begin{align}
\sum_n u_n V | S_n \rangle \langle \Psi_n^{(-)} | A^{(+)} | \gamma_m^{(+)} \rangle \\
= \sum_n u_n V | S_n \rangle \langle A(-) \Psi_n^{(-)} | \gamma_m^{(+)} \rangle \\
= \sum_n u_n V | S_n \rangle \langle S_n | V | \gamma_m^{(+)} \rangle \\
= 0 .
\end{align}

Unless one of the eigenvalues of the operator

\begin{equation}
\sum_n u_n V | S_n \rangle \langle S_n | V
\end{equation}

happens to be zero (of course, all the other eigenvalues are positive) the inverse of this operator exists. Then, Eq. (4.12) implies that $\gamma_m^{(+)}$ must be the null function,

\begin{equation}
\gamma_m^{(+)} = 0.
\end{equation}

Generally speaking, the operator of Eq. (4.13) must be positive when the energy for $S_n$'s is real and positive. Thus we can expect generally that the nonzero solutions of $\gamma_m^{(+)}$ do not exist in our scattering formalism.

This conclusion is not surprising and is consistent with the following physical consideration. The left-hand side of Eq. (2.13) originates from the equation of motion for the target and the scattered particle on which the outgoing boundary condition is imposed through $G_{\nu}^{(+)}$, while the right-hand side represents the incoming source. Therefore, a nonzero $\gamma_m^{(+)}$, if it exists, would be forced to have outgoing wave propagation asymptotically without any incoming source. Thus the nonzero $\gamma_m^{(+)}$ cannot exist on the positive real axis of the $E$ plane. A more rigorous statement requires a study of the spectrum of $A^{(+)}$, but this is beyond the scope of this paper. Numerically we have already observed the uniqueness of our scattering amplitudes in actual calculations. (See Ref. 19 and the accompanying paper.)

Incidentally, the above statement that a nonzero $\gamma_m^{(+)}$ cannot exist on the positive real axis of the $E$ plane, or in other words that $A^{(+)}$ does not have an eigenvalue at zero, is also relevant to the singularity-free property of the variational functionals. In the Kohn variational principle or with optical potentials, e.g., $Q_0 \hat{H} (Q_0 \hat{H} Q_0)^{-1} \hat{H} Q_0$ for inelastic scattering, with $Q_0$ being a projection operator to define closed channels, well-known singularities can occur. The number of such singularities increases as the basis functions increase,\textsuperscript{27} although the widths due to the singularities become narrower. On the other hand, since $A^{(+)}$ as well as $\nu v \nu$ in the Schwiniger functional, does not have an eigenvalue at zero, the singularity due to $(A^{(+)} - 1)^{-1}$ is expected not to occur on the positive real axis of the $E$ plane, at least when the basis set is sufficiently large. This characteristic of the theory is very important and requires more detailed study.

In concluding this section, we emphasize that the property of Eq. (4.5) is very important not only because it assures variational stability, but moreover because it guarantees the uniqueness of the associated amplitude or the $K$ matrix.

V. CONCLUDING REMARKS

We have proposed a variational principle which can be applied to electronically inelastic scattering of electrons by arbitrary molecules which usually have long-range dipole potentials. The theory also includes polarization effects in a straightforward way. Since our formalism is defined on the total wave function, configuration interaction techniques can be used naturally. All the configurations used here contain short-range functions (molecular orbitals
and/or additional Gaussian functions). Nonetheless this \( \hat{C} \) functional is anticipated to give accurate scattering amplitudes. When a molecule does not have a long-range potential, as in homopolar diatomic molecules, the \( L^2 \) version of the variational principle of Eq. (2.12) should work well.

In the accompanying paper we present the first results of the application of these multichannel formulations of electron-molecule collisions to the \( e-\text{H}_2 \) system. Several important aspects of the theory are illustrated in these applications. Applications of this formulation to other systems including \( \text{N}_2 \) and \( \text{CH}_4 \) are under way.

**ACKNOWLEDGMENTS**

We would like to thank Dr. T. Gibson and Mr. M. Lima for extensive and helpful discussions concerning various aspects of this manuscript. This material is based upon work supported by the National Science Foundation under Grant No. PHY-82-13992.

**APPENDIX**

Here we prove the result

\[
\mathcal{A}_{N+1} \left[ 1 - (N+1)P \right] \mathcal{A}_{N+1} \Phi_{m\mu} = 0 .
\]  
(A1)

First we note

\[
\mathcal{A}_{N+1} = \frac{1}{\sqrt{N+1}} \mathcal{A}_N + \tilde{R},
\]  
(A2)

where \( \tilde{R} \) includes all possible permutations which act on the \( (N+1) \)th coordinate. Then we have

\[
P \left| \mathcal{A}_{N+1} \Phi_{m\mu} \right> = \frac{1}{\sqrt{N+1}} \sum_{n=1}^{N_0} \left| \Phi_n \right> \left< \Phi_n \right| \mathcal{A}_N \left| \Phi_m \right> \frac{1}{\sqrt{N+1}} \left| \mu \right>,
\]  
(A3)

where the orthogonality of \( \mu \) to \( P \) is used. So,

\[
\mathcal{A}_{N+1} \left| \mathcal{A}_{N+1} \Phi_{m\mu} \right> - (N+1)P \mathcal{A}_{N+1} \left| \mathcal{A}_{N+1} \Phi_{m\mu} \right> = \left[ \sqrt{(N+1)} - (N+1) \frac{\sqrt{N_0}}{\sqrt{N+1}} \right] \left| \mathcal{A}_{N+1} \Phi_{m\mu} \right> = 0,
\]  
(A4)

which completes the proof.

Now let us examine some consequences of this result. Let \( \chi \) be an arbitrary antisymmetrized function. We consider the following integral

\[
I = \left< \chi \right| \left[ \hat{H} - \frac{1}{2} (N+1)(\hat{P}\hat{H} + \hat{H}\hat{P}) \right] \mathcal{A}_{N+1} \Phi_{m\mu} \right>,
\]  
(A5)

After a simple rearrangement of the equation, we see

\[
I = \left< \chi \right| \hat{H} \left[ 1 - (N+1)P \right] \mathcal{A}_{N+1} \Phi_{m\mu} \right> - \frac{1}{2} (N+1) \left< \chi \right| \left( VP - PV \right) \mathcal{A}_{N+1} \Phi_{m\mu} \right>. \]

The first term on the rhs is zero because of (A4), leaving

\[
I = - \frac{1}{2} (N+1) \left< \chi \right| \left( VP - PV \right) \mathcal{A}_{N+1} \Phi_{m\mu} \right>,
\]  
(A7)

which proves Eq. (3.14). The proof of Eq. (3.15) is straightforward.

---

*Present address: Institute for Molecular Science, Myodaiji, Okazaki 444, Japan.


See also M. Kolsrud, Phys. Rev. 112, 1436 (1958).


20See, for example, H. Feshbach, Ann. Phys. 5, 357 (1958); 19, 287 (1962); 43, 410 (1967).


