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ABSTRACT

Current state-of-the-art high contrast imaging instruments take advantage of a number of elegant coronagraph designs to suppress starlight and image nearby faint objects, such as exoplanets and circumstellar disks. The ideal performance and complexity of the optical systems depends strongly on the shape of the telescope aperture. Unfortunately, large primary mirrors tend to be segmented and have various obstructions, which limit the performance of most conventional coronagraph designs. We present a new family of vortex coronagraphs with numerically-optimized gray-scale apodizers that provide the sensitivity needed to directly image faint exoplanets with large, segmented aperture telescopes, including the Thirty Meter Telescope (TMT) as well as potential next-generation space telescopes.
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1. INTRODUCTION

The development of extreme adaptive optics and high-contrast imaging techniques for ground-based telescopes (e.g. GPI,\(^1\) SPHERE,\(^2\) and SCExAO\(^3\)) has enabled the detection and characterization of several young, giant exoplanets.\(^4\)–\(^7\) However, planets within the detection limits of current instruments are relatively rare.\(^8\) The next generation of ground-\(^9,10\) and space-based\(^11\)–\(^13\) telescopes will be capable of detecting fainter, older, less massive planets at smaller angular separation from their host stars, thereby providing access to planet populations with significantly higher occurrence rates. Additionally, thorough spectral characterization will be possible for many of these targets thanks to rapid technological developments for precise control and calibration of unwanted stellar radiation, including dedicated coronagraphs for diffraction suppression, wavefront control, as well as new observing and post-processing strategies.

Detection and characterization of faint planets requires an optical system that isolates the light from the planet from noise associated with starlight. A coronagraph accomplishes this by manipulating the amplitude and phase of the incoming light such that the diffracted starlight is suppressed or removed optically prior to detection. Several elegant coronagraph designs exist that provide various levels of suppression and planet throughput.\(^14\)–\(^22\) The performance and complexity of each depends on the shape of the telescope pupil. Large, segmented apertures present a unique challenge; the coronagraph masks must be designed to account for the diffraction owing to discontinuities in the aperture including the secondary mirror, spider support structures, and gaps between mirror segments.\(^23\)–\(^33\) (Also see Zimmerman et al. and Guyon et. al., these proceedings). The vortex coronagraph (VC)\(^17,18\) has been demonstrated to provide high sensitivity to planets at small angular separations.\(^34\) However, complicated aperture shapes limit the performance of the conventional VCs\(^35\) and thereby drive the complexity of the optical design\(^23\)–\(^27\) and/or requirements for wavefront control.\(^28,29\) This work overcomes this technical challenge by introducing a gray-scale apodizer to the VC that acts to suppress polychromatic, diffracted starlight at angular separations \(< 10\lambda/D\) potentially down to the \(10^{-10}\) level on a segmented aperture telescope similar to those proposed for a future LUVOIR flagship mission.\(^13,36\)
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2. CORONAGRAPH OPTIMIZATION

2.1 The optical system and baseline design

A high-contrast imaging coronagraph instrument is made up of a wavefront control sub-system with one or two deformable mirrors (DMs) and a series of coronagraphic masks arranged between powered optics. Fig. 1 shows an example system with two DMs, a pupil plane apodizer $A$, a focal plane mask $\Omega$, and a Lyot stop $\Theta$ in the downstream pupil. In general, a coronagraph may also include masks or surfaces displaced from the pupil and focal planes and/or in additional optical relays.

The designs presented here are based on the ring-apodized vortex coronagraph (RAVC), which provides theoretically ideal and achromatic on-axis starlight cancellation with an annular aperture. The analytically-inspired design is shown in Fig. 2. The apodizer is a semi-transparent ring with amplitude transmittance $t$ that extends from $R_{\text{gray}}$ to $R$, where $R_{\text{gray}}$ is the inner radius of the gray ring and $R$ is the outer radius of the pupil. The focal plane mask has complex transmittance $\exp(i\phi)$, where $l$ is an even, nonzero integer known as the charge and $\phi$ is the azimuthal angle. The Lyot stop is an annulus with inner and outer radii $R_{\text{gray}}$ and $R$, assuming there is no magnification between the pupils.

For $l = 2$, the transmittance of the gray ring is given by $t = 1 - (R_0/R_{\text{gray}})^2$, where $R_0$ is the ratio of the inner and outer radii of the full annular aperture. For $l = 4$, there is an additional narrow black ring from $R_{\text{black}}$ to $R_{\text{gray}}$, $R_{\text{gray}} = \sqrt{(R_{\text{black}}^4 - R_0^4)/(R_{\text{black}}^2 - R_0^2)}$, and the transmittance of the gray ring is given by $t = (R_{\text{black}}^2 - R_0^2)/R_{\text{gray}}^2$. The remaining free parameter is varied to maximize the throughput.

Several coronagraph throughput definitions may be found in the literature. In this work, we use two measures: the total energy throughput (i.e. the fraction of energy from a point source that transmits through the Lyot stop) and the fraction of energy within $0.7\lambda/D$ of the source position, which is roughly the half-width half-maximum of an ideal point spread function (PSF). The latter definition is the relevant quantity for detecting...
Figure 3. Sensitivity of the vortex coronagraph to (a) tip-tilt, (b) stellar angular size, and (c) central obscuration size. (a)-(b) The total energy throughput for an unobstructed circular pupil. (c) Throughput, averaged over source positions 3-5 \( \lambda/D \), of a charge 4 ring-apodized vortex coronagraph (RAVC) for a simple annular aperture with central obscuration ratio \( R_0 \). Both the total energy and the energy within 0.7 \( \lambda/D \) of the source position are shown.

point sources in noisy data using aperture photometry, as is the case in common post-processing approaches for exoplanet detection. We note, however, that this may be a conservative estimate for throughput provided advanced matched-filtering and local deconvolution techniques can make use of the planet light outside of the PSF core, which will be the topic of future studies.

The value of the charge \( l \) controls the off-axis throughput as well as sensitivity to tip-tilt, jitter, and stellar angular size (see Fig. 3a-b).\(^{35}\) Although \( l = 2 \) provides the best throughput for planets at small angular separations from their host stars, the performance will be heavily degraded on next-generation ground- and space-based telescopes owing to low-order aberrations and the partial resolution of the star. To hedge against this, we choose to use a minimum charge of \( l = 4 \) in our designs. \( l > 4 \) may be used in the future to reduce the sensitivity to such aberrations as needed at the cost of off-axis throughput.

The maximum throughput of an RAVC has a strong dependence on the size of the central obscuration. Fig. 3c shows the throughput, averaged over angular separations 3-5 \( \lambda/D \), as a function of \( R_0 \) in the \( l = 4 \) case. Future segmented aperture telescopes, including the Thirty Meter Telescope (TMT) and potential space missions, will have \( R_0 \) values \( \sim14\% \). The throughput loss with increasing \( R_0 \) is due to both the apodizer transmittance \( t \) and the shape of the Lyot stop.

We emphasize that the throughput values shown in Fig. 3c are strictly for the RAVC and may be improved with alternate apodizer functions\(^{25}\) (Fogarty et al. 2016, in prep.) and/or modifications to the complex pupil field using low-loss techniques.\(^{28,29}\) However, for the new coronagraphs presented below, the RAVC architecture serves as the initial condition of our apodizer optimization algorithm and therefore the throughput generally follows the trend shown.

### 2.2 Optimization method

For arbitrary apertures, we use an iterative numerical optimization method to determine the optimal gray-scale apodizer to achieve a dark hole in the on-axis starlight at the final image plane. The problem is written in linear algebraic form as

\[
\min_w \left( \| QCw \|^2 + b \| w - PA \|^2 \right),
\]

where \( Q \) is a matrix that represents the dark hole region in the image plane, \( C \) is the coronagraph operator that propagates the field from the apodizer plane to the final image plane, \( P \) is the original telescope pupil function, \( A \) is the current apodizer, and \( w \) is the so-called auxiliary field in the apodizer plane which strikes a balance (as regulated by the weight \( b \)) between the field needed to generate a zero-valued dark hole and the physical field in the apodizer plane. Assuming the pupil and focal planes are related by Fourier transform propagation operators.
$F$, the coronagraph operator may be written $C = F\Theta F^{-1}\Omega F$, where $\Omega$ and $\Theta$ represent the focal plane mask and Lyot stop transmittance, respectively. The solution to the minimization problem is

$$w = (bI + C^\dagger QC)^{-1}bPA. \quad (2)$$

To reduce computation time, the dimensionality of the inverted (square) matrix is reduced from the number of samples in the pupil plane to the number of samples in the dark hole region, by use of the Woodbury matrix identity:

$$w = [I - C^\dagger Q(bQ + QCC^\dagger Q)^{-1}Q]PA. \quad (3)$$

Since $w$ may be a complex function with infinite support, the physical apodizer is taken to be $A = |w|$ and $A$ is thresholded such that samples where $A > 1$ are set to one and non-zero values outside of the original telescope pupil $P$ support are set to zero. A new auxiliary field is calculated based on the updated pupil field, and the process is repeated. The matrix $QCC^\dagger Q$ is calculated once for each choice of focal plane mask, Lyot stop, and dark hole region as follows:

$$CC^\dagger = (F\Theta F^{-1}\Omega F)(F^{-1}\Omega^\dagger F\Theta^\dagger F^{-1}), \quad (4)$$

$$CC^\dagger = F\Theta F^{-1}|\Omega|^2F\Theta^\dagger F^{-1}. \quad (5)$$

Since the focal plane mask has phase-only transmittance (i.e. $|\Omega|^2 = I$), this matrix simplifies to

$$CC^\dagger = F|\Theta|^2F^{-1} \quad (6)$$

and only depends on the squared modulus of Lyot stop function.

We note that this algorithm may lead to very low throughput for poor choices of focal plane masks, Lyot stops, and apodizer initial conditions. The RAVC is a suitable initial design that leads to high throughput, even at at relatively small angular separations (potentially < 3 $\lambda/D$). Another benefit of the RAVC, is that the numerical apodizer solution applies to all wavelengths.

In general, the starlight suppression in the dark hole region $Q$ is achieved at the cost of off-axis throughput. Assuming a good initial condition is chosen, the apodizer achieves a dark hole in the on-axis starlight without major losses. Finding the optimal combination of throughput and starlight suppression provided by the coronagraph masks requires performance metrics that relate these quantities to the sensitivity of the instrument to faint point sources in the presence of noise.

### 2.3 Optimization metrics: minimizing estimated integration time

The proposed optimization metrics are based on estimates of the signal-to-noise ratio (SNR) achieved in a given integration time for a typical planet, given by

$$\text{SNR} = \frac{\epsilon\Delta t\Delta\lambda\eta_c\Phi_p}{\sqrt{\sigma^2_{\text{phot}} + \sigma^2_{\text{det}} + \sigma^2_{\text{spk}}}}, \quad (7)$$

where the numerator represents the number of photo-electrons generated by planet light, $\epsilon = TqA_{tel}$, $T$ is the telescope transmission, $q$ is the quantum efficiency, $A_{tel}$ is collecting area of the telescope, $\Delta t$ is the effective integration time, $\Delta\lambda$ is the spectral bandwidth, $\eta_c$ is the coronagraph throughput, and $\Phi_p$ is the photon flux from the planet at the telescope aperture (photons per unit area per unit time per unit wavelength).

The throughput of the coronagraph $\eta_c$ and the designed starlight suppression factor $s$ are defined as the fraction of planet and stellar energy that is incident on a single resolution element (a circle with assumed radius of 0.7 $\lambda/D$) for an ideal system without optical aberrations or atmospheric turbulence. Similarly, we define $\eta_0$ as the throughput without the coronagraphic masks in the system.

The photon noise term may be expressed as $\sigma^2_{\text{phot}} = \epsilon\Delta t\Delta\lambda\hat{\Phi}$, where $\hat{\Phi} = \eta_c\Phi_p + s\Phi_{\text{star}} + \Phi_b + \hat{\Phi}_{\text{spk}}$ is the total flux within the resolution element, and $\Phi_{\text{star}}$, $\Phi_b$, and $\hat{\Phi}_{\text{spk}}$ are the photon fluxes owing to the stellar diffraction, background, and speckles, respectively. $\Phi_p$, $\Phi_{\text{star}}$, and $\Phi_b$ are defined at the telescope aperture, whereas $\hat{\Phi}_{\text{spk}}$ is defined in the image plane with respect to $\eta_0\Phi_{\text{star}}$ and is treated separately from the diffracted starlight $s\Phi_{\text{star}}$. 
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Figure 4. Estimates of integration time $\log_{10}(\Delta t)$ needed for a 5σ detection with designed starlight suppression factor $s$ and throughput $\eta_c$ assuming planet:star contrast (a) $\Phi_p/\Phi_{star} = 10^{-5}$ with Keck in L band, (b) $\Phi_p/\Phi_{star} = 10^{-6}$ with TMT in K band, and (c) $\Phi_p/\Phi_{star} = 10^{-10}$ with a future LUVOIR space telescope in V band. $\eta_c$ and $s$ are solely properties of the coronagraph design and refer to the performance under ideal conditions. The effect of $s$ on speckle noise is described by Eqn. 14. The assumptions used for these calculations may be found in the appendix.

The detector noise is given by $\sigma^2_{det} = i_d \Delta t + \sigma^2_{read}$, where $i_d$ is the dark current and $\sigma^2_{read}$ is the read noise averaged over many frames, which we approximate as $\sigma^2_{read} = N_r^2 \varepsilon \Delta t \Delta \lambda \Phi_{max}/W = R \Delta t$, where $N_r$ is the readout noise for each frame, $\Phi_{max}$ is the maximum photon flux in the image plane, and $W$ is the full well depth of the detector.

The speckle flux is split into contributions owing to dynamic and quasi-static aberrations: $\Phi_{spk} = \Phi_{spk,dyn} + \Phi_{spk,qs}$. The former corresponds to residual wavefront distortions owing to the atmosphere with an average lifetime $\tau_{dyn} = D/v$, where $D$ is outer diameter of the telescope aperture and $v$ is the wind speed. The latter is the slowly-varying aberration term owing to thermal and mechanical distortions in the system, which generate quasi-static speckles with lifetimes, $\tau_{qs}$, on the order of hours. The effective speckle noise, excluding photon noise contributions, is approximated by

$$\sigma^2_{spk} = \Delta t (\epsilon \Delta \lambda)^2 \tau_{dyn} \text{var}(\Phi_{spk}),$$

where

$$\tau_{dyn} \text{var}(\Phi_{spk}) = \tau_{dyn} \Phi_{spk,dyn}^2 + \tau_{qs} \Phi_{spk,qs}^2 + 2s \Phi_{star}(\tau_{dyn} \Phi_{spk,dyn} + \tau_{qs} \Phi_{spk,qs}) + 2\tau_{dyn} \Phi_{spk,dyn} \Phi_{spk,qs},$$

and $\text{var}(\Phi_{spk})$ denotes the speckle flux variance, derived in Soummer et al. (2007). For a space telescope, the contribution of quickly-varying speckles is negligible, and the speckle noise term reduces to

$$\sigma^2_{spk} = \Delta t (\epsilon \Delta \lambda)^2 \left(\tau_{spk} \Phi_{spk,qs}^2 + 2\tau_{qs} \Phi_{star} \Phi_{spk,qs}\right).$$

Recently developed methods to mitigate the speckle noise level via on-sky speckle nulling, angular differential imaging, and sophisticated post-processing algorithms significantly reduce the $\sigma^2_{spk}$ term. We approximate these gains by using an effective quasi-static speckle flux level $g_{sn} g_{pp} \Phi_{spk,qs}$ in our calculations, where $g_{sn}$ is the gain achieved through speckle nulling and $g_{pp}$ is the gain achieved through speckle estimation and removal in post-processing.
Since $\sigma_{\text{phot}}^2$, $\sigma_{\text{det}}^2$, and $\sigma_{\text{spk}}^2$ increase linearly with $\Delta t$ under these assumptions, we can solve for the integration time needed to reach an SNR threshold $\Gamma$:

$$\Delta t = \Gamma^2 (\Delta t_{\text{phot}} + \Delta t_{\text{det}} + \Delta t_{\text{spk}}),$$

(11)

where $\Delta t_{\text{phot}}$, $\Delta t_{\text{det}}$, and $\Delta t_{\text{spk}}$ are the scale times to overcome each noise term:

$$\Delta t_{\text{phot}} = \frac{1}{(\eta_s\Phi_p)^2} \frac{\dot{\Phi}}{\epsilon \Delta \lambda},$$

(12)

$$\Delta t_{\text{det}} = \frac{1}{(\eta_s\Phi_p)^2} \frac{\hat{R} + i_d}{(\epsilon \Delta \lambda)^2},$$

(13)

$$\Delta t_{\text{spk}} = \frac{1}{(\eta_s\Phi_p)^2} \left\{ \begin{array}{ll}
\tau_{\text{dyn}} \text{var}(\hat{\Phi}_{\text{spk}}) & \text{for ground-based telescopes}, \\
\tau_p \hat{\Phi}_{\text{spk,qs}}^2 + 2\tau_{qs}s\Phi_{\text{star}}\hat{\Phi}_{\text{spk,qs}} & \text{for space telescopes}.
\end{array} \right.$$ (14)

In the calculations shown in Fig. 4, it can be seen designing the coronagraph masks to have a smaller value of $s$ leads to shorter integration times until the dominant speckle level is reached. The integration time scales as

$$\Delta t \propto \begin{cases} 
\frac{s}{\eta_s^2}, & s > \hat{\Phi}_{\text{spk,0}}/(2\eta_s\Phi_{\text{star}}) \\
1/\eta_s^2, & s < \hat{\Phi}_{\text{spk,0}}/(2\eta_s\Phi_{\text{star}}) 
\end{cases},$$

(15)

where $\hat{\Phi}_{\text{spk,0}}$ is the dominant speckle flux term: $\hat{\Phi}_{\text{spk,0}} \sim \hat{\Phi}_{\text{spk,dyn}}$ for ground-based and $\hat{\Phi}_{\text{spk,0}} \sim \hat{\Phi}_{\text{spk,qs}}$ for space-based applications. This transition occurs at $s \sim 10^{-6} - 10^{-5}$ for ground-based telescopes and $s \sim 10^{-11} - 10^{-10}$ in space. The integration time depends strongly on $\eta_s$ in both regimes and therefore the throughput is the single most important coronagraph design parameter for minimizing the integration time.

3. APODIZED VORTEX CORONAGRAPH FOR SEGMENTED APERTURES

Using the method outlined in section 2.2, we optimized apodizing pupil masks for a charge 4 vortex coronagraph on the Thirty Meter Telescope (TMT) and potential future space telescopes.36

3.1 Apodizer for the Thirty Meter Telescope (TMT)

The goal of ground-based coronagraphic instruments is to minimize integration time by reducing the residual starlight factor $s$ below the dynamic speckle noise level, while maintaining as much throughput as possible. For TMT, we assume $\Phi_{\text{spk,dyn}} = 10^{-5}\eta_0\Phi_{\text{star}}$ and therefore pinned speckles are sufficiently mitigated if $s \ll 5 \times 10^{-6}$. We design our masks to achieve an ideal value of $s = 10^{-8}$, which leaves a considerable margin for additional slowly-varying speckles caused by manufacturing errors and unforeseen aberrations in the optical system. We also find that the resulting throughput is relatively insensitive to the design value of $s$ when an RAVC is used as the initial condition ($\sim 6\%$ loss with respect to the initial RAVC throughput).

An apodizer solution for TMT and its corresponding performance is shown in Fig. 5. The coronagraph is made up of three masks: a gray-scale apodizer $A$ in the pupil (see Fig. 5a-b), a charge 4 vortex phase mask in the focal plane $\Omega$, and an annular Lyot stop $\Theta$ (see Fig. 5c). The azimuthal average of the on-axis PSF, shown in Fig. 5d, is at the $10^{-9}$ level throughout the dark hole when normalized to the telescope PSF, and therefore $s \approx 10^{-9}$ within an annulus from 3 to 10 $\lambda/D$. The throughput (see Fig. 5e) increases from small to large angular separations across the dark hole region. The energy within the planet PSF core is greater than 15% for angular separations $> 3 \lambda/D$. Although the throughput is calculated for point sources displaced along a single direction, the throughput should be approximately the same in all directions, and the starlight is uniformly suppressed throughout the dark hole (see Fig. 5f).
3.2 Apodizers for future segmented-aperture space telescopes

A major driver for investing in coronagraphic instruments on space telescopes is that the speckle level will be far lower without the contributions from the quickly varying atmosphere ($\hat{\Phi}_{\text{spk, dyn}} = 0$ and $\hat{\Phi}_{\text{spk, qs}} = 10^{-9} \eta_{\text{dyn}} \Phi_{\text{star}}$). Therefore, the goal for space-based applications is to reduce $s$ as low as $10^{-10}$ at the highest possible throughput. Here, we consider two potential aperture types for future segmented space telescopes: a segmented primary with four-rings of hexagonal mirrors (see Fig. 6) and one with eight pie-wedge mirrors (see Fig. 7). The spiders in each case are chosen to be co-aligned with discontinuities between segments.

In the case of the hexagonally-segmented pupil (Fig. 6), the optimized apodizer reduces the starlight to the $10^{-10}$ level while providing 12% PSF core throughput at 3 $\lambda/D$. In the case of the pie-wedge aperture (Fig. 7), the PSF core throughput is 20% at 3 $\lambda/D$. The gain in throughput is mostly attributed to the size of central obscuration, which is slightly smaller in the case of the pie-wedge aperture ($R_0 = 0.17$ versus $R_0 = 0.14$). We find that the discontinuities in the pupil have a much smaller effect on the throughput achieved. At $s \approx 10^{-10}$, the throughput difference with and without spiders is only a couple of percent, as indicated by the dotted lines in Figs. 6e and 7e.

All of the apodized vortex solutions shown are theoretically broadband; that is, the suppression and throughput shown are expected at all wavelengths provided the masks have constant complex transmittance over the passband. The practical broadband performance will only be limited by manufacturing constraints.
Figure 6. Same as Fig. 5, but for a segmented aperture with four-rings of hexagonal mirrors and thick spiders. The dotted lines in (e) show the throughput achieved with the spiders removed.

Figure 7. Same as Fig. 6, but for a segmented aperture with eight pie-wedge mirrors and thick spiders. The dotted lines in (e) show the throughput achieved with the spiders removed.
4. CONCLUSIONS AND FUTURE OUTLOOK

We have presented apodized pupil vortex coronagraphs designed for ground- and space-based telescopes with segmented apertures. In each case, the coronagraph masks are optimized such that the estimated integration time is minimized, in the presence of noise.

The design goals in terms of starlight suppression and throughput for ground- and space-based applications depend mostly strongly on the expected speckle noise characteristics. In case of TMT, the coronagraph masks suppress diffracted starlight to the $10^{-9}$ level, assuming no aberrations in the system, which is well below the expected speckle noise level. For space telescopes, we show solutions that push the diffraction down to the $10^{-10}$ level while maintaining sufficient throughput to significantly reduce integration time estimates.

The throughput achieved is relatively insensitive to aperture discontinuities. In the case of the space telescopes, the throughput with and without thick spiders only differs by a couple of percent. However, the central obscuration size has a much larger effect. The best performance is expected for telescopes with relatively small secondary mirrors.

Although the theoretical solutions are independent of wavelength, manufacturing errors will ultimately limit the performance of these coronagraph designs. Pathways to approach the ideal performance are available thanks to successful demonstrations of broadband vortex phase masks based on liquid crystal polymers\cite{41} and sub-wavelength gratings\cite{42} as well as gray-scale ring apodizers for vortex coronagraphs.\cite{43} Detailed simulations are underway to study the chromaticity of gray-scale apodizers fabricated using various methods. Outcomes of these studies will inform a second generation of the presented coronagraph designs that incorporate known material properties.

The methods employed here may be readily generalized to include optimization of the deformable mirror shapes to achieve broadband starlight suppression, potentially at high throughput. A comprehensive exploration of apodizer solutions and designs that also make use two deformable mirrors will be the topic of an upcoming paper.
APPENDIX A. ASSUMPTIONS USED IN INTEGRATION TIME CALCULATIONS

Table 1. Notional instrument parameters of planet finding instruments for Keck, TMT, and LUVOIR telescopes.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Keck (L)</th>
<th>TMT (K)</th>
<th>LUVOIR (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture diameter (m)</td>
<td>$D$</td>
<td>10</td>
<td>30</td>
<td>12</td>
</tr>
<tr>
<td>Central obscuration ratio</td>
<td>$R_0$</td>
<td>0.3</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>Aperture collecting area (m²)</td>
<td>$A_{tel}$</td>
<td>38</td>
<td>535</td>
<td>84</td>
</tr>
<tr>
<td>Central wavelength ($\mu$m)</td>
<td>$\lambda_0$</td>
<td>3.78</td>
<td>2.20</td>
<td>0.55</td>
</tr>
<tr>
<td>Bandwidth ($\mu$m)</td>
<td>$\Delta\lambda$</td>
<td>0.7</td>
<td>0.4</td>
<td>0.05</td>
</tr>
<tr>
<td>Telescope transmission</td>
<td>$T$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Non-coronagraphic throughput</td>
<td>$\eta_0$</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Quantum efficiency (e-/photon)</td>
<td>$q$</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Dark current (e-/pixel/sec)</td>
<td>$i_d$</td>
<td>0.1</td>
<td>0.01</td>
<td>0.005</td>
</tr>
<tr>
<td>Read noise (e-/pixel/sec)</td>
<td>$N_r$</td>
<td>15</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Well depth (e-)</td>
<td>$W$</td>
<td>18,000</td>
<td>25,000</td>
<td>50,000</td>
</tr>
<tr>
<td>Apparent magnitude of star</td>
<td>$L = 4$</td>
<td>$K = 4$</td>
<td>$V = 4$</td>
<td></td>
</tr>
<tr>
<td>Stellar flux (photons/sec/m²/µm)</td>
<td>$\Phi_{\text{star}}$</td>
<td>$2.50 \times 10^7$</td>
<td>$1.14 \times 10^8$</td>
<td>$2.41 \times 10^9$</td>
</tr>
<tr>
<td>Planet flux (photons/sec/m²/µm)</td>
<td>$\Phi_p$</td>
<td>$10^{-5}\Phi_{\text{star}}$</td>
<td>$10^{-6}\Phi_{\text{star}}$</td>
<td>$10^{-10}\Phi_{\text{star}}$</td>
</tr>
<tr>
<td>Background flux (photons/sec/m²/µm)</td>
<td>$\Phi_b$</td>
<td>7390</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>Dynamic speckle flux (photons/sec/m²/µm)</td>
<td>$\Phi_{\text{speck,f}}$</td>
<td>$10^{-4}\eta_0\Phi_{\text{star}}$</td>
<td>$10^{-5}\eta_0\Phi_{\text{star}}$</td>
<td>-</td>
</tr>
<tr>
<td>Quasi-static speckle flux (photons/sec/m²/µm)</td>
<td>$\Phi_{\text{speck,s}}$</td>
<td>$10^{-5}\eta_0\Phi_{\text{star}}$</td>
<td>$10^{-6}\eta_0\Phi_{\text{star}}$</td>
<td>$10^{-9}\eta_0\Phi_{\text{star}}$</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>$v$</td>
<td>10</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>Dynamic speckle lifetime (sec)</td>
<td>$\tau_f$</td>
<td>$D/v = 1$</td>
<td>$D/v = 3$</td>
<td>-</td>
</tr>
<tr>
<td>Quasi-static speckle lifetime (sec)</td>
<td>$\tau_s$</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
</tr>
<tr>
<td>Speckle nulling improvement factor</td>
<td>$g_{sn}$</td>
<td>1/3</td>
<td>1/3</td>
<td>-</td>
</tr>
<tr>
<td>Post-processing improvement factor</td>
<td>$g_{pp}$</td>
<td>1/10</td>
<td>1/10</td>
<td>1/30</td>
</tr>
<tr>
<td>Maximum flux (photons/sec/m²/µm)</td>
<td>$\Phi_{\text{max}}$</td>
<td>$10^{-4}\eta_0\Phi_{\text{star}}$</td>
<td>$10^{-5}\eta_0\Phi_{\text{star}}$</td>
<td>$10^{-6}\eta_0\Phi_{\text{star}}$</td>
</tr>
</tbody>
</table>
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