Axiomatic Relation between Thermodynamic and Information-Theoretic Entropies
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Thermodynamic entropy, as defined by Clausius, characterizes macroscopic observations of a system based on phenomenological quantities such as temperature and heat. In contrast, information-theoretic entropy, introduced by Shannon, is a measure of uncertainty. In this Letter, we connect these two notions of entropy, using an axiomatic framework for thermodynamics [E. H. Lieb and J. Yngvason Proc. R. Soc. 469, 20130408 (2013)]. In particular, we obtain a direct relation between the Clausius entropy and the Shannon entropy, or its generalization to quantum systems, the von Neumann entropy. More generally, we find that entropy measures relevant in nonequilibrium thermodynamics correspond to entropies used in one-shot information theory.
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Entropy plays a central role both in thermodynamics and in information theory. This is remarkable, as the two theories appear to be fundamentally different. Thermodynamics is a phenomenological theory concerned with the description of large physical systems, such as steam engines or fridges. It relies on concepts like work or heat, which are defined in terms of macroscopic observables. Information theory, on the other hand, deals with “knowledge” on a rather abstract level. Like statistical mechanics, it refers to the microscopic states of a system, such as the values of the individual bits stored in a memory device.

Accordingly, the notion of entropy is rather different in the two theories. In thermodynamics, entropy is a function of the macroscopic state of a physical system that describes phenomenologically which processes are possible independently of any microscopic model. Following Clausius, it is conventionally defined in terms of the heat transfer into a system at a given temperature, and it lends its operational significance from the second law [1,2]. In information theory, entropy was originally introduced by Shannon to quantify the information content of data or, equivalently, the uncertainty one has about them [3]. Operationally, it characterizes properties such as the compression length, i.e., the minimum number of bits needed to store the data. Mathematically, the Shannon entropy is a function of the probability distribution of the random variable that models the data. The von Neumann entropy [4] provides a generalization of this concept to the case where information is represented by the state of a quantum-mechanical system.

The information theoretic entropy is formally equivalent to the entropy function from statistical mechanics. This relation is conceptually justified through Landauer’s principle [5–7]. It entails that the loss of information in an erasure operation on a system, and, hence, the decrease of its information-theoretic entropy, is paired with a heat dissipation in the system’s environment. Arguments for Landauer’s principle start from microscopic considerations, for example, using standard tools from statistical mechanics [8–10], or explicit microscopic models inspired from information theory [11–21]. An alternative view on the conceptual connection of these entropy measures was proposed by Jaynes in terms of his maximum entropy principle [22]. See also Refs. [6,23–26] for a selection of related approaches.

In this Letter, we take a different approach: we show that the information-theoretic entropy results from applying the definition of thermodynamic entropy to quantum resource theories. This connection is not based on a model borrowed from one particular theory, instead it relates the theory of information to that of phenomenological thermodynamics on an axiomatic level.

Our approach relies on a framework by Lieb and Yngvason [27–30], who give a derivation of thermodynamics, and, in particular, of the thermodynamic entropy, based on abstract axioms. These axioms identify basic properties of a thermodynamic system, which we find to be also fulfilled in the context of resource theories. As a consequence, there is also in this context a state function analogous to the thermodynamic entropy. As we show, the state function in question is none else than the information-theoretic entropy itself. This provides a novel connection between the thermodynamic and information-theoretic entropies.

In particular, this connection extends to the min- and max-entropy, “single-shot” generalizations of the von Neumann entropy. These have been introduced to characterize single
instances of information-theoretic tasks [31,32]. We show that they, too, can be obtained from the same axiomatic approach as thermodynamic entropy. In order to demonstrate this, we consider an extension of Lieb and Yngvason’s framework to nonequilibrium states [29], with which these entropy measures are recovered. Our work bears some resemblance to the study of entanglement theory using similar tools [33–35].

The remainder of this Letter is organized as follows. We start with a summary of the Lieb-Yngvason framework for thermodynamics. As a first technical contribution, we show that the framework is applicable to a microscopic description of thermodynamic systems by resorting to a quantum resource theory. We then show that the corresponding entropy measures defined within the framework coincide with information-theoretic entropies (Proposition 1). We subsequently extend these considerations to other thermodynamic quantities such as the Helmholtz free energy (Proposition 2).

**Lieb and Yngvason’s approach.**—The axiomatic framework by Lieb and Yngvason follows a history of developments towards a mathematically rigorous treatment of thermodynamics [27–29,36–45]. Lieb and Yngvason [27–29] consider the set \( \Gamma \) of all equilibrium states of a thermodynamic system and equip this space with an order relation, denoted by \( \prec \). For \( X \) and \( Y \in \Gamma \), \( X \prec Y \) means that the state \( Y \) is “adiabatically accessible” from the state \( X \) “by means of an interaction with some device consisting of some auxiliary system and a weight in such a way that the auxiliary system returns to its initial state at the end of the process, whereas the weight may have risen or fallen” [27]. It is, moreover, assumed that two systems \( X, X' \) can be composed, denoted by \( (X, X') \), as well as that a system \( X \) can be scaled by a factor \( \lambda \), denoted by \( \lambda X \). The scaling corresponds to considering a fraction \( \lambda \) of the substance in \( X \).

Provided \( \prec \) obeys some natural axioms, Lieb and Yngvason show that there is an essentially unique **thermodynamic entropy** \( S \) that correctly characterizes all possible state transformations, which is given by

\[
S(X) = \sup \{ \lambda : ((1-\lambda)X_0, \lambda X_1) \prec X \} \quad (1a)
\]

\[
= \inf \{ \lambda : X \prec ((1-\lambda)X_0, \lambda X_1) \}, \quad (1b)
\]

where \( X_0 \) and \( X_1 \) are two reference states whose choice alters \( S \) only by an affine change of scale [46]. Intuitively, if the state \( X \) can be reached adiabatically from \( X_0 \), and \( X_1 \) can be attained from \( X \), then the entropy \( S(X) \) is defined as the optimal \( \lambda \) such that the state \( X \) can be created from \( X_0 \) and \( X_1 \) combined at a ratio \( (1-\lambda) : \lambda \) by an adiabatic process. Physically, \( S \) corresponds to the usual thermodynamic entropy as defined by Clausius via the heat \( \delta Q_{\text{rev}} \) transferred into a system at a given temperature \( T \) in a reversible process, \( dS = \delta Q_{\text{rev}}/T \).

Lieb and Yngvason have extended this framework to include certain nonequilibrium states [29]. The states of the corresponding extended space, \( \Gamma_{\text{ext}} \), obey weaker axioms than those of \( \Gamma \). For instance, they may not be scalable. The entropy \( S \) can, in general, not be uniquely extended to \( \Gamma_{\text{ext}} \). However, one can bound all monotonic extensions of \( S \) to \( \Gamma_{\text{ext}} \) from below and above by two quantities \( S_- \) and \( S_+ \) [29]. These quantities give necessary criteria as well as sufficient criteria for adiabatic transitions between thermodynamic nonequilibrium states. Here we use instead slightly adapted quantities, defined as

\[
\tilde{S}_-(X) = \sup \{ \lambda : ((1-\lambda)X_0, \lambda X_1) \prec X \} \quad (2a)
\]

\[
\tilde{S}_+(X) = \inf \{ \lambda : X \prec ((1-\lambda)X_0, \lambda X_1) \}. \quad (2b)
\]

While they are essentially equivalent to \( S_- \) and \( S_+ \), they are the more natural quantities within the context we consider (cf. also Supplemental Material [47] for a detailed analysis).

**Information-theoretic entropy measures.**—Information theory is concerned with data and their processing. In quantum information theory, which we consider here for generality, data are encoded in quantum systems [61], whose states are described by the density operator formalism. Throughout this Letter, we restrict our attention to finite-dimensional quantum systems. Information is quantified using an information-theoretic entropy measure, most commonly the von Neumann entropy \( H(\rho) = -\text{tr}(\rho \log \rho) \). Note that log denotes the logarithm with respect to base 2 in this Letter. The information-theoretic significance of the von Neumann entropy can be established in various ways, e.g., axiomatically [3,62–65]. Other useful entropy measures are the min and the max entropy. The min entropy is defined as \( H_{\min}(\rho) = -\log \|\rho\|_{\infty} \), where \( \|\rho\|_{\infty} \) denotes the maximal eigenvalue of \( \rho \). Operationally, it describes the amount of randomness that can be extracted deterministically from data in state \( \rho \) [32,66]. The max entropy is defined as \( H_{\max}(\rho) = \log \text{rank}\rho \), and quantifies the number of qubits needed to store data in state \( \rho \) [31].

**Equilibrium states and order relation in the microscopic picture.**—To apply Lieb and Yngvason’s framework to a microscopic description of systems, as employed in information theory, we need to formally specify the various ingredients (such as the order relation) that the abstract framework requires. First, we identify the set of “equilibrium states” of an information-bearing quantum system. These are defined as the class of states represented by flat density operators, that is, operators whose nonzero eigenvalues are all equal [16]. They stand out due to their scalability and comparability, like the equilibrium states in the thermodynamic framework. (The term equilibrium follows Lieb and Yngvason’s terminology.)

We define the composition of states as their tensor product. This does not exclude the possibility of correlations being established between subsystems, but it merely
asserts that before any interaction takes place these systems are independent [15,16]. For the composition with an ancilla, this can be ensured by choosing an ancilla that has never interacted with the system before or that has been decoupled through other interactions.

The notion of an “adiabatic process,” in the sense of Lieb and Yngvason, translates to any combination of the following three quantum operations; the order relation characterizes which states can be transformed to which others via such a process: (i) composition with an extra ancilla system in an equilibrium state; (ii) reversible and energy-preserving interaction of the system and the ancilla with a weight system [67]; (iii) removal of the ancilla system, whose final reduced state must be the same as its initial state.

Note that these operations are independent of the particular model used to describe the weight system. In fact, the weight system should be understood as a representa- tive for any work storage system, which may also be modeled via a potential, as, e.g., in Ref. [68]. It can also be shown that the above operations are equivalent to the so-called noisy operations [69,70], a quantum resource theory that plays a prominent role in information theory. In general, a resource theory is defined by restricting the set of all quantum operations to a subset, the allowed transformations. Given such a set of allowed transformations, the aim of a resource-theoretic analysis is now to characterize which states can be interconverted and which tasks can be achieved with these transformations. In the case of noisy operations, a state transformation from \( \rho \) to \( \sigma \) is possible if and only if \( \rho \preceq_M \sigma \) [69,70], where \( \preceq_M \) denotes the matrix majorization relation [71,72]. (See also Sec. II A of the Supplemental Material [47] for further details on quantum resource theories).

We define scaling a quantum system by \( \lambda \in \mathbb{N} \) to mean combining \( \lambda \) such systems, which coincides with the composition operation. For \( \lambda = 2 \), for instance, the state \( \rho \) is scaled to a state \( \rho \otimes \rho \). [73]. We then extend this scaling operation to any \( \lambda \in \mathbb{R}_{\geq 0} \), as is explained in Sec. III of the Supplemental Material [47].

Main results.—We apply Lieb and Yngvason’s framework to the microscopic model detailed above. We show that Lieb and Yngvason’s axioms are fulfilled in these settings, and, hence, the implications of the framework apply. This allows us to derive corresponding entropy measures, which are furthermore unique for equilibrium states. Specifically, we obtain the following statement, the formal derivation of which is based on properties of the matrix majorization relation. The full proofs may be found in Sec. III of the Supplemental Material [47].

Proposition 1.—Let states be ordered by the relation \( \preceq_M \) as described above, and let the equilibrium states be those with flat spectrum. Then the unique thermodynamic entropy function \( S \) for equilibrium states coincides with the von Neumann entropy \( H \). Furthermore, the two entropic quantities relevant for nonequilibrium states, \( \tilde{S}_- \) and \( \tilde{S}_+ \), equal \( H_{\min} \) and \( H_{\max} \), respectively.

In other words, quantum information theory can be viewed as an instance of thermodynamics in the sense of Lieb and Yngvason, and the corresponding thermodynamic entropy is precisely the information-theoretic entropy.

It is natural to consider other, nonadiabatic processes within the same mathematical framework, for instance, scenarios where the system is in contact with additional reservoirs. In case the system interacts with a heat bath, the equilibrium states can be taken to be the thermal states of fixed temperature \( T \), corresponding to the temperature of the bath, as also known from the canonical ensemble in statistical mechanics.

In such a setting, the processes on the system of interest are the thermal operations, introduced in Refs. [11,14,16]. These consist of (i) composition with an ancillary system in a thermal state relative to the heat bath at temperature \( T \); (ii) reversible and energy-conserving transformation of the system and the ancilla; (iii) removal of any subsystem.

These operations have been extensively studied and used to understand and characterize possible thermodynamic operations in information-theoretic terms (see, for instance, Refs. [14,16,20]). As in Refs. [16,20], we restrict our analysis to states of the system that are block diagonal in the energy eigenbasis. This restriction allows us to avoid technical difficulties when dealing with coherent sup- positions of energy levels; other works have also studied general transformations beyond this restriction [74–76].

The thermal operations are characterized with the mathematical notion of thermomajorization [16], denoted here by \( \prec_T \). This order relation obeys Lieb and Yngvason’s axioms, and, as before, we may deduce corresponding thermodynamic entropy measures.

Proposition 2.—For states ordered by means of thermal operations through the relation \( \prec_T \) the unique function \( S \) for thermal states coincides with the Helmholtz free energy \( F \), and the two quantities \( \tilde{S}_- \) and \( \tilde{S}_+ \), relevant for nonthermal states, correspond to \( F_{\max} \) and \( F_{\min} \) from Refs. [16,20], respectively.

The single-shot measures \( F_{\min} \) and \( F_{\max} \) were introduced in Refs. [16,20] to describe the work needed for the formation of a state as well as to characterize the extractable work. Proposition 2 follows analogously to Proposition 1, but with the thermomajorization relation instead of the (standard) majorization; the former includes an additional transformation known as Gibbs rescaling [16,17,77–79] (cf. Sec. IV of the Supplemental Material [47]).

Scenarios defined relative to other types of reservoirs, such as a particle [21] or an angular momentum reservoir [80,81], yield analogous results. Various settings, along with their corresponding order relation, equilibrium states, and resulting state functions, are summarized in Table I.

Discussion.—We have shown that, with minor adapta- tions, Lieb and Yngvason’s framework is directly applicable to quantum resource theories, allowing us to put
works of Landauer \cite{5} and Bennett \cite{6} (based on explicit microscopic model).

protocols that convert one into the other in an underlying function, is observer dependent, hence, subjective.

system, in particular, its characterization with an entropy function, is observer dependent, hence, subjective. This underscores that the description of a physical system, in particular, its characterization with an entropy function, is observer dependent, hence, subjective.

We have justified the use of the majorization relation based on Lieb and Yngvason’s adiabatic operations.

This relation also occurs naturally in information theory, however. Indeed, it expresses, for instance, an encoding operation or the inverse of a randomness extraction process \cite{82}. We have also shown that order relations characterizing other resource theories are compatible with the axiomatic framework and allow us to derive corresponding “entropy functions” (cf. Proposition 2 and the Supplemental Material \cite{47}). We have in this way recovered the expression of the Helmholz free-energy as well as corresponding single-shot counterparts \cite{16,20}.

For a system interacting with a reservoir, our approach is so far limited to states that are block diagonal in a corresponding eigenbasis, e.g., in the particular case of a heat bath in the energy eigenbasis \cite{16}. We leave for future work the question whether our results also hold for states that do not satisfy this property, which have been studied in Refs. \cite{74–76,83–85}.

We expect that the approach presented in this work can be applied to relate other thermodynamic and information-theoretic quantities. For example, by slightly changing the order relation to a smooth majorization relation, we presume it to yield so-called smooth entropy measures \cite{31,86}. Furthermore, we have not treated processes where quantum side information about the system is exploited. This could be useful for performing thermodynamic operations \cite{13}. We might anticipate that an appropriate extension of the Lieb-Yngvason framework would provide an axiomatic and operationally well-justified definition of the conditional entropy.
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Setting} & \textbf{Processes} & \textbf{Equilibrium states} & \textbf{S} & \textbf{\( \tilde{S}_-, \tilde{S}_+ \)} \\
\hline
Isolated system & Noisy operations, \(<_M\) & \(\sum_i (1/\text{rank}\rho)|X_i|\langle X_i|\) & Entropy \(H\) & \(H_{\text{min}}, H_{\text{max}}\) \\
Interaction with a heat bath & Thermal operations, \(<_T\) & \(\sum_i (e^{-\beta E_i}/Z)|E_i\rangle\langle E_i|\) & Free Energy \(F\) & \(F_{\text{min}}, F_{\text{max}}\) \\
Interaction with a heat bath and a particle reservoir & \(N, T\) operations, \(<_{N,T}\) & \(\sum_j (e^{-\beta(E-N\mu)/Z})\) & Grand potential \(\Omega\) & \(\Omega_{\text{min}}, \Omega_{\text{max}}\) \\
Interaction with an angular momentum reservoir & \(J\) operations, \(<_J\) & \(\sum_j (e^{-\beta j}/Z_j)|J_j\rangle\langle J_j|\) & Potential \(S_J\) & \(\tilde{S}_{J-}, \tilde{S}_{J+}\) \\
\hline
\end{tabular}
\caption{An overview on the application of the Lieb-Yngvason framework to various scenarios, as specified in the first column. The first two rows summarize the results of Propositions 1 and 2 (cf. Sec. V of the Supplemental Material \cite{47} for details on the other two scenarios).}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{The contribution of this Letter is to draw a connection between thermodynamic and information-theoretic entropy based on formal axioms and general principles such as additivity and monotonicity that are satisfied within both theories (Proposition 1). This replaces the textbook identification of entropy in thermodynamics and statistical mechanics based merely on analogies, such as common behavior of the two entropy functions in specific models like the ideal gas. The entropy functions in information theory and statistical mechanics are already formally equivalent, and conceptual links have been established through Jaynes’ maximum entropy principle \cite{22}, as well as through the works of Landauer \cite{5} and Bennett \cite{6} (based on explicit protocols that convert one into the other in an underlying microscopic model). This work also points out the formal and structural parallels of phenomenological thermodynamics and quantum resource theories. It thus relates the classical thermodynamic description of a system (based on macroscopic properties) to a description in terms of the information (about the microscopic degrees of freedom) held by an observer. This underscores that the description of a physical system, in particular, its characterization with an entropy function, is observer dependent, hence, subjective.}
\end{figure}
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