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Abstract. Many quantum algorithms, including Shor’s celebrated factoring and discrete log
algorithms, proceed by reduction to a hidden subgroup problem, in which an unknown subgroup
H of a group G must be determined from a quantum state ψ over G that is uniformly supported
on a left coset of H. These hidden subgroup problems are typically solved by Fourier sampling:
the quantum Fourier transform of ψ is computed and measured. When the underlying group is
nonabelian, two important variants of the Fourier sampling paradigm have been identified: the weak
standard method, where only representation names are measured, and the strong standard method,
where full measurement (i.e., the row and column of the representation, in a suitably chosen basis,
as well as its name) occurs. It has remained open whether the strong standard method is indeed
stronger, that is, whether there are hidden subgroups that can be reconstructed via the strong
method but not by the weak, or any other known, method. In this article, we settle this question in
the affirmative. We show that hidden subgroups H of the q-hedral groups, i.e., semidirect products
Zq � Zp, where q | (p − 1), and in particular the affine groups Ap, can be information-theoretically
reconstructed using the strong standard method. Moreover, if |H| = p/polylog(p), these subgroups
can be fully reconstructed with a polynomial amount of quantum and classical computation. We
compare our algorithms to two weaker methods that have been discussed in the literature—the
“forgetful” abelian method, and measurement in a random basis—and show that both of these are
weaker than the strong standard method. Thus, at least for some families of groups, it is crucial to use
the full power of representation theory and nonabelian Fourier analysis, namely, to measure the high-
dimensional representations in an adapted basis that respects the group’s subgroup structure. We
apply our algorithm for the hidden subgroup problem to new families of cryptographically motivated
hidden shift problems, generalizing the work of van Dam, Hallgren, and Ip on shifts of multiplicative
characters. Finally, we close by proving a simple closure property for the class of groups over which
the hidden subgroup problem can be solved efficiently.
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1. The hidden subgroup problem. One of the principal quantum algorithmic
paradigms is the use of the abelian Fourier transform to discover a function’s hidden
periodicities. In the examples relevant to quantum computing, an oracle function f
defined on an abelian group G has “hidden periodicity” if there is a “hidden” subgroup
H of G so that f is precisely invariant under translation by H or, equivalently, f is
constant on the cosets of H and takes distinct values on distinct cosets. The hidden
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subgroup problem is the problem of determining the subgroup H from such a function.
Algorithms for these problems typically adopt the approach detailed below, called
Fourier sampling [3].

Step 1. Prepare two registers, the first in a uniform superposition over the ele-
ments of a group G and the second with the value zero, yielding the state

ψ1 =
1√
|G|
∑
g∈G

|g〉 ⊗ |0〉 .

Step 2. Calculate (or, if it is an oracle, query) the function f defined on G and
XOR it with the second register. This entangles the two registers and results in the
state

ψ2 =
1√
|G|
∑
g∈G

|g〉 ⊗ |f(g)〉 .

Step 3. Measure the second register. This produces a uniform superposition over
one of f ’s level sets, i.e., the set of group elements g for which f(g) takes the measured
value f0. As the level sets of f are the cosets of H, this puts the first register in a
uniform distribution over superpositions on one of those cosets, namely cH, where
f(c) = f0 for some f0. Moreover, it disentangles the two registers, resulting in the
state ψ3 ⊗ |f0〉, where ψ3 is a so-called coset state,

ψ3 = |cH〉 =
1√
|H|

∑
h∈H

|ch〉 .

Alternately, since the value f0 we observe has no bearing on the algorithm, we can
use the formulation in which the environment, rather than the user, measures f . In
that case, tracing over f yields a mixed state with density matrix

ρH =
1

[G : H]

∑
f0

|ψ3〉 〈ψ3| =
1

|G|
∑
c

|cH〉 〈cH| ,

i.e., a classical mixture consisting of one pure state ψ3 for each coset. Kuperberg
refers to this as the coherent hidden subgroup problem [18].

Step 4. Carry out the quantum Fourier transform on ψ3 or ρH and measure the
result.

For example, in Simon’s algorithm [26], the “ambient” group G over which the
Fourier transform is performed is Z

n
2 , f is an oracle with the promise that f(x) = f(x+

y) for some y, and H = {0, y} is a subgroup of order 2. In Shor’s factoring algorithm
[25] G is the group Z

∗
n, where n is the number we wish to factor, f(x) = rx mod n

for a random r < n, and H is the subgroup of Z
∗
n of index order(r). (However, since

|Z∗
n| is unknown, Shor’s algorithm actually performs the transform over Zq, where q

is polynomially bounded by n; see [25] or [11, 12].)
These are all abelian instances of the hidden subgroup problem (HSP). Interest

in nonabelian versions of the HSP evolved from the relation to the elusive Graph
Automorphism problem: if one could efficiently solve the HSP over the symmetric
group Sn, this would yield an efficient quantum algorithm for graph automorphism
(see, e.g., Jozsa [16] for a review). This was the impetus behind the development of
the first nonabelian quantum Fourier transform [2] and is, in part, the reason that the
nonabelian HSP has remained such an active area of research in quantum algorithms.
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In general, we will say that the HSP for a family of groups G has a Fourier
sampling algorithm if a procedure similar to that outlined above works. Specifically,
the algorithm prepares a coset state as defined above,

|cH〉 =
1√
|H|

∑
h∈H

|ch〉 ,

over a random coset cH of the hidden subgroup H, computes the (quantum) Fourier
transform of this state, and measures the result. After a polynomial number of such
trials, a polynomial amount of classical computation, and, perhaps, a polynomial
number of classical queries to the function h to confirm the result, the algorithm
produces a set of generators for the subgroup H with high probability.

When G is abelian, measuring a state’s Fourier transform has a clear meaning:
one observes the frequency χ with probability equal to the squared magnitude of the
transform at that frequency. In the case where G is a nonabelian group, however,
in order to define a full measurement it is necessary to select bases for each repre-
sentation of G. (We explain this in more detail below.) The subject of this article
is the relationship between this choice of basis and the information gleaned from the
measurement: are some bases more useful for computation than others?

Since we are typically interested in exponentially large groups, we will take the
size of our input to be n = log |G|. Throughout, “polynomial” means polynomial in
n and thus polylogarithmic in |G|.

1.1. Nonabelian hidden subgroup problems. Although a number of inter-
esting results have been obtained on the nonabelian HSP, the groups for which efficient
solutions are known remain woefully few. On the positive side, Roetteler and Beth
[22] give an algorithm for the wreath product Z

k
2 � Z2. Ivanyos, Magniez, and Santha

[15] extend this to the more general case of semidirect products K�Z
k
2 , where K is of

polynomial size, and also give an algorithm for groups whose commutator subgroup is
of polynomial size. Friedl, Ivanyos, Magniez, Santha, and Sen [8] solve a problem they
call hidden translation and thus generalize this further to what they call “smoothly
solvable” groups: these are solvable groups whose derived series is of constant length
and whose abelian factors are each the direct product of an abelian group of bounded
exponent and one of polynomial size. (See also section 8.)

In another vein, Ettinger and Høyer [6] show that the HSP is solvable for the
dihedral groups in an information-theoretic sense; namely, a polynomial number of
quantum queries to the function oracle gives enough information to reconstruct the
subgroup, but the best known reconstruction algorithm takes exponential time. More
generally, Ettinger, Høyer, and Knill [7] show that for arbitrary groups the HSP can be
solved information-theoretically with a finite number of quantum queries. However,
their algorithm calls for a quantum measurement for each possible subgroup, and since
there might be |G|Ω(log |G|) of these, it requires an exponential number of quantum
operations.

Our current understanding of the HSP, then, divides group families into three
classes.

I. Fully reconstructible. Subgroups of a family of groups {Gi} are fully recon-
structible if the HSP can be solved with high probability by a quantum circuit of size
polynomial in log |Gi|.

II. Information-theoretically reconstructible. Subgroups of a family of groups {Gi}
are information-theoretically reconstructible if the solution to the HSP for Gi is de-
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termined information-theoretically by the fully measured result of a quantum circuit
of size polynomial in log |Gi|.

III. Quantum information-theoretically reconstructible. Subgroups of a family of
groups {Gi} are quantum information-theoretically reconstructible if the solution to
the HSP for Gi is determined by the quantum state resulting from a quantum circuit
of polynomial size in log |Gi|, in the sense that there exists a positive operator-valued
measurement (POVM) that yields the subgroup H with constant probability but
where it may or may not be possible to carry out this POVM with a quantum circuit
of polynomial size.

In each case, the quantum circuit has oracle access to a function f : G → S, for
some set S, with the property that f is constant on each left coset of a subgroup H
and distinct on distinct cosets.

In this language, then, subgroups of abelian groups are fully reconstructible, while
the result of [7] shows that subgroups of arbitrary groups are quantum information-
theoretically reconstructible. The other work cited above has labored to place specific
families of nonabelian groups into the more algorithmically meaningful classes I and II.

1.2. Nonabelian Fourier transforms. In this section we give a brief review
of nonabelian Fourier analysis but only to the extent needed to set down notation.
We refer the reader to [9, 24] for a more complete exposition.

Fourier analysis over a finite abelian group A expresses a function φ : A → C as
a linear combination of homomorphisms χ : A → C. If A = Zp, for example, these
are the familiar basis functions χt : z �→ ωtz

p , where ωp denotes the pth root of unity

e2πi/p. Any function φ : A → C can be uniquely expressed as a linear combination of
these χt, and this change of basis is the Fourier transform.

When G is a nonabelian group, however, this same procedure cannot work: in
particular, there are not enough homomorphisms of G into C to span the space of
all C-valued functions on G. To define a sufficient basis, the representation theory of
finite groups considers more general functions, namely homomorphisms from G into
groups of unitary matrices.

A representation of a finite group G is a homomorphism ρ : G → U(d), where
U(d) denotes the group of unitary d×d matrices (with entries from C); the dimension
d = dρ is referred to as the dimension of ρ. If ρ : G → U(d) is a representation, a
subspace W of C

d is said to be invariant if ρ(g)(W ) ⊂ W for all g. A representation
is said to be irreducible if the only invariant subspaces are the trivial subspaces C

d

and {�0}.
For a function φ : G → C and an irreducible representation ρ, φ̂(ρ) denotes the

Fourier transform of φ at ρ and is defined by

φ̂(ρ) =

√
dρ
|G|

∑
g

φ(g)ρ(g).

Note that φ takes values in C while ρ is matrix-valued. It is a fact that a finite
group has a finite number of distinct irreducible representations up to isomorphism
(i.e., up to a unitary change of basis). The Fourier transform of a function φ : G →
C is then the collection of matrices φ̂(ρ), taken over all nonisomorphic irreducible
representations ρ.

Fixing a group G and a subgroup H, we shall focus primarily on the functions
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942 MOORE, ROCKMORE, RUSSELL, AND SCHULMAN

ϕc : G → C of the form

ϕc(g) =

{
1/
√

|H| if g ∈ cH,

0 otherwise,

corresponding to the first register of the state ψ3 resulting from Step 3 above, which is
a uniform superposition over the coset cH. The Fourier transform of such a function
is

ϕ̂c(ρ) =

√
dρ

|G||H| ρ(c) ·
∑
h∈H

ρ(h).

Note, as above, that ϕ̂c(ρ) is a dρ × dρ matrix.
For any subgroup H, the sum

∑
h ρ(h) is precisely |H| times a projection operator

(see, e.g., [13]); we write ∑
h

ρ(h) = |H|πH(ρ).

With this notation, we can express ϕ̂c(ρ) as
√
nρ ρ(c) · πH(ρ), where nρ = dρ|H|/|G|.

For a d× d matrix M , we let ‖M‖ denote the matrix norm given by

‖M‖2
= tr

(
M†M

)
=
∑
ij

|Mij |2 ,

where M† denotes the conjugate transpose of M . Then the probability that we observe
the representation ρ is

‖ϕ̂c(ρ)‖2
=
∥∥√nρ ρ(c)πH(ρ)

∥∥2
= nρ ‖πH(ρ)‖2

= nρ rk πH(ρ),(1)

where rk πH(ρ) denotes the rank of the projection operator πH(ρ). See [13] for more
discussion.

1.3. Weak vs. strong sampling and the choice of basis. Hallgren, Russell,
and Ta-Shma [13] show that by measuring only the names of representations—the so-
called weak standard method in the terminology of [10]—it is possible to reconstruct
normal subgroups (and thus solve the HSP for Hamiltonian groups, all of whose
subgroups are normal). More generally, this method reconstructs the normal core of
a subgroup, i.e., the intersection of all its conjugates. On the other hand, they show
that this is insufficient to solve Graph Automorphism, since even in an information-
theoretic sense this method cannot distinguish between the trivial subgroup of Sn and
subgroups of order 2 consisting of the identity and an involution.

Therefore, in order to solve the HSP for nonabelian groups, we need to measure
not just the name of the representation we are in but also the row and column. In
order for this measurement to be well defined, we need to choose a basis for U(dρ)
for each ρ. Grigni, Schulman, Vazirani, and Vazirani [10] call this the strong stan-
dard method. They show that if we measure using a uniformly random basis, then
trivial and nontrivial subgroups are still information-theoretically indistinguishable.
However, they leave open the question of whether the strong standard method with
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a clever choice of basis, rather than a random one, allows us to solve the HSP in
nonabelian groups, yielding an algorithm for Graph Automorphism.

Indeed, from a computational perspective the representation theory of a finite
group G does distinguish certain “preferred” bases, those which give the matrices ρ(g)
unusually structured or sparse form. In particular, Moore, Rockmore, and Russell [20]
showed that so-called adapted bases yield highly efficient algorithms for the quantum
Fourier transform.

1.4. Contributions of this paper. As stated above, [13] and [10] leave an
important open question, namely, whether there are cases where the strong standard
method, with the proper choice of basis, offers an advantage over a simple abelian
transform or the weak standard method. We settle this question in the affirmative.
Our results deal primarily with the q-hedral groups, i.e., semidirect products of the
form Zq � Zp, where q | (p− 1), and in particular the affine groups Ap

∼= Z
∗
p � Zp.

We begin in section 3 by focusing on full reconstructibility. We define the hidden
conjugate problem (HCP) as follows: given a group G, a nonnormal subgroup H, and a
function which is promised to be constant on the cosets of some conjugate Hb = bHb−1

of H (and distinct on distinct cosets), determine the subgroup Hb by finding an
element c ∈ G so that Hc = Hb. We adopt the above classification (fully, information-
theoretically, quantum information-theoretically) for this problem in the natural way.
Then we show that given a subgroup of sufficiently small (but still exponentially large)
index, hidden conjugates in Ap are fully reconstructible (Theorem 1). This almost
immediately implies that, for prime q = (p− 1)/polylog(p), subgroups of the q-hedral
groups Zq � Zp are fully reconstructible (Theorem 2).

Section 4 concerns itself with information-theoretic reconstructibility. We gener-
alize the results of Ettinger and Høyer on the dihedral group and show that hidden
conjugates of any subgroup are information-theoretically reconstructible in the affine
groups and, more generally, the q-hedral groups for all q (Theorem 3). We then show
that we can identify the order, and thus the conjugacy class, of a hidden subgroup,
and this implies that all subgroups of the affine and q-hedral groups are information-
theoretically reconstructible (Theorem 5).

The results of sections 3 and 4 rely crucially on measuring the high-dimensional
representations of the affine and q-hedral groups in a well-chosen basis, namely an
adapted basis that respects the group’s subgroup structure. We show in section 5
that we lose information-theoretic reconstructibility if we measure in a random basis
instead. Specifically, we need an exponential number of measurements to distinguish
conjugates of small subgroups of Ap. This establishes for the first time that the strong
standard method is indeed stronger than measuring in a random basis: some bases
provide much more information about the hidden subgroup than others.

For some nonabelian groups, the HSP can be solved with a “forgetful” approach,
where we erase the group’s nonabelian structure and perform an abelian Fourier trans-
form instead. In section 6 we show that this is not the case for the affine groups.
Specifically, if we treat Ap as a direct product rather than a semidirect one, its con-
jugate subgroups become indistinguishable.

As an application, in section 7 we consider hidden shift problems. In the setting
we consider, one must reconstruct a “hidden shift” s ∈ Zp from an oracle fs(x) =
f(x − s), where f is any function that is constant on the (multiplicative) cosets of
a known multiplicative subgroup of Z

∗
p. These functions have been studied in some

depth for their pseudorandom properties, and several instances have been suggested
as cryptographically strong pseudorandom generators. By associating fs with its
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isotropy subgroup, and using our reconstruction algorithm to find that subgroup, we
give an efficient quantum algorithm for the hidden shift problem in the case where
f(x) is a function of x’s multiplicative order mod r for some r = polylog(p). This
generalizes the work of van Dam, Hallgren, and Ip [4], who give an algorithm for
hidden shift problems in the case where f is precisely a multiplicative character.

Finally, in section 8 we show that the set of groups for which the HSP can be
solved in polynomial time has the following closure property: if H = {Hn} is a family
of groups for which we can efficiently solve the HSP and K = {Kn} is a family of
groups for which |Kn| = polylog(|Hn|), we can also efficiently solve the HSP for the
family {Gn}, where each Gn is any extension of Kn by Hn. This subsumes the results
of [13] on Hamiltonian groups, and also those of [15] on groups with commutator
subgroups of polynomial size.

We note that subsequent to this work, Bacon, Childs, and van Dam [1] found
additional algorithms for the HSP in the affine groups. Their approach uses the
“pretty good measurement,” which they showed is optimal for certain cases of the
HSP (see also [21]). Their work extends to a number of other group families, such as
the Heisenberg groups.

2. The affine and q-hedral groups. Let Ap be the affine group, consisting
of ordered pairs (a, b) ∈ Z

∗
p × Zp, where p is prime, under the multiplication rule

(a1, b1) · (a2, b2) = (a1a2, b1 + a1b2). Ap can be viewed as the set of affine functions
f(a,b) : Zp → Zp given by f(a,b) : x �→ ax + b where multiplication in Ap is given by
function composition. Structurally, Ap is a semidirect product Z

∗
p � Zp

∼= Zp−1 � Zp.
Its subgroups can be described as follows:

• Let N ∼= Zp be the normal subgroup of size p consisting of elements of the
form (1, b). Geometrically, this is the set of affine functions with slope 1.

• Let H ∼= Z
∗
p
∼= Zp−1 be the nonnormal subgroup of size p − 1 consisting of

the elements of the form (a, 0). Geometrically, this is the set of lines passing
through the origin.

• For each b ∈ Zp, the conjugate subgroup Hb = (1, b) ·H · (1,−b) consists of
elements of the form (a, (1− a)b). In the action on Zp, H

b is the stabilizer of
b; geometrically, Hb is the set of lines intersecting the diagonal at (b, b).

• If a ∈ Z
∗
p has order q, where q divides p− 1, let Nq

∼= Zq � Zp be the normal
subgroup consisting of all elements of the form (at, b). Geometrically, Nq is
the set of lines whose slope is a power of a.

• Similarly, if a ∈ Zp has order q, let Hq be the nonnormal subgroup Hq =
〈(a, 0)〉 of size q. Then Hq consists of the elements of the form (at, 0), and
its conjugates Hb

q = (1, b) · Hq · (1,−b) consist of the elements of the form

(at, (1−at)b). Geometrically, these are the subsets of H and Hb, respectively,
consisting of lines whose slope is a power of a.

Construction of the representations of Ap requires that we fix a generator γ of
Z
∗
p. Define log : Z

∗
p → Zp−1 to be the isomorphism log γt = t. Let ωp denote the pth

root of unity e2πi/p. Then Ap has p − 1 one-dimensional representations σs, namely

the representations of Z
∗
p
∼= Zp−1 given by σt((a, b)) = ωt log a

p−1 . In addition, Ap has
one (p− 1)-dimensional representation ρ given by

(2) ρ((a, b))j,k =

{
ωbj
p , k = aj mod p,

0 otherwise,
1 ≤ j, k < p,
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where the indices i and j are elements of Z
∗
p. See [24, section 8.2] for a more detailed

discussion.
Similarly, given a prime p and a divisor q of p−1, we consider the q-hedral groups,

namely semidirect products Zq � Zp. These embed in Ap in a natural way, namely,
as the normal subgroups Nq defined above. The dihedral groups are the special case
where q = 2.

The representations of Zq � Zp include the q one-dimensional representations of
Zq given by σ�((a

t, b)) = ω�t
q for � ∈ Zq and the (p − 1)/q distinct q-dimensional

representations ρk given by

ρk((a
u, b))s,t =

{
ωkasb
p , t = s + u mod q,

0 otherwise

for each 0 ≤ s, t < q. Here k ranges over the elements of Z
∗
p/Zq, or, to put it differently,

k takes values in Z
∗
p, but ρk and ρk′ are isomorphic if k and k′ are in the same coset

of 〈a〉.
The representations of the affine and q-hedral groups are related as follows. The

restriction of the (p− 1)-dimensional representation ρ of Ap to Nq is reducible and is
isomorphic to the direct product of the ρk. Moreover, if we measure ρ in a Gel’fand–
Tsetlin basis such as (2) which is adapted to the tower of subgroups

Ap > Nq > {1},

then ρ becomes block-diagonal, with (p − 1)/q blocks of size q, and these blocks are
exactly the representations ρk of Nq. (See [20] for an introduction to adapted bases
and their uses in quantum computation.) We will use this fact in sections 4 and 5
below.

The affine and q-hedral groups are metacyclic groups, i.e., extensions of a cyclic
group Zp by a cyclic group Zq. In [14], Høyer shows how to perform the nonabelian
Fourier transform over such groups (up to an overall phase factor) with a polynomial,
i.e., polylog(p), number of elementary quantum operations.

3. Full reconstructibility. In this section we show that conjugates of suffi-
ciently large subgroups of the affine groups are fully reconstructible in polynomial
time. For some values of p and q, this allows us to completely solve the HSP for the
q-hedral group Zq � Zp.

Theorem 1. Let p be prime and let q be a divisor of p− 1 for which (p− 1)/q =
polylog(p). Then the hidden conjugates Hb

q of Hq in Ap are fully reconstructible.
Proof. First, consider the maximal nonnormal subgroup H = 〈(γ, 0)〉, where γ is

a generator of Z
∗
p. Carrying out Steps 1 through 3 of the Fourier sampling procedure

outlined in the introduction results in a state ψ3 over the group G which is uniformly
supported on a random left coset of the conjugate Hb. Using the procedure of [14],
we now compute the quantum Fourier transform of this state over Ap in the basis (2).
The associated projection operator is

πHb(ρ)j,k =
1

p− 1
ωb(j−k)
p

for 1 ≤ j, k < p. This is a circulant matrix of rank 1. More specifically, every column
is some root of unity times the vector

(ub)j =
1

p− 1
ωbj
p ,



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

946 MOORE, ROCKMORE, RUSSELL, AND SCHULMAN

1 ≤ j < p. This is also true of ρ(c) · πHb(ρ); since ρ(c) has one nonzero entry per
column, left multiplying by ρ(c) simply multiplies each column of πHb(ρ) by a phase.
Note that in this case

nρ = dρ|H|/|G| = (p− 1)/p = 1 − 1/p,

and so by (1) we observe the (p− 1)-dimensional representation ρ with overwhelming
probability 1 − 1/p.

Assuming that we observe ρ, we perform another change of basis: namely, we
Fourier transform each column by left multiplying ρ(cH) by the unitary matrix

Q�,j =
1√
p− 1

ω−�j
p−1.

In terms of quantum operations, we apply the quantum Fourier transform over Zp−1 to
the row register, while leaving the column register unchanged. We can now infer b by
measuring the frequency �. Specifically, we observe a given value of � with probability

(3) P (�) =

∣∣∣∣∣∣ 1

p− 1

p−1∑
j=1

ωbj
p ω−�j

p−1

∣∣∣∣∣∣
2

=
1

(p− 1)2

∣∣∣∣∣∣
p−1∑
j=1

e2iθj

∣∣∣∣∣∣
2

=
1

(p− 1)2
sin2(p− 1)θ

sin2 θ
,

where

θ =

(
b

p
− �

p− 1

)
π.

Now note that for any b there is an � such that |θ| ≤ π/(2(p− 1)). Since

(2x/π)2 ≤ sin2 x ≤ x2

for |x| ≤ π/2, this gives P (�) ≥ (2/π)2.
Recall that the probability that we observed the (p−1)-dimensional representation

ρ in the first place is nρ = 1 − 1/p. Thus if we measure ρ, the column, and then �
and then guess that b minimizes |θ|, we will be correct with constant probability.
This can be boosted to high probability, i.e., 1− o(1), by repeating the experiment a
polynomial number of times. Alternately, we can use a POVM rather than the von
Neumann measurement presented here and obtain the correct value of b with high
probability in a single measurement [1].

Now consider the more general case, where the hidden subgroup is a conjugate of
the subgroup Hq of order q. For convenience, let 〈(a, 0)〉 be a generator for Hq; then
a given conjugate Hb

q consists of the elements of the form (at, (1 − at)b). We have

πHb
q
(ρ)j,k =

1

q

{
ω
b(j−k)
p , k = atj for some t,

0 otherwise

for 1 ≤ j, k < p. In other words, the nonzero entries are those for which j and k lie in
the same coset of 〈a〉 ⊂ Z

∗
p. The rank of this projection operator is thus the number

of cosets equal to the index (p − 1)/q of 〈a〉 in Z
∗
p. Since nρ is now q/p, we again

observe ρ with probability

nρ rk πHq (ρ) = (p− 1)/p = 1 − 1/p.
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Following the same procedure as before, we carry out a partial measurement on
the columns of ρ and then Fourier transform the rows. After changing the variable
of summation from t to −t and adding a phase shift of e−iθ(p−1) inside the | · |2, we
obtain the probability that we observe a frequency � conditional on finding ourselves
in the kth column:

P (�) =

∣∣∣∣∣ 1√
q(p− 1)

q−1∑
t=0

ωb(atk mod p)
p ω

−�(atk mod p)
p−1

∣∣∣∣∣
2

(4)

=
1

q(p− 1)

∣∣∣∣∣
q−1∑
t=0

e2iθ(atk mod p)

∣∣∣∣∣
2

.

Now note that the terms in the sum are of the form eiφ, where (assuming without
loss of generality that θ is positive)

φ ∈ [−θ(p− 1), θ(p− 1)].

If we again take � so that |θ| ≤ π/(2(p−1)), then φ ∈ [−π/2, π/2] and all the terms in
the sum have nonnegative real parts. We will obtain a lower bound on the real part
of the sum by showing that a constant fraction of the terms have φ ∈ (−π/3, π/3)
and thus have real part more than 1/2. This is the case whenever atk ∈ (p/6, 5p/6),
and so it is sufficient to prove the following lemma.

Lemma 1. Let a have order q = p/polylog(p) in Z
∗
p, where p is prime. Then at

least (1/3 − o(1))q of the elements in the coset 〈a〉k are in the interval (p/6, 5p/6).
Proof. We will prove this using Gauss sums, which quantify the interplay between

the characters of Zp and the characters of Z
∗
p. In particular, Gauss sums establish

bounds on the distribution of powers of a. Specifically, if a has order q in Z
∗
p, then

for any integer k �≡ 0 mod p we have

q−1∑
t=0

ωatk
p = O(p1/2) = o(p).

(See [17] and Appendix A.)
Now suppose s of the elements x in 〈a〉k are in the set (p/6, 5p/6), for which

Reωx
p ≥ −1, and the other q− s elements are in [0, p/6]∪ [5p/6, p), for which Reωx

p ≥
1/2. Thus we have

Re

q−1∑
t=0

ωatk
p ≥ (q/2) − (3s/2).

If s ≤ (1/3 − ε)q for any ε > 0, this is Θ(q), a contradiction.
Now that we know that a fraction 1/3 − ε of the terms in (4) have real part at

least 1/2 and the others have real part at least 0, we can take ε = 1/12 (say) and
write

P (�) ≥ 1

q(p− 1)

(q
8

)2

=
1

64

q

p− 1
=

1

polylog(p)
.

Thus we observe the correct frequency with polynomially small probability, and this
can be boosted to high probability by a polynomial number of repetitions.
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As we will now show, Theorem 1 implies that we can completely solve the HSP
for certain q-hedral groups.

Theorem 2. Let p and q be prime with q = (p− 1)/polylog(p). Then subgroups
of the q-hedral group Zq � Zp are fully reconstructible.

Proof. First, note that we can fully reconstruct H if it is nontrivial and normal.
We do this by reconstructing the normal core of H,

C(H) =
⋂
γ∈G

γHγ−1,

using the techniques of [13] (the weak standard method). The q-hedral groups have
the special property that nonnormal subgroups contain no nontrivial normal sub-
groups; in particular, if H is nonnormal, then C(H) is the trivial subgroup. Thus by
reconstructing C(H), we either learn that H = C(H) or learn that H is either trivial
or nonnormal. Furthermore, if H is trivial, we will learn this by checking our recon-
struction against the oracle f and finding that it is incorrect. Therefore, it suffices to
consider the nonnormal subgroups.

If q is prime, then the nonnormal subgroups of Zq � Zp are all conjugate to a
single subgroup K ∼= Zq, as any such subgroup has the form {(a, (1− a)z) | a ∈ Zq <
Aut(Zp) ∼= Z

∗
p}; in this case the HSP reduces to the HCP for K. While one can

construct a proof similar to that of Theorem 1 directly for the q-hedral groups, it is
convenient to embed them in Ap using the isomorphisms Nq

∼= Zq � Zp and Hq
∼= K

and appeal to Theorem 1.
Now suppose we have an oracle f : Zq × Zp → S. We extend this to an oracle f ′

on Ap as follows. Choose a generator γ ∈ Z
∗
p and one of the q − 1 elements a ∈ Z

∗
p of

order q, and let

f ′ : Ap → S × 〈a〉,

where

f ′((a, b)) =

(
f

((⌊
log a

(p− 1)/q

⌋
, b

))
, aq
)
,

recalling that log γt = t. The second component of f ′ serves to distinguish the cosets
of Nq from each other, while the first component maps each coset of Nq to Zq � Zp

with the element of Zq written additively, rather than multiplicatively. (This last
step is not strictly necessary—after all, we could have written the elements of Ap in
additive form in the first place—but it can be carried out with Shor’s algorithm for
the discrete logarithm [25].) This reduces the HCP for K (and therefore the HSP) on
Zq � Zp to the HCP for Hq on Ap, completing the proof.

As an example of Theorem 2, if q is a Sophie Germain prime, i.e., one for which
p = 2q + 1 is also a prime, we can completely solve the HSP for Zq � Zp.

4. Information-theoretic reconstructibility. In this section, we show that
all subgroups of the affine and q-hedral groups, regardless of their size, are information-
theoretically reconstructible. We start by considering the HCP for subgroups Hq in
Ap. Then in Theorem 5 we show that we can identify the conjugacy class of a hidden
subgroup and therefore the subgroup itself. This generalizes the results of Ettinger and
Høyer [6], who show information-theoretic reconstructibility for the dihedral groups,
i.e., the case q = 2.
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Theorem 3. Let p be prime and let q divide p− 1. Then the hidden conjugates
of Hq in Ap are information-theoretically reconstructible.

Proof. Suppose a ∈ Z
∗
p has order q. Recall that Hq and its conjugates Hb

q are
maximal in the subgroup Nq

∼= Zq �Zp. We wish to show that there is a measurement
whose outcomes, given two distinct values of b, have large (i.e., 1/polylog(p)) total
variation distance. First, we perform a series of partial measurements as follows:

(i) Measure the name of the representation of Ap. If this is not ρ, try again.
Otherwise, continue.

(ii) Measure the name of the representation ρk of Nq inside ρ.
(iii) Measure the column of ρk.
(iv) Perform a POVM with q outcomes, in each of which the row s ∈ Zq is u or

(u + 1) mod q.
As in Theorem 1, we measure the (p−1)-dimensional representation of Ap in a chosen
basis. Recall that in the adapted basis (2) the restriction of ρ to Nq is block-diagonal,
where the (p− 1)/q blocks are the q-dimensional representations ρk of Nq. Therefore,
the projection operator πHb

q
(ρ) is block-diagonal, and each of its blocks is one of the

projection operators πHb
q
(ρk). Summing ρk over Hb

q = {(at, (1 − at)b)} gives(
πHb

q
(ρk)

)
s,t

=
1

q
ωk(as−at)b
p

for 0 ≤ s, t < q. This is a matrix of rank 1, where each column (even after left
multiplication by ρk(c)) is some root of unity times the vector (uk)s = (1/q) ωkasb

p .
Since nρ = q/p, the probability that we observe a particular ρk is q/p. Since πHb

q
(ρ)

has (p− 1)/q blocks of this kind, it has rank (p− 1)/q, and the total probability that
we observe ρ is (p− 1)/p = 1 − 1/p as before.

Then these four partial measurements determine k, remove the effect of the coset,
and determine that the row has one of two values, u or u+ 1. Up to an overall phase
we can write this as a two-dimensional vector:

1√
2

(
ωkaub
p

ωkau+1b
p

)
.

Our only goal in doing this is to create a one-qubit state where the relative phase
between the two basis vectors depends on the conjugate b. Moreover, the relative
phase is multiplied by the irrep label k, which is uniformly random. As a result, the
typical angle between the states corresponding to any two distinct cosets b, b′ will be
Ω(1), and a simple measurement yields a constant variation distance between them.

To make this precise, apply the Hadamard transform

1√
2

(
1 1
1 −1

)
and measure according to the resulting basis. The probability that we observe the
first or second basis vector is then cos2 θ and sin2 θ, respectively, where θ = (kau(a−
1)bπ)/p. Now when we observe a q-dimensional representation ρk of Nk, the observed
label k is uniformly distributed over Z

∗
p/Zq. Moreover, when we perform the POVM

in step (iv) above, the u we observe is uniformly distributed over Zq. It follows that
the coefficient m = kau(u− 1) is uniformly distributed over Z

∗
p. For any two distinct

b, b′, the total variation distance is then

1

2(p− 1)

∑
m∈Z∗

p

(∣∣∣∣cos2
πmb

p
− cos2

πmb′

p

∣∣∣∣+ ∣∣∣∣sin2 πmb

p
− sin2 πmb′

p

∣∣∣∣) .
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This we rewrite

1

p− 1

∑
m∈Z∗

p

∣∣∣∣cos2
πmb

p
− cos2

πmb′

p

∣∣∣∣
=

1

2(p− 1)

∑
m∈Zp

∣∣∣∣cos
2πmb

p
− cos

2πmb′

p

∣∣∣∣
≥ 1

4(p− 1)

∑
m∈Zp

(
cos

2πmb

p
− cos

2πmb′

p

)2

=
p

4(p− 1)
>

1

4
.

(Adding the m = 0 term contributes zero to the sum in the second line. In the third
line we use the facts that |x| ≤ x2/2 for all |x| ≤ 2, the average of cos2 x is 1/2, and
the two cosines have zero inner product.)

Since the total variation distance between any two distinct conjugates is bounded
below by a constant, we can distinguish between the p different conjugates with
only O(log p) = poly(n) samples. Thus, hidden conjugates in Ap are information-
theoretically reconstructible, completing the proof.

By embedding the q-hedral groups in Ap as in Theorem 2, we can generalize
Theorem 3 to the q-hedral groups (q not necessarily prime) as follows. Let p be prime,
let q be a divisor of p − 1, and let q′ be a divisor of q. The q-hedral group Zq � Zp

has a unique normal subgroup K ∼= Zq′ � Zp, in which there is a maximal subgroup
Hq′ of order q′. Moreover, all nonnormal subgroups of order q′ are conjugates of Hq′ .

Theorem 4. If p, q, q′, and Hq′ are as above, then the hidden conjugates of Hq′

in Zq � Zp are information-theoretically reconstructible.

We now wish to information-theoretically reconstruct all subgroups of the affine
and q-hedral groups. We can do this by using the fact that, except for normal sub-
groups, there is a unique conjugacy class of each order q′, namely the conjugates of
Hq′ . Thus if we can determine the order of H, this determines its conjugacy class, and
we can information-theoretically reconstruct which conjugate it is using, Theorem 3
or Theorem 4.

Theorem 5. Subgroups of the q-hedral groups Zq�Zp, including the affine groups
Ap, are information-theoretically reconstructible.

Proof. As in Theorem 2, we can (fully) reconstruct normal subgroups, and so it
suffices to consider nonnormal subgroups H. As discussed above, if we can determine
|H| = q′, then we know that it is one of the conjugates of Hq′ , and we can reconstruct
it information-theoretically using Theorem 3 or Theorem 4.

Now let the oracle be f : Zq � Zp → S, and let pα1
1 . . . pαk

k be the prime factor-
ization of q, in which case k ≤

∑
i αi = O(log q). For each i ∈ {1, . . . , k} and each

α ∈ {0, . . . , αi}, we will determine if pαi | |H|, and taking the largest such α for each
i gives the prime factorization of |H|.

To do this, for each i ∈ [k] and 1 ≤ α ≤ αi, let Υα
i : Zq � Zp → Zq/pα

i
be the

homomorphism given by

Υα
i : (a, b) �→ ap

α
i .
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Then let

Aαi
i = ker Υα

i = {γ ∈ Zq � Zp | γp
αi
i = 1},

where 1 denotes the identity element of Zq � Zp. Aαi
i is the subgroup of Zq � Zp

consisting of all elements whose orders are a multiple of pαi . Now consider the function

f ′ : Zq � Zp → S × Zq/pα
i

given by

f ′(γ) = (f(γ),Υα
i (γ)) .

Observe that f ′ is constant (and distinct) on the left cosets of H∩Aα
i and, furthermore,

the subgroup H∩Aα
i has order pα if and only if pα divides |H|. We may then determine

if H ∩ Aα
i has order pα by assuming that it does, reconstructing H with Theorem 4

using f ′ as the oracle, and checking the result against the original oracle f . This
allows us to determine the prime factorization of |H| as desired, and the theorem
follows.

As in the dihedral case [6], we know of no polynomial-time algorithm which can
reconstruct the most likely b from these queries. However, Kuperberg [18] gives a
quantum algorithm for the HSP in the dihedral group, and more generally the hidden

shift problem, that runs in subexponential (eO(log1/2 p)) time. Since we can reduce
the HSP on Zq � Zp to a hidden shift problem by focusing on two cosets of Zp, this
algorithm applies to the q-hedral groups as well.

5. Random vs. adapted bases. In Theorems 3 and 5, we measured the high-
dimensional representation ρ in a specific basis which is adapted to the subgroup
structure of Ap and the q-hedral groups. In contrast, we show in this section that if
we measure ρ in a random basis instead, then for all but the largest values of q we
need an exponential number of measurements in order to information-theoretically
distinguish conjugate subgroups from each other.

Theorem 6. Let p be prime and let q be a divisor of p−1 for which q < p1−ε for
some ε > 0. Let Pb(v) be the probability that we observe a basis vector v in the Fourier
basis if the hidden subgroup is Hb

q . If we measure ρ in a random basis, then for any
two b, b′, with high probability the �1 distance between these probability distributions is
exponentially small. In particular, there exists β > 0, depending only on ε, such that∑

v

|Pb(v) − Pb′(v)| < p−β .

Thus it takes an exponentially large number of measurements to distinguish the con-
jugates Hb

q and Hb′

q .
Proof. Since we observe the high-dimensional representation ρ with probability

1−1/p, it suffices to consider the �1 distance summed over the dρ = p−1 basis vectors
of ρ. In fact, we will show that Pb(v) is exponentially close to the uniform distribution
for all b.

Write π = πHb
q
(ρ). Then the probability that we observe a given basis vector v,

conditioned on observing ρ, is

Pb(v) =
1

rk π
|π · v|2 .
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If v is uniformly random with norm 1, the expectation of |π · v|22 is (rk π)/dρ, and so
the expectation of Pb(v) is 1/dρ. We will use the following lemma to show that when
rk π is sufficiently large, Pb(v) is tightly concentrated around this expectation.

Lemma 2. Let π be a projection operator of rank r in a d-dimensional space, and
let v be a random d-dimensional vector of unit length. Then for all 0 < δ < 2,

Pr
[ ∣∣∣|π · v|22 −

r

d

∣∣∣ > δ
r

d

]
< 4e−rδ2/48.

Proof. We use an argument similar to [10]. We can think of a random d-
dimensional complex vector v as a random 2d-dimensional real vector of the same
length, and we can think of this in turn as

vi =
wi∑2d
i=1 w

2
i

,

where the wi are independent Gaussian variables with zero mean and unit variance.
By choosing a basis in which π projects onto the first r (complex) components of v,
we have

|π · v|22 =

∑2r
i=1 w

2
i∑2d

i=1 w
2
i

=
r

d

(1/2r)
∑2r

i=1 w
2
i

(1/2d)
∑2d

i=1 w
2
i

.

Now we use the following Chernoff bound, which can be derived from the moment
generating function. For any t, we have

Pr

[ ∣∣∣∣∣
(

1

t

t∑
i=1

w2
i

)
− 1

∣∣∣∣∣ > ε

]
< 2
[
(1 + ε)1/2 e−ε/2

]t
.

For |ε| < 1/2, we have ln(1 + ε) < ε− ε2/3, and this becomes

(5) Pr

[ ∣∣∣∣∣
(

1

t

t∑
i=1

w2
i

)
− 1

∣∣∣∣∣ > ε

]
< 2e−tε2/6.

Now, for any a, b, if |a/b − 1| > δ, where δ < 2, then either |a − 1| > δ/4 or

|b − 1| > δ/4. Taking the union bound over these events where a = (1/2r)
∑2r

i=1 w
2
i

and b = (1/2d)
∑2d

i=1 w
2
i , setting ε = δ/4 and t = 2r ≤ 2d in (5) gives the stated

bound.
Setting d = dρ and r = rk π, Lemma 2 and the union bound imply that, for any

constant A >
√

48, if

(6) δ = A

√
log dρ
rk π

,

then, with high probability, for all dρ basis vectors v we have∣∣∣∣Pb(v) −
1

dρ

∣∣∣∣ < δ

dρ
.

Summing over all v, this implies that the �1 distance between Pb(v) and the uniform
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distribution is at most δ. Now recall that rk π = (p − 1)/q. If q < p1−ε, then
rk π > pε, and (6) gives δ < p−β , where β = ε/3, say. Since Pb(v) is within δ of
the uniform distribution for all b, doubling the constant A and using the triangle
inequality completes the proof.

Several remarks are in order. First, just as for the dihedral group, we can
information-theoretically distinguish conjugate subgroups if we use a random basis
within each q-dimensional block of ρ. The problem is that rather than having this
block-diagonal structure, a random basis cuts across these blocks, mixing different
“frequencies” ρk and canceling out the useful information. To be more precise, a
random basis is not adapted to the subgroup structure of Ap; it does not “know” that
ρ decomposes into a direct sum of the ρk when restricted to Nq.

Second, it is worth noting that for the values of q for which we have an algorithm
for full (as opposed to information-theoretic) reconstruction, namely q = p/polylog(p),
a random basis works as well, since the �1 distance δ becomes 1/polylog(p). Based
on the strong evidence from representation theory that some bases are much better
for computation than others, we conjecture that, for some families of groups, adapted
bases allow full reconstruction while random bases do not; but this remains an open
question.

Third, while we focused above on distinguishing conjugate subgroups from each
other, in fact our proof shows that if q < p1−ε, a random basis is incapable of distin-
guishing Hq from the trivial subgroup. In contrast, Theorems 3 and 5 show that an
adapted basis allows us to do this.

6. Failure of the abelian Fourier transform. In [6] the abelian Fourier trans-
form over Z2×Zp is used in a reconstruction algorithm for the dihedral groups. Using
this sort of “forgetful” abelian Fourier analysis it is similarly information-theoretically
possible to reconstruct subgroups of the q-hedral groups when q is small enough.

However, it does not seem possible to reconstruct subgroups of Ap using the
abelian Fourier transform. In particular, we show in this section that if we think of
the affine group as a direct product Z

∗
p×Zp rather than a semidirect product, then the

conjugates of the maximal subgroup become indistinguishable. This is not surprising,
since in an abelian group conjugates are identical by definition, but it helps illustrate
that nonabelian HSPs require nonabelian approaches (most naturally, in our view,
representation theory).

Let us consider the HCP for the maximal subgroup H = 〈(γ, 0)〉, where γ is
a generator of Z

∗
p. In that case, the characters of Z

∗
p × Zp are simply ρk,�(γ

t, b) =

ωkt
p−1ω

�b
p . Summing these over Hq = {(z, (1− z)b | z ∈ Z

∗
p} shows that we observe the

character (k, �) with probability

P (k, �) =
1

p (p− 1)2

∣∣∣∣∣∣
∑

t∈Zp−1

ωkt
p−1ω

�(1−γt)b
p

∣∣∣∣∣∣
2

=
1

p (p− 1)2

∣∣∣∣∣∣
∑
x∈Z∗

p

ω
k logγ x

p−1 ω−�xb
p

∣∣∣∣∣∣
2

.

This is the inner product of a multiplicative character with an additive one, which is
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another Gauss sum. In particular, assuming b �= 0, we have

P (0, 0) = 1/p,

P (0, � �= 0) = 1/(p (p− 1)2),

P (k �= 0, 0) = 0,

P (k �= 0, � �= 0) = 1/(p− 1)2

(see Appendix A). Since these probabilities do not depend on b, the different conju-
gates Hb with b �= 0 are indistinguishable from each other. Thus it appears essential
to use the nonabelian Fourier transform and the high-dimensional representations of
Ap.

7. Hidden shift problems. Using the natural action of the affine group on Zp,
we can apply our algorithm for the HCP studied above to a natural family of hidden
shift problems. Specifically, let M be a multiplicative subgroup of Z

∗
p of index r > 1,

let S be some set of r + 1 symbols, and let f : Zp → S be a function for which

f(x) = f(mx) ⇔ m ∈ M

for every x ∈ Zp. Observe that f is constant on the (multiplicative) cosets of M
and takes distinct values on distinct cosets; to put it differently, f(x) is an injective
function of the multiplicative order of x mod r. Furthermore, f(0) �= f(x) for any
nonzero x. The hidden shift problem associated with f is the problem of determining
an unknown element s ∈ Zp given oracle access to the shifted function

fs(x) = f(x− s).

Such functions have remarkable pseudorandom properties, and have been proposed
as pseudorandom generators for cryptographic purposes, where s acts as the seed to
generate the sequence (see, e.g., [5]).

The special case when f : Zp → C is a Legendre symbol, that is, a multiplicative
character of Z

∗
p extended to all of Zp by setting f(0) = 0, was studied by van Dam,

Hallgren, and Ip [4]. They give efficient quantum algorithms for these hidden shift
problems for all characters of Z

∗
p. Their algorithms, however, make explicit use of

the complex values taken by the character, whereas the algorithms we present here
depend only on the symmetries of the underlying function f ; in particular, in our case
f can be an arbitrary injective function from a multiplicative character into a set S.
On the other hand, their algorithms are efficient for characters of any order, while
our algorithms require that r be at most polylogarithmic in p.

Returning to the general problem defined above, let F(Zp, S) denote the collection
of S-valued functions on Zp. Note that the affine group Ap acts on the set F(Zp, S)
by assigning α · g(x) = g(α−1(x)) for each α ∈ Ap and g ∈ F (Zp, S). In particular,
fs = (1, s) · f .

Now note that the isotropy subgroup of f , namely the subgroup of Ap that fixes
the cosets of M , is precisely Hq = 〈(a, 0)〉, where a ∈ Z

∗
p has order q = (p − 1)/r.

As we have fs = (1, s) · f , the isotropy subgroup of fs is the conjugate subgroup
Hs

q = (1, s) ·Hq · (1,−s). Now observe that if we define Fs : Ap → (Zp)
p so that Fs(α)

is the p-tuple (αfs(0), αfs(1), . . . , αfs(p− 1)), then

(7) Fs(α) = Fs(β) ⇔ α−1β ∈ Hs
q ;
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i.e., Fs is constant precisely on the left cosets of Hs
q . Evidently, then, the solution to

the HCP given by the oracle Fs determines the solution to the hidden shift problem
given by fs. Unfortunately, the values of the oracle Fs are of exponential size—
we cannot afford to evaluate αfs(x) for all x ∈ Zp. The same symmetry expressed
in (7), however, can be obtained efficiently by selecting an appropriate subset R =
{x1, . . . , xm} ⊂ Zp and considering the oracle that samples αfs on R, that is,

FR
s (α) = (αfs(x1), . . . , αfs(xm)).

Of course, we have αfs = βfs ⇒ FR
s (α) = FR

s (β) regardless of R; the difficulty is
finding a small set R for which FR

s (α) = FR
s (β) ⇒ αfs = βfs. We show below that a

set of O(log p) elements selected uniformly at random from Zp has this property with
high probability.

Considering that αfs(x) = α · (1, s) · f(x), it suffices to show that if αf �= βf ,
then

Pr
x

[αf(x) = βf(x)] ≤ 1/2,

where x is selected uniformly at random in Zp. Note that for affine functions α and
β and an element x ∈ Zp for which β−1(x) �= 0,

αf(x) = βf(x) ⇔ α−1(x)

β−1(x)
∈ M.

The function α−1(x)/β−1(x) is a fractional linear transform, i.e., the ratio of two linear
functions; such functions are the discrete analogues of the Möbius transformations in
the complex plane. As in the complex case, the fractional linear transform γ(x)/δ(x)
is a bijection on the projective space Zp ∪ {∞} unless γ and δ share a root, or,
equivalently, there is a scalar z ∈ Z

∗
p such that γ(x) = zδ(x). If α−1(x)/β−1(x) is

injective, we can immediately conclude that

Pr
x

[αf(x) = βf(x)] ≤ |M |/(p− 1) = 1/r ≤ 1/2.

Otherwise, α−1(x)/β−1(x) = z for some scalar z. Since αf �= βf , however, in this
case we must have z ∈ Z

∗
p \M . In particular, f(zy) �= f(y) for any y �= 0, and so

Pr
x

[αf(x) = βf(x)] = 1/p,

since this occurs only at the unique root x of α−1(x) = 0.
In either case, then, αf and βf differ on at least half the elements of Zp whenever

α and β belong to different cosets of Hs
q . It follows that if R ⊂ Zp consists of m

elements chosen independently and uniformly at random from Zp, we have

Pr
R

[∀x ∈ R,αf(x) = βf(x)] ≤ 1/2m

for any α, β ∈ Ap with α−1β /∈ Hq. Taking a union bound over all pairs of left cosets
of Hq,

Pr
R

[
∃α, β ∈ Ap : α−1β /∈ Hq ∀x ∈ R,αf(x) = βf(x)

]
≤
(
p(p− 1)

|Hq|

)2
1

2m
.

Selecting m = 5 log p ensures that this probability is less than 1/p.
Since we showed in section 3 that we can identify a hidden conjugate of Hq

whenever Hq is of polylogarithmic index in Z
∗
p, this provides an efficient solution to

the hidden shift problem so long as p/q = polylog(p).
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8. Closure under extending small groups. In this section we show that for
any polynomial-size group K and any H for which we can solve the HSP, we can
also solve the HSP for any extension of K by H, i.e., any group G with K � G and
G/K ∼= H. (Note that this is more general than split extensions, i.e., semidirect
products H � K.) This includes the case discussed in [13] of Hamiltonian groups,
since all such groups are direct products (and hence extensions) by abelian groups of
the quaternion group Q8 [23]. It also includes the case discussed in [8] of groups with
commutator subgroups of polynomial size, such as extra-special p-groups, since in that
case K = G′ and H ∼= G/G′ is abelian. Indeed, our proof is an easy generalization of
that in [8].

Theorem 7. Let H be a group for which hidden subgroups are fully reconstructible
and K a group of polynomial size in log |H|. Then hidden subgroups in any extension
of K by H, i.e., any group G with K � G and G/K ∼= H, are fully reconstructible.

Proof. We assume that G and K are encoded in such a way that multiplication
can be carried out in classical polynomial time. We fix some transversal t(h) of the
left cosets of K. First, note that any subgroup L ⊆ G can be described in terms
of (i) its intersection L ∩ K, (ii) its projection LH = L/(L ∩ K) ⊆ H, and (iii) a
representative η(h) ∈ L ∩ (t(h) · K) for each h ∈ LH . Then each element of LH is
associated with some left coset of L∩K, i.e., L =

⋃
h∈LH

η(h) · (L∩K). Moreover, if
S is a set of generators for L ∩K and T is a set of generators for LH , then S ∪ η(T )
is a set of generators for L.

We can reconstruct S in classical polynomial time simply by querying the function
h on all of K. Then L∩K is the set of all k such that f(k) = f(1), and we construct
S by adding elements of L ∩K to it one at a time until they generate all of L ∩K.

To identify LH , as in [8] we define a new function f ′ on H consisting of the
unordered collection of the values of f on the corresponding left coset of K:

f ′(h) = {f(g) | g ∈ t(h) ·K}.

Each query to f ′ consists of |K| = poly(n) queries to f . The level sets of f ′ are clearly
the cosets of LH , and so we reconstruct LH by solving the HSP on H. This yields a
set T of generators for LH .

It remains to find a representative η(h) in L ∩ (t(h) · K) for each h ∈ T . We
simply query f(g) for all g ∈ t(h) · K and set η(h) to any g such that f(g) = f(1).
Since |T | = O(log |H|) = poly(n), this can be done in polynomial time, completing
the proof.

Unfortunately, we cannot iterate this construction more than a constant number
of times, since doing so would require a superpolynomial number of queries to f for
each query of f ′. If K has superpolynomial size, it is not clear how to obtain η(h),
even when H has only two elements. Indeed, this is precisely the difficulty with the
dihedral group.

9. Conclusion and directions for further work. We have shown that the
“strong standard method,” applied with adapted bases, solves certain nonabelian
HSPs in quantum polynomial time that cannot be solved using measurements in
random bases or “forgetful” abelian approaches.

While we are still very far from an algorithm for HSP in the symmetric group Sn

or for Graph Automorphism, a global understanding of the power of strong Fourier
sampling remains an important goal. Perhaps the next class of groups to try beyond
the affine and q-hedral groups are matrix groups such as PSL2(p), whose maximal
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subgroups are isomorphic to Ap, and which include one of the infinite families of
finite simple groups.

Appendix A. Notes on exponential sums. The basic Gauss sum bounds the
inner products of additive and multiplicative characters of Fp, the finite field of prime
cardinality p. Definitive treatments appear in [19, section 5] and [17]. Considering
Fp as an additive group with p elements, we have p additive characters χs : Fp → C,
for s ∈ Fp, given by χs : z �→ ωsz

p , where, as above, ωp = e2πi/p is a primitive pth
root of unity. Likewise considering the elements of F

∗
p = Fp \ {0} as a multiplicative

group, we have p − 1 characters ψt : F
∗
p → C, for t ∈ F

∗
p, given by ψt : gz �→ ωtz

p−1,

where ωp−1 = e2πi/(p−1) is a primitive (p−1)th root of unity and g is a multiplicative
generator for the (cyclic) group F

∗
p.

With this notation the basic Gauss sum is the following.
Theorem 8. Let χs be an additive character and ψt a multiplicative character

of Fp. If s �= 0 and t �= 1, then∣∣∣∑
z∈F∗

p

χs(z)ψt(z)
∣∣∣ = √

p.

Otherwise

∑
z∈F∗

p

χs(z)ψt(z) =

⎧⎪⎨⎪⎩
p− 1 if s = 0, t = 1,

−1 if s = 0, t �= 1,

0 if s �= 0, t = 1.

See [19, section 5.11] for a proof.
This basic result has been spectacularly generalized. In the body of the paper we

require bounds on additive characters taken over multiplicative subgroups of F
∗
p. Such

sums are discussed in detail in [17]. The specific bound we require is the following.
Theorem 9. Let χt be a nontrivial additive character of Fp and a ∈ F

∗
p an

element of multiplicative order q. Then

q−1∑
z=0

χt(a
z) =

⎧⎪⎨⎪⎩
O(p1/2) if q ≥ p2/3,

O(p1/4q3/8) if p1/2 ≤ q ≤ p2/3,

O(p1/8q5/8) if p1/3 ≤ q ≤ p1/2.

See [17, section 2] for a proof.
Note that in the body of the paper, we use Zp to denote the additive group of

integers modulo p and Z
∗
p to denote the multiplicative group of integers modulo p.
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