Diffraction-limited imaging with partially redundant masks: II. Optical imaging of faint sources
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In a recent paper [J. Opt. Soc. Am. A 9, 203 (1992)] the benefits of pupil apodization were examined for the near-infrared imaging of bright sources. In the current paper we extend these considerations to optical speckle imaging, in which photon noise rather than detector readout noise is important. We demonstrate that a one-dimensional pupil geometry (i.e., a thin slit) has several advantages over an unapodized aperture when faint sources are being observed through atmospheric turbulence. The use of a slit aperture does not decrease the signal-to-noise ratios of the power-spectrum and bispectrum measurements, and in many cases it increases them, despite the large reduction in signal level. The disadvantage of this apodization is a reduction in Fourier-plane coverage, which must be compensated for by observations with the slit aligned at several position angles. The performance of many of the current generation of photon-counting imaging detectors deteriorates at the high counting rates that can be experienced even when one is observing sources that are approaching the limiting magnitude. In this regime our conclusions are somewhat different: an appropriately chosen partially redundant mask can yield Fourier measurements with better signal-to-noise ratios (SNR's) than provided by fully filled-aperture techniques when faint sources are being observed, at the expense of inferior Fourier-plane coverage.

Once again we find that the major advantage of using a PRM arises from practical considerations that are not normally taken into account in theoretical comparisons of imaging methodologies. We found that the most important reason for using a PRM at infrared wavelengths was the substantial improvement in Fourier-amplitude calibration under changing seeing conditions. We shall show that at optical wavelengths the use of a PRM is most advantageous in the large fraction of speckle observations in which the performance of a less-than-ideal photon-counting detector is the limiting factor in the experiment.

Our analysis and experimental results confirm and extend the results of Aime and Roddier and of Kadiri et al., who analyzed a slit geometry in the context of speckle interferometry, using a one-dimensional scanning photomultiplier. We show that the slit geometry is still advantageous when considered in the context of modern two-dimensional detectors and when compared with a range of possible two-dimensional partially redundant pupil geometries. Furthermore, we have developed

1. INTRODUCTION

Current high-resolution imaging experiments performed with astronomical telescopes almost exclusively use one of two diametrically opposed pupil geometries. At one extreme, in conventional speckle imaging, the full telescope aperture is utilized to ensure that all spatial frequencies are measured simultaneously and to maximize the flux collected. In the past this type of approach has been adopted for numerous speckle observations of faint sources. At the other extreme, nonredundant masking techniques employ screens located in the telescope pupil that pass light through a moderate number of appropriately arranged holes. Typically, the holes occupy a limited fraction of the total pupil area, and so only a small percentage of the flux intercepted by the telescope passes through to the detector. As a consequence, these methods are best suited for the observation of relatively bright sources, for example, supergiant stars. The advantage of this approach is that the Fourier measurements from nonredundant masking observations are much less sensitive to the effects of turbulence-induced wave-front corrugations than those from fully apertured methods.

In a previous paper, hereafter referred to as paper I, we demonstrated that, at infrared wavelengths and in the presence of detector readout noise, there were compelling grounds for adopting a pupil geometry intermediate between the two extreme variants described above. We called these intermediate geometries partially redundant masks (PRM's). Our study showed that with use of a PRM (in this case a thin ~λ/4-wide annular aperture) in preference to the unapodized pupil, it was possible to increase the resistance of the observations to atmospheric wave-front fluctuations while still maintaining complete Fourier coverage and paying only a small penalty in limiting magnitude. In this paper we consider observations made at optical wavelengths at which the effects of the atmosphere are identical in nature but detector readout noise is negligible. In this regime our conclusions are somewhat different: an appropriately chosen partially redundant mask can yield Fourier measurements with better signal-to-noise ratios (SNR's) than provided by fully filled-aperture techniques when faint sources are being observed, at the expense of inferior Fourier-plane coverage.

Once again we find that the major advantage of using a PRM arises from practical considerations that are not normally taken into account in theoretical comparisons of imaging methodologies. We found that the most important reason for using a PRM at infrared wavelengths was the substantial improvement in Fourier-amplitude calibration under changing seeing conditions. We shall show that at optical wavelengths the use of a PRM is most advantageous in the large fraction of speckle observations in which the performance of a less-than-ideal photon-counting detector is the limiting factor in the experiment.

Our analysis and experimental results confirm and extend the results of Aime and Roddier and of Kadiri et al., who analyzed a slit geometry in the context of speckle interferometry, using a one-dimensional scanning photomultiplier. We show that the slit geometry is still advantageous when considered in the context of modern two-dimensional detectors and when compared with a range of possible two-dimensional partially redundant pupil geometries. Furthermore, we have developed
our treatment to include bispectrum analysis (in which the slit geometry is shown to be particularly advantageous) and two-dimensional image reconstruction in the presence of atmospheric turbulence.

We begin by examining the differences between optical and infrared speckle imaging, and in this context we define the imaging regime to be investigated in detail. Thereafter we follow an expository scheme similar to that employed in paper I, first using a heuristic model to explore qualitatively the space of possible pupil geometries (Section 3) and then examining selected geometries in greater detail, using a realistic numerical model of the atmospheric wave-front perturbations (Section 4). Up to this point, different pupil geometries will have been compared solely on the basis of pointwise SNR; in Section 5 we expand the discussion to include the imaging process as a whole. In Section 6 we present, as in paper I, experimental data that substantiate the conclusions of the previous analysis and demonstrate by way of image reconstructions the practicality of the technique for astronomical applications. Finally, in Section 7 we summarize our results and present our conclusions.

2. OPTICAL SPECKLE-IMAGING REGIME

We assume that the reader is familiar with the basic assumptions and nomenclature of our analysis of speckle imaging as applied in paper I. The two main differences between the near-infrared regime considered in that paper and the optical regime we are concerned with here are the scale sizes of the atmospheric wave-front perturbations and the detectors used.

The spatial and temporal scale sizes of the atmospheric seeing \( (r_0, \text{ the Fried parameter, and } t_0, \text{ the coherence time}) \) scale as \( \lambda^{5/6} \). Thus the characteristic scales are of nearly a factor 6 smaller at 0.5 \( \mu \text{m} \) compared with their values at 2.2 \( \mu \text{m} \). The difference in the value of \( t_0 \) means that an unapodized telescope is considerably more redundant at optical wavelengths than it is at infrared wavelengths; fortunately, this does not give rise to a substantial qualitative change in our analysis. Of greater importance is the reduction in the value of \( t_0 \): because exposure times at optical wavelengths must be correspondingly reduced (and also because photon-counting technology allows for more compact recording of each exposure), optical-speckle data-sets typically consist of tens or hundreds of thousands of interferograms, compared with several hundred for a typical infrared-imaging experiment. This difference means that optical speckle observations are often made in a regime in which the SNR for a single exposure is small \((<<1)\) but in which the average over a large number of exposures still can give an acceptable result. At these low light levels it is easy to show that the detector noise dominates the atmospheric noise, i.e., that the majority of the measurement noise is incurred in the detection of the interferogram rather than being due to fluctuations in the classical intensity distribution in the interferogram because of atmospheric seeing. Thus we shall for the most part neglect atmospheric noise in our discussion of optical imaging, in contrast to the discussion of paper I, in which atmospheric noise played a central role.

The other important difference between the optical and the near-infrared regimes concerns detector technology: most detectors used for infrared imaging are semiconductor devices that are limited by electronic readout noise; whereas, at optical wavelengths, photon-counting imaging devices are more often employed. Bare CCD's have been used successfully for optical-speckle imaging of relatively bright objects, but the readout noise and duty cycle of currently available devices make them less well suited for observations of faint objects. Thus the dominant source of detection noise at optical wavelengths is photon noise, which differs from readout noise in that it rises with increasing light level instead of being independent of it. We shall see later in the paper that this leads to a substantial change in the types of pupil geometry that are preferable: larger apertures do not necessarily give better SNR's.

A more subtle difference between the detectors used in the two wavelength regimes is their linearity: typical near-infrared cameras operate linearly over a large range of incident flux levels, whereas the majority of optical photon-counting cameras suffer from significant nonlinearities, even for faint sources.

As an example, we can consider the PAPA camera\(^{12}\): at photon rates in excess of \( \sim 250,000/\text{s} \) the levels of artifacts introduced because of the limited response time of the event-registering electronics\(^{13}\) rapidly become unacceptable. Typical limiting fluxes for other photon-counting cameras are even lower than this value (as shown, for example, by the experiments reported later in this paper). In comparison, very few images of astronomical objects have been reconstructed at photon rates of less than 0.1 photon per integration time per speckle; assuming that \( r_0 = 10 \text{ cm} \) and \( t_0 = 10 \text{ ms} \), a photon rate of 0.1 photon/\( r_0^2/t_0 \) would lead to a total detected-photon rate of 160,000/\( \text{s} \) for a 4-m-diameter telescope. Thus, even in the faint source limit of the speckle-imaging technique, detector nonlinearities must be taken into account. All other things being equal, pupil geometries that reduce the effective photon flux and increase the rms speckle contrast are to be preferred: by this method the level of nonlinearities is decreased while the relative level of the speckle signal is boosted.

To summarize, we shall consider the optimization of the telescope pupil geometry in the photon-noise-limited regime but shall simultaneously be seeking geometries that minimize the effects of detector artifacts. As we have shown above, the regime in which both photon noise and detector nonlinearities are important covers most optical speckle-imaging observations of interest.

3. QUALITATIVE ANALYSIS

In this section and the next, we compare various pupil geometries purely on the basis of the pointwise SNR's of the power spectrum and the bispectrum measurements that they yield. Considerations such as Fourier coverage and resistance to detector artifacts will be deferred until Section 5.

A. Heuristic Model

As in paper I, we initially make use of a simplified atmospheric model in order to gain a broad understanding of the trade-offs involved in the selection of different pupil geometries. In this model the turbulent atmosphere is represented by a phase screen in front of the telescope that introduces random phase perturbations of many radians to
the incoming wave fronts. These perturbations are constant over areas (or subpupils) of dimension \( r_0 \) and are uncorrelated among subpupils. The temporal fluctuations are modeled by assuming that the phase screen is frozen during a time interval of length \( t_0 \) but that it changes randomly between successive coherence intervals. Following Readhead et al., we further simplify our representation by assuming that the coherent subpupils are square in shape and that the telescope primary mirror is also square.

### B. Power-Spectrum Measurement

Since a speckle-imaging experiment can be considered to be an interferometric observation with redundant beam recombination, we can use Eq. (41) of Ref. 15 to compute the SNR of a power-spectrum measurement. For a pupil consisting of \( A \) subpupils and a baseline whose redundancy in the pupil is \( R \), we have a SNR of

\[
\text{SNR}_{\text{ps}} = \frac{N_0 R/A}{1 + N_0 R/A},
\]

where \( N_0 \) is the photon rate in photons per \( r_0 \times r_0 \) subpupil per integration time. For faint sources this reduces to

\[
\text{SNR}_{\text{ps}} = N_0 (R/A),
\]

where we note that the result of this approximation is that the noise term resulting from atmospheric fluctuations has disappeared, leaving only the photon-noise term.

A surprising feature of this equation is that the pupil area \( A \) enters in the denominator; more pupil area is not necessarily more noiseless. This is because the photon noise increases with the total number of collected photons. Larger pupils yield better SNR's only if they increase the redundancy \( R \) of a given baseline faster than the total pupil area increases.

With this in mind we can consider the sequence of pupil geometries shown in Fig. 1. Taking the nonredundant geometry [Fig. 1(a)] as a reference, we see first that geometries such as those shown in Fig. 1(b) that simply replicate the nonredundant aperture do not increase the SNR of the power-spectrum measurement on that baseline, since the pupil area increases in proportion to the baseline redundancy.

The annular geometry shown in Fig. 1(c) is even worse: nearly all baselines have a redundancy of only 2, whereas the area is much greater than that of the nonredundant pupil. Thus one of the properties of the annular geometry that was found to be advantageous in our study at near-infrared wavelengths, namely, its low redundancy, is found to be a disadvantage in this regime.

If we now consider the slit geometries shown in Figs. 1(d) and 1(e), we can see that these geometries do offer the prospect of increased SNR. Since the addition of only a single extra subpupil to the end of the slit increases the redundancy by unity (compared with two extra subpupils for the geometries shown in Figs. 1(a)–1(c)), slits of greater length yield better SNR's than do shorter slits, and an infinitely long slit has an \( R/A \) value of unity. If we augment the slit by increasing its width, by which we mean the dimension perpendicular to the direction of the baseline under consideration, as in Fig. 1(f), no improvement in the SNR is achieved, since the pupil area increases in direct proportion to the redundancy. It follows that the unapodized pupil, which is just a slit widened to its maximum extent, yields power-spectrum measurements with the same SNR as a slit of unit width and of length equal to the diameter of the telescope.

We should reiterate that here we are considering only the SNR of a single power-spectrum component; we consider the consequences of the greater number of powerspectrum components measured by the unapodized pupil in Section 5.

### C. Bispectrum Measurement

Instead of using the phase error to parameterize the accuracy of the bispectrum measurements, as in paper I, we use its inverse here, the phase SNR:

\[
\text{SNR}_{\text{ph}} = \frac{|S|}{\sigma_1},
\]

where \( \sigma_1^2 \) is the variance of the complex bispectrum phasor in the direction perpendicular to the mean phasor and \( S \) is the mean phasor. The main reason for making this change is so that subsequent plots of three-dimensional surfaces showing bispectrum accuracy versus coordinate will show the areas of highest accuracy as peaks instead of being hidden in valleys.

To evaluate the phase SNR for our simplified atmospheric model, we make use of the work of Readhead et al., who show that the mean amplitude of a given bispectrum component increases linearly with the triplet redundancy of the component in the pupil. The term triplet redundancy refers to the number of subpupil triplets in the telescope pupil that measure the three Fourier components, \( u_1, u_2, \) and \( u_1 + u_2 + u_3 \), that give rise to the bispectrum coordinate \( (u_1, u_2) \). This definition of redundancy in terms of subpupil triplets rather than baseline triplets is important, because it automatically excludes nonclosing triplets of baselines that do not contribute to the mean bispectrum amplitude in the presence of wave-front perturbations. The variance of the bispectrum caused by photon noise is in general a complicated function of the detected-photon rate, but at low light levels the rms noise becomes equal to \( N^2/\sqrt{2} \), where \( N \) is the total number of photons detected per integration. Under these conditions the noise
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**Fig. 1.** Schematic diagrams of various pupil geometries. The redundant copies of a given baseline are represented by the dumbbell-shaped diagrams. The values of the baseline redundancy \( R \) and the pupil area \( A \) are given beside each pupil.
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Fig. 2. Schematic diagrams of various pupil geometries. The redundant copies of a given pupil triplet are represented by the triple-dumbell diagrams. The values of the triplet redundancy \( R \), and the pupil area \( A \) are given beside each pupil.

is symmetric in the complex plane, and the phase SNR is given by

\[
\text{SNR}_{\text{ph}} = \frac{N_0^3 R_t}{(N_0 A)^{3/2}} \sqrt{2} = \sqrt{2} N_0^3 \frac{R_t}{(A^{3/2})},
\]

where \( R_t \) is the triplet redundancy of the given bispectrum component and the other terms are defined previously. Note that a comparison of Eqs. (2) and (4) reveals that the SNR penalty induced by an increase in the pupil area is more severe for the bispectrum than for the power spectrum.

The consequences of this property are illustrated when we consider a set of pupils similar to those examined in the previous subsection but modified so that the simplest nonredundant configuration has three apertures instead of two (Fig. 2). This figure differs from Fig. 1 in showing schematically the triplet redundancy instead of the baseline redundancy of each pupil. When one is considering the bispectrum SNR, changes in geometry that increase the redundancy in proportion to the pupil area, such as going from Fig. 2(a) to Fig. 2(b), are actually detrimental: the value of \( R_t/A \) is constant, but the value of \( R_t/A^{3/2} \) decreases.

The annular geometry [Fig. 2(c)] illustrates two further points. First, this pupil does not measure the same bispectrum triangles as do the more linear pupil geometries, despite having complete Fourier coverage. Thus a direct comparison of the SNR of the same bispectrum point is impossible. The second point is that the redundancy of those bispectrum triangles that are measured by this aperture is only 2, and so the SNR properties of this pupil are as poor in the bispectrum domain as they are in the power-spectrum domain.

A slit pupil [Fig. 2(d)] offers much better performance; in fact it gains an increase in triplet redundancy of 2 for each unit increase in length, because symmetric triplets in the pupil contribute to the same bispectrum component. For very long slits, however, the increase in redundancy is directly proportional to the pupil area, and so, as seen above, this results in a net decrease in SNR. Thus for any given bispectrum component there will be an optimal slit length that maximizes the SNR of that particular measurement. By differentiating an expression for the ratio \( R_t/A^{3/2} \) as a function of the slit length, we can show that a (linear) bispectrum component whose maximum baseline is \( B \) has maximum SNR for a slit of length \( 3B \).

It is easy to see that wider slits, and by extension unapodized apertures, have worse bispectrum SNR properties than the corresponding unit-width slits, since the ratio \( R_t/A \) will be constant but \( A \) will be increasing.

We leave it as a heuristic exercise for the reader to convince himself or herself that no other qualitatively different geometries offer significantly better performance. One interesting geometry is that shown in Fig. 2(e), which capitalizes on the redundancy increase offered by addition of a symmetric triplet to the pupil. It can be shown, however, that an optimal slit pupil yields a greater SNR if the maximum baseline of the bispectrum component being considered satisfies \( B < 10r_0 \). Furthermore, we shall see in Section 4 that a more realistic atmospheric model favors continuous apertures that exploit the medium-scale correlations in the atmospheric wave-front perturbations that are known to exist.

4. NUMERICAL SIMULATIONS

A. Numerical Procedure

While the previous heuristic analysis is important in defining the relative importance of various features of partially redundant pupil geometries in terms of the noise on power-spectrum and bispectrum measurements, it can provide only qualitative insights. In this section we use the results from numerical simulations based on a more realistic atmospheric model to derive more accurate quantitative results.

In the simulations, we employed numerically generated wave-front perturbations with a Kolmogorov spectrum so as to treat properly the spatial statistics of the atmospheric fluctuations. The simulation process was very similar to that used in paper I, and the reader is directed there for a detailed description. We simulated the process of imaging through turbulence by generating a randomly perturbed wave front on a numerical grid, multiplying it by the appropriate pupil function, and Fourier transforming it to obtain a simulated image (or specklegram) of a point source as seen through the telescope-atmosphere combination. The temporal evolution of the wave fronts was modeled very coarsely: the wave fronts were assumed to remain frozen during the exposure time of each specklegram, a new wave front being generated for successive exposures. From a large number of these simulated specklegrams (for the simulations discussed here, typically \( 10^5 \) were generated per pupil configuration) the ensemble average of any property of a speckle image could be determined.

For photon-noise-limited measurements, the variances of the power spectrum and the bispectrum can be derived with two different methods. The first is similar to that used in paper I, in which analytical expressions for the noise as a function of light level were employed, the simulated high-light-level specklegrams being used to determine the mean values of the Fourier quantities appearing in the formulas. We have used this method here for investigating the power-spectral SNR. Unfortunately, problems can arise when one is attempting to utilize this approach for determining the noise on the bispectrum, be-
cause the analytical formula is rather long\textsuperscript{21,26,27} in certain circumstances as many as 70 terms need to be considered for adequate accuracy to be maintained. In such cases we have used a more direct route to determine the noise. Poisson-limited versions of the specklegrams were generated at various photon rates, and the noise was estimated directly from the ensemble variances of the measured bispectrum. This method has the advantage of simplicity but is more computationally intensive, since a new ensemble of specklegrams has to be prepared for determining the noise at each light level of interest.

In all the simulations described below, the wave fronts were generated on a uniform grid with \( \approx 5 \) samples per \( r_0 \). For the purposes of illustration, we chose to examine the following telescope pupil geometries: (a) the full pupil, here taken to be an unobstructed circular aperture of diameter \( D = 25.6 r_0 \); this corresponds to interferograms obtained on a 4-m telescope at a wavelength of 750 nm in 1-arcsec seeing, (b) an annular aperture with inner diameter 23.6\( r_0 \) and width 1\( r_0 \), and (c) slit geometries in which the long dimension was held constant at25.6\( r_0 \) and the short dimension was varied from 0.5\( r_0 \) to 16\( r_0 \). The ends of the slits were rounded so as to take account of the circular telescope aperture.

### B. Power-Spectrum Measurements

#### 1. Signal-to-Noise Ratio

It is well established\textsuperscript{21,26} that in the presence of photon and atmospheric noise the SNR for power-spectrum measurements can be written as

\[
\text{SNR}_{ps} = \frac{\bar{N}I(2)(u)}{[1 + 2\bar{N}I(3)(u) + \bar{N}^2 \text{var}(I(2)(u)) + (I(2)(2u))^2]^{1/2}},
\]

(5)

where \( \bar{N} \) is the mean number of photon counts detected per interferogram and \( I(2)(u) \) is the value of the high-light-level image power spectrum at spatial frequency \( u \), the spectrum being normalized so as to have unit value at the origin. Angle brackets \( \langle Q \rangle \) denote the ensemble average of a quantity \( Q \), while \( \text{var}(Q) \) denotes its variance.

We have used this formula and the mean values of the high-light-level quantities from simulations to derive the SNR for the pupil geometries discussed above. The results have been evaluated assuming an unresolved source and that \( N_0 = 0.1 \), i.e., for a detected-photon rate of 0.1 photons per coherence area per coherence time, and are plotted in Fig. 3(a). In the interests of clarity, in this and certain subsequent plots the results for slit pupils appreciably wider than 4\( r_0 \) have not been displayed. For such wide slits the behavior of the power-spectrum and bispectrum SNR tends asymptotically toward that of the filled pupil and so is not particularly revealing. Because the photon rate has been parameterized in terms of the number of photons detected per \( r_0 \)-sized patch, it is important to recognize that the total number of photons detected per interferogram is not constant but varies from 3 for the narrowest slit-shaped pupil, through 10 for the annular pupil, to 66 for the filled aperture.

As expected, these data show that there is little or no advantage, in terms of enhanced power-spectrum SNR, in using a filled pupil instead of a narrow slit. Indeed, at the higher spatial frequencies, beyond \(-3/4 \) of the telescope cutoff frequency, the slit-type pupil geometries provide a higher SNR despite their smaller effective areas. We can explain this in terms of pupil redundancies: the redundancy of a circular pupil tapers off more rapidly than a slit at high spatial frequencies. The only region in which the most redundant pupil is favored is at spatial frequencies less than \( r_0/\lambda \). This so-called seeing spike is a result of short-range correlations in the wave front on scales of order \( r_0 \) but it is of little interest for high-spatial-resolution observations.

Figure 3(a) also confirms the inferior performance of an annular pupil in this regime: the power-spectrum SNR is more than a factor of 10 lower than that offered by the other pupil geometries for essentially all spatial frequencies. As mentioned in Subsection 2.B, this aspect of the thin annular pupil arises because of its low redundancy but large area, features that, interestingly, become advantageous at infrared wavelengths.
As well as affecting the SNR's of power-spectrum measurements, Figure 3(b) shows similar curves evaluated for a thin annular pupil, and three of the slit-type pupils discussed in the text.

At higher light levels these conclusions are hardly altered. Figure 3(b) shows similar curves evaluated for a photon rate 10 times higher. Apart from an overall increase in the SNR that applies to all the functions plotted, the relative differences between the alternative pupil geometries are almost unchanged.

2. Amplitude Calibration

As well as affecting the SNR's of power-spectrum measurements, the pupil geometry also can modify the sensitivity of these measurements to fluctuations in the mean seeing parameters. Following paper I, we have investigated this by computing the calibration errors that would have occurred had the value of \( r_0 \) increased by 20% between the observation of the source of interest and its calibration source. These results are shown in Fig. 4, where we have plotted the fractional error of the power spectrum as a function of spatial frequency for the pupils discussed above. Over most of the spatial-frequency range there is little to choose between the wider slits and the filled aperture, with the calibration error remaining constant at \(-30\%\). The only region in which the lower redundancy of the slit apertures becomes noticeable is within the seeing spike, where the effects are localized over a small range of spatial frequencies. The \( 1 \times r_0 \)-wide slit and the annular pupil perform somewhat better, giving fractional miscalibrations of \(-20\%\) in the high-frequency regime.

In comparison with our investigation at near-infrared wavelengths, pupil apodization is less advantageous in the optical regime, because the miscalibration curve for the unapodized pupil is much flatter than its infrared counterpart (see paper I, Fig. 5). This can be explained in terms of the much lower ratio of \( D/r_0 \) at infrared wavelengths: miscalibration effects associated with the region near the seeing spike and near the diffraction-limit cutoff occupy proportionately less of the available spatial-frequency space in the optical case. Furthermore, the preferred partially redundant pupil geometries at optical wavelengths have much higher redundancies than their infrared counterparts and thus can offer less in terms of resistance to miscalibration.

C. Bispectrum Measurements

As discussed in Subsection 4.A, we have computed the bispectrum-phase SNR's for several pupil geometries, using the variances derived explicitly from ensembles of simulated Poisson-limited specklegrams. We have already demonstrated that the Fourier data obtained with an annular pupil will have SNR's that are much inferior to those of the other pupil geometries that we have examined, and therefore we have not included an annular pupil configuration for these simulations. For the purposes of comparison between the unapodized and the slit-type pupils, the most useful portion of the bispectrum lies in a two-dimensional subspace of the bispectral 4-space. We shall hereafter plot bispectral functions in a rectangular \((u_1, u_2)\) coordinate system, where \( u_1 \) and \( u_2 \) are the moduli of the spatial frequencies \( u_1 \) and \( u_2 \), which are aligned with the long axis of the slit. In this representation the support of the bispectrum is a hexagon, but because of the symmetries of the bispectrum, the nondegenerate portion of this support is contained in a triangle bounded by the lines \( u_1 = 0, u_1 = u_2, \) and \( u_1 + u_2 = u_{\text{max}} \), where \( u_{\text{max}} \) is the maximum spatial frequency sampled by the aperture.

Figure 5 shows a surface plot of the bispectral-phase SNR computed for a filled telescope aperture and a detected-photon rate of 0.1 photon per \( r_0 \)-sized sized patch. In this and subsequent plots three distinct regions can be identified:

1. The region near the origin, of highest SNR, that corresponds to the bispectral seeing spike: \( \{ u_1, u_2 \} \approx r_0/\lambda \).
2. A region of moderate SNR lying next to the \( u_1 \) axis: \( u_1 \approx r_0/\lambda, u_2 \approx r_0/\lambda \). By analogy with the seeing spike familiar from speckle power-spectrum analyses, this region can be thought of as a bispectral seeing ridge and is sometimes called the near-axis region.
3. A gently sloping plateau region in which the SNR is typically much lower than in the other two regions: \( \{ u_1, u_2 \} \approx r_0/\lambda \).

We should note that the existence of regions 1 and 2 was not revealed in the heuristic study presented earlier in Section 3. The seeing spike and ridge are produced by the short-range correlations in the atmospherically perturbed wavefronts, which were not taken into account in the discretized model that we used. However, our previous discussion does explain why region 3 has such a low SNR, especially in the case of the filled pupil, and this insight will be useful later on in the paper.

In order to assess the relative information contents of these three regions, we need to consider both the magnitude of the SNR and the Fourier-plane requirements of the particular imaging program being undertaken. Within region 1, all the spatial frequencies contributing to the bispectrum are less than or comparable with the seeing limit, and so this zone is relatively unimportant for high-resolution imaging. On the other hand, region 3 contains only high-spatial-frequency information and has by far the largest area, but its SNR is low. As a result, most of the data in this region are never used in speckle-imaging studies, because the number of independent interferograms recorded is usually too few to permit the phase error of the averaged bispectrum to be reduced to less than...
Fig. 5. Three-dimensional surface plot of the bispectrum-phase SNR for the filled pupil, evaluated for a photon rate of 0.1 detected photon per coherence patch per coherence time. Only the nondegenerate portion of the bispectrum, which has a triangular support in the \((u_1, u_2)\) plane, is plotted. The vertical height of the surface at any point is proportional to the logarithm of the phase SNR at that point.

A few radians. Region 2 is thus the most useful for obtaining images with resolutions exceeding the seeing limit.

The competition between SNR and sensitivity to high-spatial-frequency information that is evident in the comparison of regions 1–3 is itself mirrored within region 2. Here the bispectral components with highest SNR lie close to the \(u_1\) axis (see Fig. 5). However, these data are less sensitive to small-scale object structure than to corresponding points far away from the \(u_1\) axis. This can be illustrated in an extreme manner by considering the line in the bispectrum defined by \(u_2 = 0\). Along this line the SNR of a bispectrum-phase measurement is in fact infinite, since the bispectrum here is a simple multiple of the power spectrum, \(I(0)I(u_1)R - u_1\). However, despite this perfect measurement of the bispectrum phase, this part of the bispectrum is of no use in determining the object phase, because we know a priori that the phase of the power spectrum is zero. This asymptotic result also applies in a modified form to other areas within region 2.

By considering a simple case such as a close binary star,\(^6\) we can show that the sensitivity of the bispectrum phase to small-scale object structure increases with distance from the \(u_1\) axis. We can understand this statement from another point of view by considering the reconstruction of the object Fourier phase with use of a recursive phase-retrieval technique.\(^{20}\) Many more steps of recursion and hence much more bispectrum data will be needed if we use only bispectrum points lying close to the \(u_1\) axis.

For the purposes of expediency we shall hereafter adopt a coarse approximation and assume that the information content per unit bispectrum area is uniform within the seeing ridge and zero outside it. In addition we shall define the outer boundary of the seeing ridge as the locus of points beyond which the SNR of the bispectrum is so low that, even after being averaged over a large number of interferograms, the bispectrum phase cannot be measured to better than 1 rad. Because the typical number of interferograms collected in a speckle-imaging experiment is in the range \(10^4 - 10^5\), this definition implies that the seeing ridge will be bounded by a contour at a level of the order of \(10^{-3} - 10^{-4}\) in the bispectral SNR.

With this definition in mind, we are now in a position to compare the bispectrum properties of our different pupil geometries. If we consider first the regions bounded by the \(10^{-2}\) contours in the six individual panels of Fig. 6 (which correspond to a photon rate of 0.1 photon per coherence patch per exposure), it is evident that there are only small differences among the various pupils despite the widely differing numbers of photons collected by each of them: in all cases these contours bound a region roughly \(r_0/\lambda\) wide running along the \(u_1\) axis. The contours extend to slightly higher \(u_1\) values for the slits than for the filled aperture, with the maximum extent occurring for the \(4r_0/\lambda\)-wide slit. If we now consider the \(10^{-3}\) contours in the same figures, a somewhat different picture appears. The regions bounded by these contours occupy a substantial fraction of the bispectrum plane for the narrow slits but contract in size as the total pupil area increases. For the filled pupil, the region bounded by the \(10^{-2}\) contour is not much larger than that bounded by the \(10^{-2}\) contour. Consequently the bispectrum data obtained with the slit pupils constrain much more strongly the small-scale object structure than do the equivalent data measured when the full aperture is used. A comparison of Figs. 6(a)–6(f) indicates that the extent of the regions bounded by the \(10^{-3}\) contours begins to reduce significantly for slit widths greater than \(4r_0\). Since the \(4r_0\) aperture shows the greatest extension for the region bounded by the \(10^{-2}\) contour, we can identify this aperture as offering the best overall performance in terms of bispectrum-phase sensitivity.

The dependence of the bispectrum SNR on the pupil redundancy can be explained heuristically as follows: the
regions of the near-axis bispectrum. As we descend to the $10^{-3}$ contour, we begin to include parts of the plateau region, which our heuristic analysis showed had a higher SNR for pupils with low-to-moderate redundancy. Thus a contour of fixed height will enclose a substantial fraction of the available bispectrum in the case of a slit pupil while extending only a short distance from the $u_1$ axis in the case of the filled aperture.

At higher photon rates (Figs. 7 and 8) our conclusions are similar, although the discussion pertaining to the $10^{-1}$ contour now applies to the $10^{-3}$ and the $10^{-1}$ contour. In practice, the contour actually chosen to delimit the usable area of the bispectrum will depend on the details of the particular observation. For example, if a heavily resolved object is being observed, then all the contours will shift inward toward the $u_1$ axis. Nevertheless, whichever contour is chosen to delimit the usable bispectrum, it will encompass a larger area when data are collected with a slit pupil than when data are obtained with the filled aperture.
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Fig. 6. Contour plots of the bispectrum-phase SNR for five slit pupils and a filled aperture. All the slits have a long dimension that is equal to the diameter of the filled aperture (25.6$r_0$) and short dimensions of $r_0$, $2r_0$, $4r_0$, $8r_0$, and $16r_0$. The simulated photon rate is 0.1 photon per coherence patch per coherence time, i.e., the mean photon rates per interferogram are 3, 7, 13, 26, 49, and 66 for (a), (b), (c), (d), (e), and (f), respectively. The contour levels are plotted at values of $10^{-2}$, $10^{-4}$, $10^{-3}$, $10^{-2}$, $10^{-1}$, and $10^{0}$. For clarity the $10^{-3}$ levels are shown as dotted curves. The seeing limit corresponds to a spatial frequency of 5 units.

SNR in the near-axis region follows closely the value of the power-spectral SNR. As we have seen, the power-spectrum SNR is slightly better for the slit pupils, and so these pupils give rise to less-noisy data in the equivalent
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Fig. 7. Contour plots of the bispectrum-phase SNR for (a) the $4r_0$-wide slit and (b) the filled aperture. The simulated photon rate is 0.3 photon per $r_0$-sized patch per coherent integration time, i.e., 3 times the rate used to generate Fig. 6. The contour levels are the same as for Fig. 6.
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Fig. 8. Contour plots of the bispectrum-phase SNR for (a) the $4r_0$-wide slit and (b) the filled aperture. The simulated photon rate is 1.0 photon per $r_0$-sized patch per coherent integration time, i.e., 10 times the rate used to generate Fig. 6. The contour levels are the same as for Figs. 6 and 7.
5. PARTIALLY REDUNDANT MASKS IN PRACTICAL IMAGING SITUATIONS

In the previous sections we have demonstrated that slit pupils have properties that are equivalent or superior to those of unapodized apertures, when a pointwise comparison of their Fourier-plane SNR's is made. We have repeatedly emphasized that this is only a partial measure of their efficacy in high-resolution imaging; two additional repercussions of pupil apodization that must be taken into account are Fourier-plane coverage and the effects of detector nonlinearities.

The Fourier-plane coverage of a slit aperture is effectively one dimensional, whereas the unapodized pupil measures spatial frequencies over a circular region. In order to make two-dimensional images with a slit pupil, one must collect data with the slit located at several different position angles with respect to the source. The number of position angles that are necessary will depend on the complexity of the source being imaged. Experience in radio astronomy has shown that the number of Fourier-plane data required for successful image synthesis is of the order of the number of filled resolution elements in the image. With the exception of solar system objects, most targets of speckle-imaging programs have been relatively simple. Thus a moderate number of position angles, of the order of 10, probably would suffice in most cases but at a substantial cost in terms of extra observing time in comparison with the filled pupil. This cost can be partly offset because the slit masks provide data of higher SNR, which reduces the amount of observing time required per position angle. Indeed, the experimental data presented later in the paper show that in practical situations the SNR increase offered by a slit pupil can be so large as to result in a net decrease in observing time.

We note that there are circumstances in which the extra Fourier coverage afforded by a filled pupil is of no benefit. For example, there are considerable astrophysical advantages to observing in multiple wave bands simultaneously. For this spectral information to be obtained, a broad-band speckle pattern must be spectrally dispersed. High-spatial-frequency information in one dimension is thereby smeared out, leading to one-dimensional Fourier coverage independent of the pupil geometry.

When detector nonlinearities are significant, and we have shown in Section 2 that this can occur even for speckle imaging of faint objects, it is clear that the use of a slit mask offers substantial advantages. In contrast to the traditional practice of using a neutral-density filter to limit the photon rate to an acceptable level, the introduction of a slit mask into the pupil allows the count rate to be reduced substantially without sacrificing sensitivity. This reduction can result in a substantial saving of observing time, since the number of exposures required for attaining a given final SNR increases as the square of the attenuation of the neutral-density filter. Furthermore, the use of a slit mask increases the contrast of the speckle pattern: this is the reason that SNR is relatively high in comparison with the photon rate. Thus the relative effect of detector nonlinearities is less for an experiment that uses the slit geometry even when compared with the effect in an experiment performed at the same photon rate with a filled aperture in combination with a neutral-density filter.

A third benefit of using a slit mask in the presence of detector artifacts arises paradoxically from the limited spatial-frequency coverage that we previously considered a disadvantage. Compensation of detector nonlinearities usually cannot be accomplished analytically but instead involves fitting some empirical function in the spatial-frequency domain over the region where it is known a priori that there is no signal power, i.e., beyond the diffraction limit of the telescope. The results are then interpolated to the spatial frequencies that contain useful data, and the compensation is applied. As with nonredundant masks, the use of a slit pupil ensures that the regions containing signal power in the Fourier plane are relatively small so that both the fitting and subsequent interpolation can be performed straightforwardly. In contrast, in the case of the fully filled aperture, the regions available for characterizing the Fourier-plane artifacts will be much smaller. Furthermore, the fitted function must be interpolated over the whole of the central region of the Fourier plane, a procedure that is considerably less robust. Thus in cases in which it is important to characterize both the detector and the source under study, the use of an apodizing mask permits a useful compromise to be made in terms of the spatial frequencies separately allocated for these two purposes.

We can summarize the theoretical analyses of the preceding sections as follows: (1) as far as pointwise comparisons are concerned, the slit aperture has somewhat better SNR characteristics than an unapodized aperture; (2) when Fourier-plane coverage is taken into account, an unapodized aperture may be preferable when the object of interest is very complex or for the very faintest sources when observing time is at a premium; (3) when detector artifacts are the limiting factor in data quality, a slit aperture is to be preferred. Unfortunately, it is difficult to define at what point the crossover between these two (i.e., observing-time and detector-artifact-limited) regimes occurs from a theoretical standpoint alone, since it will depend strongly on the details of the individual detector and of the observation being performed. This problem is better addressed, if only partially, by experiment.

6. OBSERVATIONAL RESULTS

Although our analytic and numerical results are of interest from a purely academic point of view and highlight many of the attractive features of partially redundant pupil geometries, a persuasive case for their adoption must rest on whether they can be utilized for the high-resolution imaging of faint astronomical sources. With this in mind we performed two preliminary experiments, using the Hale 5-m telescope at Palomar Observatory during the fall of 1991 to assess the feasibility of using slit-type pupil masks for low-light-level speckle observations.

A. Fourier-Plane Signal-to-Noise Measurements

The initial observations were aimed solely at verification of our numerical results. Point-source speckle data were secured at the f/415 Gregorian focus of the 5-m telescope during the night of September 29, 1991, with a Ronicon photon-counting camera. We used a 7.5-nm FWHM interference filter centered on 701 nm to define the optical bandpass, and for technical reasons we stopped the tele-
One reason for this is that the telescope suffers from a small amount of astigmatism: using only a restricted region of the full pupil reduces the effects of this additional phase perturbation. A second explanation for the better relative performance of the slit geometries is the photon camera itself. Even at the low photon rates experienced here, the effects of saturation in the microchannel pores of the photon-counting camera are important. This saturation manifests itself as a reduction in the SNR at moderate and high spatial frequencies. These data thus provide a good example of a situation in which the use of a pupil-plane mask is positively advantageous because it limits the flux from the source.

Our results for the bispectrum are displayed in Fig. 10. In each panel we have plotted a gray-scale representation of the bispectrum-phase SNR ratio over the two-dimensional subplane of the bispectrum sampled by the linear pupils. The gray scale is chosen so that regions appearing white have SNRs, after averaging 15,500 interferograms, of less than 2. In practice, regions of such low SNRs are rarely used for Fourier-phase recovery, so that the total gray area in each figure can be used as a measure of the amount of useful information contained in the data. The utility of the partially redundant pupils is self-evident, with the pupils of lower redundancy providing bispectrum-phase measurements of higher SNR. As above, the effects of detector nonlinearities at high counting rates serve only to accentuate the limitations of the filled aperture, and it is clear that the 20-cm-slit pupil offers the best all-around performance in terms of providing a much larger number of usable bispectrum phases despite its reduced area when compared with the filled aperture.

In Fig. 9 we show the mean power-spectrum SNR as a function of spatial frequency for the filled aperture and for the two linear pupils. For baselines longer than ~3 m, the data from all three pupils are too poor, because of the low light level and the limited number of specklegrams, to permit reliable Fourier-amplitude determination. These results are in good qualitative agreement with our predictions, with the filled aperture providing the data of lowest SNR and the wider of the slits offering the highest-quality data. However, in a quantitative sense there are discrepancies between these results and our predictions. First, the SNRs obtained with all the pupils are generally lower than expected from our simulations. This is understandable, given the fact that our numerical model did not include the effects of telescope aberrations, finite optical bandwidth, and finite exposure time, all of which would be expected to lower the amplitude of the high-spatial-frequency Fourier components. A second discrepancy is that the relative superiority of the slit apertures over the filled pupil is in fact greater in magnitude than predicted. One reason for this is that the telescope suffers from a small amount of astigmatism: using only a restricted region of the full pupil reduces the effects of this additional phase perturbation. A second explanation for the better relative performance of the slit geometries is the photon camera itself. Even at the low photon rates experienced here, the effects of saturation in the microchannel pores of the photon-counting camera are important. This saturation manifests itself as a reduction in the SNR at moderate and high spatial frequencies. These data thus provide a good example of a situation in which the use of a pupil-plane mask is positively advantageous because it limits the flux from the source.

Our results for the bispectrum are displayed in Fig. 10. In each panel we have plotted a gray-scale representation of the bispectrum-phase SNR ratio over the two-dimensional subplane of the bispectrum sampled by the linear pupils. The gray scale is chosen so that regions appearing white have SNRs, after averaging 15,500 interferograms, of less than 2. In practice, regions of such low SNRs are rarely used for Fourier-phase recovery, so that the total gray area in each figure can be used as a measure of the amount of useful information contained in the data. The utility of the partially redundant pupils is self-evident, with the pupils of lower redundancy providing bispectrum-phase measurements of higher SNR. As above, the effects of detector nonlinearities at high counting rates serve only to accentuate the limitations of the filled aperture, and it is clear that the 20-cm-slit pupil offers the best all-around performance in terms of providing a much larger number of usable bispectrum phases despite its reduced area when compared with the filled aperture.

In Fig. 9 we show the mean power-spectrum SNR as a function of spatial frequency for the filled aperture and for the two linear pupils. For baselines longer than ~3 m, the data from all three pupils are too poor, because of the low light level and the limited number of specklegrams, to permit reliable Fourier-amplitude determination. These results are in good qualitative agreement with our predictions, with the filled aperture providing the data of lowest SNR and the wider of the slits offering the highest-quality data. However, in a quantitative sense there are discrepancies between these results and our predictions. First, the SNRs obtained with all the pupils are generally lower than expected from our simulations. This is understandable, given the fact that our numerical model did not include the effects of telescope aberrations, finite optical bandwidth, and finite exposure time, all of which would be expected to lower the amplitude of the high-spatial-frequency Fourier components. A second discrepancy is that the relative superiority of the slit apertures over the filled pupil is in fact greater in magnitude than predicted. One reason for this is that the telescope suffers from a small amount of astigmatism: using only a restricted region of the full pupil reduces the effects of this additional phase perturbation. A second explanation for the better relative performance of the slit geometries is the photon camera itself. Even at the low photon rates experienced here, the effects of saturation in the microchannel pores of the photon-counting camera are important. This saturation manifests itself as a reduction in the SNR at moderate and high spatial frequencies. These data thus provide a good example of a situation in which the use of a pupil-plane mask is positively advantageous because it limits the flux from the source.
B. Two-Dimensional Imaging

Although the use of one-dimensional telescope pupils was studied extensively in the late 1970's and early 1980's in the context of high-resolution imaging, these treatments did not address the problem of image reconstruction in the presence of turbulence. To examine the imaging potential of slit-type pupil geometries, observations of the 0.5-arcsec binary star $\phi$ Andromedae were made on the night of September 28, 1991. These utilized a 4 m $\times$ 10 cm pupil mask and the same detector and filter used for the point-source observations described above. Between 2 and 3 min of data were collected, with the mask located at six position angles with respect to the source so that the visibility function of the source and that of its calibrator, SAO 37375, could be sampled adequately. A neutral-density filter also was used to limit the photon rate to 2.0/10 ms per 10-cm-diameter patch of pupil. In fact, because of the relatively poor seeing at the time, the data were analyzed with an exposure time of 5 ms so as to maximize the SNR of the averaged power spectra and bispectra. This gave a photon rate of 50 per interferogram for the source and 160 per interferogram for the calibrator star.

In principle, the reconstruction of diffraction-limited images from sequences of interferograms obtained through a one-dimensional pupil is straightforward. For each set of data, collected with the pupil aligned at some position angle with respect to the source, the power spectrum and the bispectrum of the source and the calibrator are accumulated. These averaged quantities can then be calibrated against each other and the source Fourier amplitudes and phases extracted by use of standard methods. Image reconstruction from such data can be accomplished by means of several routes. One method, perhaps the most familiar to the optical-signal-processing community, would be to recover the Fourier phases from the bispectrum by either a recursive or a least-squares procedure, combine these data with the measured Fourier amplitudes, and then perform an inverse Fourier transform to produce a one-dimensional profile of the source brightness distribution. This procedure would be repeated for all mask position angles, a final two-dimensional image being recovered from the projections by means of standard tomographic reconstruction techniques.

Following paper I, we have chosen to use an alternative technique developed in radio astronomy. This so-called self-calibration technique combines the phase-retrieval and the tomographic-inversion steps into a single iterative algorithm. This technique permits a more realistic treatment of noise as well as permitting the incorporation of image-plane constraints (e.g., positivity and extent) throughout all steps of the image restoration. In order to utilize standard radio astronomy software, we have sampled the Fourier plane at a set of discrete locations corresponding to some particular interferometric array, i.e., a so-called pseudoarray. The power spectrum and the bispectrum are subsequently accumulated at only this small set of points, the Fourier data thereafter being treated as though they actually had been collected with such a pseudoarray. Further details of the basis and the rationale for such an approach can be found elsewhere.

Images recovered from our sparsely sampled powerspectrum and bispectrum estimates are shown in Figs. 11(a) and 11(b). We used a six-element pseudoarray with a maximum baseline of 2.2 m, which gave a total of 90 visibility amplitudes and 120 bispectrum phases for the complete set of data. For the second of the reconstructions, we simulated even lower-light-level observations (25 photons per 5-ms interferogram) by using a software filter that discarded every other photon in the analysis. In both images the binary companion is clearly visible: 0.49 arcsec from the primary in position angle 130°. At the higher photon rate [Fig. 11(a)], the quality of the reconstruction is very good: the dynamic range of the image, as determined by the ratio of the peak brightness to the...
brightness of the weakest believable feature in the map, is \( \sim 50:1 \), and most of the field is free of artifacts. The map reconstructed at lower light levels is somewhat noisier. There are an increased number of noise spikes distributed across the map plane, the binary companion appears slightly misshapen, and the dynamic range is lower. Nevertheless, the separation, position angle, and flux of the companion agree well with the values determined from the higher-quality image, and in this respect the reconstruction remains reliable. In comparison with other speckle-interferometric image reconstructions made at similar light levels and of equivalent resolution, these preliminary images are of excellent quality.

7. SUMMARY

We have demonstrated that the pupil geometry should be considered an important parameter in the design of a speckle-imaging experiment, a variable that can be altered to suit the requirements of the imaging program. Far from compromising the sensitivity of the experiment, a suitable choice of pupil apodization can in fact enhance the signal-to-noise ratios of the Fourier measurements. In situations in which dense Fourier coverage is not required or in which instantaneous Fourier coverage is necessarily limited by other experimental considerations, the use of a slit mask is fully competitive with conventional filled-aperture speckle imaging, despite the large reduction in the detected flux. Indeed, it is this reduction of detected flux that is the most important advantage of pupil apodization at optical wavelengths. In situations in which detector performance is compromised by high flux rates (we have shown that these situations can occur in a large fraction of imaging experiments), pupil apodization is the method of choice for overcoming these detector limitations. Finally, we have shown that image reconstruction from the one-dimensional data obtained from slit pupils is straightforward and yields high-quality, reliable images. In terms of sensitivity and imaging fidelity, it provides the natural extension to nonredundant-mask methods, permitting high-resolution observations to be made at low light levels with good signal-to-noise ratio.
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