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Abstract

A search for pair production of the supersymmetric partner of the top quark, the top squark, in proton-proton collision events at $\sqrt{s} = 13$ TeV is presented in a final state containing hadronically decaying tau leptons and large missing transverse momentum. This final state is highly sensitive to high-$\tan\beta$ or higgsino-like scenarios in which decays of electroweak gauginos to tau leptons are dominant. The search uses a data set corresponding to an integrated luminosity of 77.2 fb$^{-1}$, which was recorded with the CMS detector during 2016 and 2017. No significant excess is observed with respect to the background prediction. Exclusion limits at 95% confidence level are presented in the top squark and lightest neutralino mass plane within the framework of simplified models, in which top squark masses up to 1100 GeV are excluded for a nearly massless neutralino.
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1 Introduction

Supersymmetry (SUSY) [1–9] is one of the most widely studied theories of physics beyond the standard model (SM), providing solutions to various shortcomings of the SM. In SUSY models there is a bosonic superpartner for each fermion (and vice-versa), the superpartner having the same quantum numbers, other than spin, as its SM partner. The superpartners of the SM gauge and Higgs bosons (gauginos and higgsinos, respectively) mix to produce charginos and neutralinos. The weakly interacting lightest neutralino $\tilde{\chi}_0^1$ can be a dark matter candidate in $R$-parity conserving SUSY models [10]. The SUSY partners of left- and right-handed top quarks are the top squarks, $\tilde{t}_L$ and $\tilde{t}_R$. These particles can mix with each other, resulting in physical states $\tilde{t}_1$ and $\tilde{t}_2$, with $\tilde{t}_1$ defined to be the lighter of the two. The top squarks play an important role in stabilizing the Higgs boson mass by canceling the dominant top quark loop correction. Therefore, there is a strong motivation to perform searches for top squark production.

In this study, we focus on the signal of top squark pair production in a final state with two tau leptons. This probes the part of the parameter space of the minimal supersymmetric standard model (MSSM) in which the lightest charginos ($\tilde{\chi}_1^\pm$) and neutralino preferentially couple to third-generation fermions, such as tau leptons. The interaction of the charginos and neutralinos with fermion-sfermion pairs involves both gauge and Yukawa terms [9], so if charginos and neutralinos are predominantly higgsino-like, they will preferentially couple to third-generation fermion-sfermion pairs through the large Yukawa coupling. Moreover, the Yukawa coupling to the tau lepton-slepton pairs can be large for a high value of $\tan\beta$ even if the higgsino component is relatively small. Additionally, a large value of $\tan\beta$ can make the lighter state of the superpartner of the tau lepton ($\tilde{\tau}_1$) much lighter than the superpartners of the first and second generation leptons. Consequently, the chargino decays predominantly as $\tilde{\chi}_1^+ \rightarrow \tilde{\tau}_1^+ \nu_\tau$ or $\tau^+ \tilde{\nu}_\tau$ (charge conjugation is assumed throughout in this paper), and the decay rates in the electron and muon channels are greatly reduced [11, 12]. Therefore, searches for SUSY signals in electron and muon channels are less sensitive to this scenario.

We focus on the top squark decays $\tilde{t}_1 \rightarrow b \tilde{\chi}_1^+ \rightarrow b \tilde{\tau}_1^+ \nu_\tau \rightarrow b \tau^+ \tilde{\chi}_1^0 \nu_\tau$ and $\tilde{t}_1 \rightarrow b \tilde{\chi}_1^+ \rightarrow b \tau^+ \tilde{\nu}_\tau \rightarrow b \tau^+ \tilde{\chi}_1^0 \nu_\tau$. The $\tilde{\chi}_1^0$ is assumed to be the lightest SUSY particle (LSP). Being neutral and weakly interacting, it leaves no signature in the detector, resulting in an imbalance in transverse momentum $p_T$. The neutrinos produced in the decay chains also contribute to the $p_T$ imbalance. Hence, the events of interest contain two tau leptons, two b quarks, and a $p_T$ imbalance. The decay chains are depicted by the four diagrams in Fig. 1 within the simplified model spectra (SMS) framework [13, 14]. It is assumed that the $\tilde{\chi}_1^+$ decays to $\tilde{\tau}_1^+$ or $\tilde{\nu}_\tau$ with equal probability.

This search is performed using proton-proton collision events at a center-of-mass energy of 13 TeV, recorded by the CMS experiment at the CERN LHC. The data sample corresponds to integrated luminosities of 35.9 and 41.3 $fb^{-1}$ collected during the 2016 and 2017 operating periods of the LHC, respectively. Signa-like events are characterized by the presence of hadronically decaying tau leptons ($\tau_\nu$, jets identified as likely to have originated from the fragmentation of b quarks, and large missing $p_T$. Contributions from SM processes with the same final state are estimated using a combination of Monte Carlo (MC) simulated samples and control samples in data.

Searches for top squark pair production in leptonic and hadronic final states have been performed by the CMS [15–22] and ATLAS [23–27] Collaborations, establishing limits on top squark masses in the framework of SMS models. The ATLAS Collaboration performed a search [28] based on 2016 data probing the same final state as that used here, but optimized for a gauge-mediated SUSY breaking scenario with an almost massless gravitino as a source of
missing momentum. Therefore, final states containing hadronically decaying tau leptons have not been extensively explored in the context of top squark searches motivated by high-tan $\beta$ and higgsino-like scenarios.

The paper is organized as follows. A brief description of the CMS detector is presented in Section 2, followed by descriptions of the event simulation in Section 3 and reconstruction in Section 4. The event selection and search strategy are detailed in Section 5. We explain the various methods used for background estimation in Section 6, the systematic uncertainties are discussed in Section 7, and the results are provided in Section 8. Finally, the analysis is summarized in Section 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [29].

Events of interest are selected using a two-tiered trigger system [30]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a time interval of less than 4 $\mu$s. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage.
3 Monte Carlo simulation

Simulation is used to estimate several of the SM backgrounds. The predictions for signal event rates are also estimated using simulation, based on simplified SUSY signal models. The simulation is corrected for small discrepancies observed with respect to collision data using a number of scale factors (SFs). These will be discussed in later sections.

The pair production of top quarks (t¯t) is generated at next-to-leading order (NLO) using POWHEG v2 [31–35]. The same POWHEG generator has been used for the single top quark t-channel process, whereas POWHEG v1 has been used for the tW process [36]. The MADGRAPH5_aMC@NLO v2.2.2 (v2.4.2 for 2017) [37] generator is used at leading order (LO) for modeling the Drell–Yan+jets (DY+jets) and W+jets backgrounds, which are normalized to the next-to-next-to-leading order (NNLO) cross sections. The MADGRAPH5_aMC@NLO generator is also used at NLO for simulating the diboson, VH, and tTV (V = W or Z) backgrounds. For the 2016 analysis, the parton shower and hadronization are simulated with PYTHIA v8.212 [38] using the underlying event tunes CUETP8M2T4 (or t¯t only) or CUETP8M1 [40]. For the 2017 analysis, PYTHIA v8.230 with the tune CP5 [41] is used. The CMS detector response is modeled using GEANT4 [42], and the simulated events are then reconstructed in the same way as collision data.

Signal processes for top squark pair production shown in Fig. 1 are generated at LO using MADGRAPH5_aMC@NLO v2.2.2. The tunes CUETP8M1 and CP2 [41] are used for the 2016 and 2017 analyses, respectively. The signal cross sections are evaluated using NNLO plus next-to-leading logarithmic (NLL) calculations [43–47]. Detector response for the signal events is simulated using the fast CMS detector simulation (FASTSIM) [48].

We assume a branching fraction of 50% for each of the two decay modes of the chargino, ˜χ± 1 → ˜τ± 1ντ and ˜χ± 1 → τ± ˜ντ. Each of the four diagrams in Fig. 1 therefore contributes 25% of the generated signal events. The masses of SUSY particles appearing in the decay chain are determined by the parameterization

\[
m_{\tilde{\chi}^\pm_1} - m_{\tilde{\chi}^0_1} = 0.5 (m_{\tilde{t}_1} - m_{\tilde{\chi}^0_1}),
m_{\tilde{\tau}_1} - m_{\tilde{\chi}^0_1} = x (m_{\tilde{\chi}^\pm_1} - m_{\tilde{\chi}^0_1}),
x \in [0.25, 0.5, 0.75],
m_{\tilde{\nu}_\tau} = m_{\tilde{\tau}_1}.
\]

In this parameterization, the chargino mass is fixed to be the mean of the top squark and ˜χ^0_1 masses. The masses of the leptonic superpartners are set by the value of x for a given pair of top squark and ˜χ^0_1 masses. The kinematic properties of the final state particles in each of the decay chains depicted in Fig. 1 therefore depend on the choice of x.

- x = 0.25: the mass of the lepton superpartner is closer to that of the ˜χ^0_1 than to that of the ˜χ^±_1. Hence, the upper left diagram in Fig. 1 produces lower energy tau leptons than the upper right. The lower two diagrams both typically produce two tau leptons with a large difference in energy.
- x = 0.75: the masses of the ˜χ^±_1 and ˜χ^0_1 are relatively close, so the upper left diagram in Fig. 1 produces more energetic tau leptons than the upper right. The lower two diagrams produce the same energy asymmetry as in the case of x = 0.25.
- x = 0.5: the tau leptons in all four diagrams have similar energies.

In fact, when all four diagrams are taken into account the distributions of the kinematic prop-
erties are found to be very similar for the three different values of $x$, for a given set of chargino and LSP masses.

It is important to note, however, that the choice of chargino mass does affect the overall sensitivity. For instance, if the chargino is very close in mass to the top squark, then the momenta of the $b$ jets are reduced and those of the remaining decay products are increased. This results in an increase in the overall sensitivity, provided the $b$ jet $p_T$ values are within the acceptance. On the other hand if the chargino is very close in mass to the LSP, then an overall loss of sensitivity is expected. Such scenarios are not explored in this paper, where the default chargino mass given in Eq. (1) is taken throughout. The polarizations of the tau leptons originating from SUSY cascade decays, which have been found to be useful for studying SUSY signals [12], have not been exploited here.

4 Event reconstruction

The particle-flow (PF) algorithm [49] aims at reconstructing each individual particle in an event, with an optimized combination of information from the various components of the CMS detector. The energy of photons is obtained from the ECAL measurement, whereas the momentum of electrons is determined from a combination of the measurement of momentum by the tracker, the energy of matching ECAL deposits, and the energy of all bremsstrahlung photons consistent with originating from the track. The momentum of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of the momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

Reconstruction of jets is performed by clustering PF objects using the anti-$k_T$ algorithm [50, 51] with a distance parameter of $R = 0.4$. Jet momentum is determined as the vectorial sum of all particle momenta in the jet, and is found in simulation to be, on average, within 5–10% of the generated momentum over the whole $p_T$ spectrum and detector acceptance. Additional proton-proton interactions within the same or nearby bunch crossings (pileup) can contribute spurious tracks and calorimetric energy deposits, increasing the apparent jet momentum. In order to mitigate this effect, tracks identified as originating from pileup vertices are discarded, and an offset is applied to correct for the remaining contributions [52]. Jets are calibrated using both simulation and data studies [52]. Additional selection criteria are applied to each jet to remove those potentially dominated by instrumental effects or reconstruction failures [53]. Jets with $p_T > 20$ GeV and $|\eta| < 2.4$ are used in this analysis.

Vertices reconstructed in an event are required to be within 24 cm of the center of the detector in the $z$ direction, and to have a transverse displacement from the beam line of less than 2 cm. The vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary $pp$ interaction vertex. The physics objects used for this purpose are jets, clustered using the aforementioned jet finding algorithm with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets.

Jets originating from the fragmentation of $b$ quarks are identified as $b$-tagged jets by using the combined secondary vertex (CSVv2) algorithm [51], which utilizes information from displaced tracks and reconstructed secondary vertices. An operating point is chosen corresponding to a signal efficiency of 70% with a mistagging probability of about 1% for light jets (from up, down
and strange quarks, and gluons) and 15% for jets originating from charm quarks.

The momentum resolution for electrons with $p_T \approx 45$ GeV from $Z \rightarrow ee$ decays ranges from 1.7 to 4.5%. It is generally better in the barrel region than in the endcaps, and also depends on the bremsstrahlung energy emitted by the electron as it traverses the material in front of the ECAL [55]. Electrons with $p_T > 20$ GeV and $|\eta| < 2.4$ are used for this analysis.

Muons are measured with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching muons to tracks measured in the silicon tracker results in a $p_T$ resolution of 1% in the barrel and 3% in the endcaps, for muons with a $p_T$ of up to 100 GeV. The $p_T$ resolution in the barrel is better than 7% for muons with a $p_T$ of up to 1 TeV [56]. This search uses muons with $p_T > 20$ GeV and $|\eta| < 2.4$.

Isolation criteria are imposed on the lepton (electron and muon) candidates to reject leptons originating from hadronic decays. The isolation variable used for this purpose is defined as the scalar sum of the $p_T$ of reconstructed charged and neutral particles within a cone of radius $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ (0.4) around the electron (muon) candidate track, excluding the lepton candidate, divided by the $p_T$ of the lepton candidate. Charged particles not originating from the primary vertex are excluded from this sum and a correction is applied to account for the neutral components originating from pileup, following the procedure described in Ref. [55]. This relative isolation is required to be less than 15 (20)% for electron (muons). The electron and muon candidates passing the aforementioned criteria are used to identify a control region (CR) that is used for the estimation of the background from top quark pair production, as explained in Section 6.1.

The missing transverse momentum vector $\vec{p}_T^{\text{miss}}$ is computed as the negative vector sum of the $p_T$ of all the PF candidates in an event, and its magnitude is denoted as $p_{T}^{\text{miss}}$. The $p_{T}^{\text{miss}}$ is modified to account for the energy calibration of the reconstructed jets in the event. The energy calibration of the PF candidates that have not been clustered into jets is also taken into account. Anomalous high-$p_{T}^{\text{miss}}$ events may appear because of a variety of reconstruction failures, detector malfunctions, or backgrounds not originating from collisions (e.g., particles in the beam halo). Such events are rejected by filters that are designed to identify more than 85–90% of the spurious high-$p_{T}^{\text{miss}}$ events with a misidentification rate of less than 0.1% [57]. In order to minimize the effect of extra noise in the ECAL endcap in 2017, forward jets with uncalibrated $p_T < 50$ GeV and $2.65 < |\eta| < 3.14$ are removed from the calculation of $p_{T}^{\text{miss}}$ in both data and simulation. This improves the agreement between simulation and data at the cost of degrading the $p_{T}^{\text{miss}}$ resolution by only a few percent.

The hadrons-plus-strips algorithm [58] is used to reconstruct $\tau_h$ candidates: one charged hadron and up to two neutral pions, or three charged hadrons, consistent with originating from the decay of a tau lepton. The probability of an electron or muon being misidentified as a $\tau_h$ candidate is greatly reduced by combining information from the tracker, calorimeters, and muon detector. The isolation of the $\tau_h$ candidate is determined from the presence of reconstructed particles within a radius of $\Delta R = 0.3$ around the $\tau_h$ axis that are not compatible with the decay, and is a useful quantity to distinguish between jets and $\tau_h$ decays. In order to distinguish between jets originating from quarks or gluons, and genuine hadronic tau lepton decays, a multivariate discriminant is calculated from information including the isolation and measured lifetime. The $\tau_h$ candidates are selected with $p_T > 40$ GeV, $|\eta| < 2.1$, and the “tight” working point of the above discriminant. This working point has an efficiency of $\approx 50\%$ with a misidentification probability of $\approx 0.03\%$. The “loose” working point, which has an efficiency of $\approx 65\%$ and a misidentification probability of $\approx 0.07\%$, is used for estimating the background from misidentified $\tau_h$ candidates.
5 Event selection

The sources of $p_T^{\text{miss}}$ in the signal events are the neutrinos and the weakly interacting neutralinos, which are correlated with the visible objects (in particular the $\tau_h$ decays). In contrast, $p_T^{\text{miss}}$ in the SM background processes is primarily due to neutrinos. This difference can be exploited by first constructing the transverse mass $m_T$, defined as follows:

$$m_T^2(p_T^{\text{vis}}, p_T^{\text{inv}}) = m_{\text{vis}}^2 + m_{\text{inv}}^2 + 2(E_T^{\text{vis}} E_T^{\text{inv}} - p_T^{\text{vis}} \cdot p_T^{\text{inv}}),$$

where $E_T^2 = m^2 + p_T^2$.

Here the masses of the visible (vis) and invisible (inv) particles are denoted by $m_{\text{vis}}$ and $m_{\text{inv}}$, respectively. The value of $m_T$ has a maximum at the mass of the parent of the visible and the invisible particles. To account for multiple sources of missing momentum in the signal process, the “transverse mass” \cite{59, 60} is defined as:

$$m_{T2}^2(\text{vis1}, \text{vis2}, p_T^{\text{miss}}) = \min_{p_T^{\text{inv}1}, p_T^{\text{inv}2}} \left[ \max \{m_T^2(p_T^{\text{vis}1}, p_T^{\text{inv}1}), m_T^2(p_T^{\text{vis}2}, p_T^{\text{inv}2}) \} \right].$$

Since the momenta of the individual invisible particles in Eq. (3) are unknown, $p_T^{\text{miss}}$ is divided into two components ($p_T^{\text{inv}1}$ and $p_T^{\text{inv}2}$) in such a way that the value of $m_{T2}$ is minimized. If $m_{T2}$ is computed using the two $\tau_h$ candidates as the visible objects, vis1 and vis2, then its value will be at the chargino mass. This is different from the SM background processes. For example in $t\bar{t}$ events, the upper limit is at the W boson mass. For this analysis, $m_{T2}$ is calculated with the masses of the invisible particles in Eq. (2) set to zero \cite{61}.

The signal and background processes can be further separated by utilizing the total visible momentum of the system. This is characterized using the quantity $H_T$, which is defined as the scalar sum of the $p_T$ of all jets and the $\tau_h$ candidates in the event. Jets lying within a cone of $\Delta R = 0.3$ around either of the two selected $\tau_h$ candidates are excluded from this sum to avoid double counting. Being a measure of the total energy of the system, $H_T$ is sensitive to the mass of the top squark.

Signal events are selected using $\tau_h \tau_h$ triggers, where both $\tau_h$ candidates are required to have $|\eta| < 2.1$, and $p_T > 35$ or 40 GeV depending on the trigger path. The $\tau_h \tau_h$ trigger has an efficiency of $\approx 95\%$ for $\tau_h$ candidates that pass the offline selection. For the offline selection, signal events are required to have $p_T^{\text{miss}} > 50$ GeV, $H_T > 100$ GeV, at least two oppositely charged $\tau_h$ candidates with $p_T > 40$ GeV and $|\eta| < 2.1$, and at least one b-tagged jet with $p_T > 20$ GeV and $|\eta| < 2.4$. The requirements on $p_T^{\text{miss}}$ and the number of b-tagged jets ($n_b$) help to reduce the contributions from DY+jets and SM events comprised uniquely of jets produced through the strong interaction, referred to as multijet events. Distributions of the variables $p_T^{\text{miss}}$, $m_{T2}$, and $H_T$ after this selection are shown in Fig. 2 for data and the predicted background, along with representative signal distributions. The background prediction includes $t\bar{t}$, DY+jets, events with misidentified $\tau_h$ and other rare SM processes. Detailed descriptions of the background estimation methods are presented in Section 6.

Signal events with different top squark and LSP masses populate different regions of the phase space. For example, regions with low $p_T^{\text{miss}}$, $m_{T2}$, and $H_T$ are sensitive to signals with low top squark masses. On the other hand, events with high $p_T^{\text{miss}}$, $m_{T2}$, and $H_T$ are sensitive to models with high top squark and low LSP masses. In order to obtain the highest sensitivity over the entire phase space, the signal region (SR) is divided into 15 bins as a function of the measured $p_T^{\text{miss}}$, $m_{T2}$, and $H_T$, which are illustrated in Fig. 3.
Figure 2: Distributions of the search variables $p_T^{\text{miss}}$, $m_{T_2}$, and $H_T$ after event selection, for data and the predicted background. The histograms for the background processes are stacked, and the distributions for a few representative signal points corresponding to $x = 0.5$ and $[m_{\tilde{t}_1}, m_{\tilde{\chi}_1^0}] = [300, 100], [500, 350]$, and $[800, 300]$ GeV are overlaid. The lower panel indicates the ratio of the observed data to the background prediction. The shaded bands indicate the statistical and systematic uncertainties on the background, added in quadrature.
6 Background estimation

The most significant background is $t\bar{t}$ production, either with two genuine $\tau_h$ decays or because of jets being misidentified as $\tau_h$ candidates. Because of theoretical uncertainties in the $t\bar{t}$ background modeling in the SR (which contains events that populate the tails of the kinematic distributions), we estimate the $t\bar{t}$ contribution to events with two genuine $\tau_h$ decays using CRs in data, as discussed below. The background contribution from DY events is typically minor in the most sensitive bins, and has been estimated using simulation. To account for residual discrepancies between data and the LO DY sample, correction factors for simulated events are derived from DY-enriched dimuon CRs in data and simulation as functions of the dimuon invariant mass and $p_T$. The contribution from multijet events is negligible because of the selections $p_T^{\text{miss}} > 50$ GeV and $n_b \geq 1$. Other less significant backgrounds, such as $W$+jets, $VV$, $VH$, and $t\bar{t}V$ are also estimated from simulation. The overall SM contribution from jets being misidentified as $\tau_h$ candidates is estimated using CRs in data. In the following sections we detail the estimation of those backgrounds that are obtained from CRs in data.

6.1 Tau lepton pairs from top production

The estimation of the background from $t\bar{t}$ events in which there are two genuine $\tau_h$ decays is based on the method described in Ref. [62]. The predicted yields in each SR bin from simulation are multiplied by correction factors derived in a $t\bar{t}$-enriched CR. The $t\bar{t}$-enriched CR is identified by selecting events with an oppositely charged $e\mu$ pair. These events are selected with $e\mu$ triggers, and are required to satisfy the same offline requirements as the SR with the $e$ and $\mu$ replacing the two $\tau_h$ candidates. The $e\mu$ triggers are $\approx95\%$ efficient for lepton candidates. In addition, in order to reduce possible DY contamination (from the tail of the $e\mu$ invariant mass distribution in the process $Z/\gamma^{*} \rightarrow \tau\tau \rightarrow e\mu$) in this CR, events are vetoed if the invariant mass of the $e\mu$ system lies in the range $60 < m_{e\mu} < 120$ GeV. This selection on the dilepton invariant mass is more effective in the $\mu\mu$ CR to be discussed later, but is also applied here in order to be consistent. Other objects, such as jets and $b$-tagged jets, are selected using the same kinematic requirements and working points as in the SR. The definitions of the search variables for this CR are the same as those in the SR, except that the $e\mu$ pair is used in place of the $\tau_h$ pair.
6.2 Misidentified hadronically decaying tau lepton candidates

for evaluating the search variables. The purity of $t\bar{t}$ in the CR (i.e., the fraction of $t\bar{t}$ events in each bin) is measured in simulation as $\gtrsim 85\%$, as shown in Fig. 4 (upper panels).

Residual differences between data and simulation are quantified by SFs. For a given SR region $(i)$ we define

$$SF_i = \frac{N_{e\mu}^{\text{CR}}}{N_{t_t}^{\text{MC}}},$$

where the numerator and the denominator represent the yields in the CR in data and simulation, respectively. The corrected $t\bar{t}$ yield in simulation in each region of the SR is then obtained as:

$$N_{t_t}^{\tau_h\tau_h, \text{corr}} = \frac{N_{e\mu}^{\text{CR}}}{N_{t_t}^{\text{MC}}} \cdot SF_i,$$

where $N_{t_t}^{\tau_h\tau_h, \text{CR}}$ is the prediction from simulated $t\bar{t}$ events in the SR. An alternative way of interpreting this method is that we take the $t\bar{t}$ spectrum from a $t\bar{t}$-enriched $e\mu$ CR in data ($N_{e\mu}^{\text{CR}}$) and extrapolate it to the $\tau_h\tau_h$ SR by accounting for the differences between the properties of $\tau_h\tau_h$ and $e\mu$ final states with the ratio $N_{t_t}^{\tau_h\tau_h, \text{SR}} / N_{e\mu}^{\text{CR}}$ taken from simulation. The SFs in the different bins, shown in Fig. 4 (middle row) for both 2016 and 2017 data, are mostly found to be within $\approx 10\%$ of unity. Note that separate SFs for bins 14 and 15 are shown for information, but these are merged and a single SF is used in subsequent calculations to reduce the statistical uncertainty.

In order to cross-check the validity of this method, the same technique is applied to an independent $t\bar{t}$-enriched CR with an oppositely charged $\mu\mu$ pair in the final state. These events are selected with single muon triggers that reach $\approx 95\%$ efficiency. The event selection for the $\mu\mu$ CR is similar to that for the $e\mu$ CR. This cross-check evaluates the effect of possible contamination from DY events (the branching fraction of $Z/\gamma^* \rightarrow \mu\mu$ being much higher than that of $Z/\gamma^* \rightarrow \tau\tau \rightarrow e\mu$), and is also useful for checking any dependence of the SFs on lepton reconstruction. The differences between the SFs calculated in the main and cross-check CRs, shown in Fig. 4 (bottom row), are small (within $\approx 10\%$ in most cases), and are taken as an uncertainty in the SFs. These are added in quadrature to the statistical uncertainty in the SFs, and propagated as a contribution to the uncertainty in the final $t\bar{t}$ prediction.

6.2 Misidentified hadronically decaying tau lepton candidates

The next largest component of the total background originates from quark or gluon jets that are misidentified as a $\tau_h$ candidate. The largest sources of such events in the SR are semileptonic and hadronic $t\bar{t}$ decays. We estimate this contribution to the SR following a strategy [63] that uses the yields in $\tau_h\tau_h$ CRs, defined by inverting the requirements on the working point of the $\tau_h$ identification.

For a genuine $\tau_h$ passing the loose identification requirements, we define $g$ as the probability that it also passes the tight identification requirements. We define $f$ as the corresponding probability for a misidentified $\tau_h$ candidate. We then define $N_{g}$ as the number of $t\bar{t}$ events where the $\tau_h$ candidate with the highest $p_T$ is genuine and that with the second-highest $p_T$ is misidentified, with other terms ($N_{gg}, N_{g\tau},$ and $N_{\tau\tau}$) defined similarly. We also define $N_{LT}$ as the number of $t\bar{t}$ events where the candidate with the highest $p_T$ passes the tight identification criteria and that with the second-highest $p_T$ fails, but passes the loose criteria, with other terms ($N_{LT}, N_{LL},$ and $N_{TT}$) defined similarly. If $N$ is the total number of events, the following set of
The above equations can be inverted to give the numbers of genuine and misidentified \( \tau \) candidate events in the SR:

\[
N = N_{gg} + N_{g} + N_{gf} + N_{hf} = N_{TT} + N_{LT} + N_{TL} + N_{LL},
\]

\[
N_{LL} = (1 - s_1)(1 - s_2)N_{gg} + (1 - f_1)(1 - f_2)N_{g} + (1 - s_1)(1 - f_2)N_{gf} + (1 - f_1)(1 - f_2)N_{hf},
\]

\[
N_{LT} = (1 - s_1)s_2N_{gg} + (1 - f_1)g_2N_{g} + (1 - s_1)f_2N_{gf} + (1 - f_1)f_2N_{hf},
\]

\[
N_{TL} = s_1(1 - s_2)N_{gg} + f_1(1 - s_2)N_{g} + s_1(1 - f_2)N_{gf} + f_1(1 - f_2)N_{hf},
\]

\[
N_{TT} = s_1s_2N_{gg} + f_1s_2N_{g} + s_1f_2N_{gf} + f_1f_2N_{hf},
\]

where the subscripts 1 and 2 on \( g \) and \( f \) refer to the \( \tau_h \) candidates with the highest and second-highest \( p_T \), respectively.

The above equations can be inverted to give the numbers of genuine and misidentified \( \tau_h \tau_h \) candidate events in the SR:

\[
N_{TT} = N_{TT}^{\text{gen}} + N_{TT}^{\text{misid}},
\]

where

\[
N_{TT}^{\text{gen}} = s_1s_2N_{gg},
\]

\[
N_{TT}^{\text{misid}} = f_1s_2N_{g} + s_1f_2N_{gf} + f_1f_2N_{hf}.
\]

Here \( N_{TT}^{\text{gen}} \) represents the number of events in the SR with two genuine \( \tau_h \) candidates in the final state, and \( N_{TT}^{\text{misid}} \) the number of events in the SR with one or two misidentified \( \tau_h \) candidates.

The probability \( g \) is determined using \( t \bar{t} \) simulation, with the \( \tau_h \) candidate being matched to a generated hadronically decaying tau within a cone of radius \( \Delta R = 0.3 \). The value of \( g \) is calculated as the ratio between the number of genuine \( \tau_h \) jets passing the tight identification criteria and the number passing the loose criteria. It is evaluated as a function of the \( \tau_h \) decay modes and \( p_T \) and is observed to be about 80% with very little dependence on the \( p_T \) of the \( \tau_h \). The dependence on the decay mode is observed to be at the 10% level.

The misidentification rate \( f \) is estimated using a multijet-enriched CR in data. This CR is defined by requiring a same-charge \( \tau_h \) pair satisfying the \( \tau_h \) selection criteria, and by requiring
$p_T^{\text{miss}} < 50$ GeV. The misidentification rate for a single $\tau_h$ candidate is estimated from this CR using the following two definitions:

\[
\begin{align*}
  f(\text{LL} \to \text{TL}) &= \frac{\tau_1^h(T) \tau_2^h(L)}{\tau_1^h(L) \tau_2^h(L)}, \\
  f(\text{TL} \to \text{TT}) &= \frac{\tau_1^h(T) \tau_2^h(T)}{\tau_1^h(T) \tau_2^h(L)}.
\end{align*}
\]

Here, the term $\tau_i^h(X)$ denotes the number of events where the candidate with the highest ($i = 1$) or second-highest ($i = 2$) $p_T$ passes the tight (X=T) or loose (X=L) identification criteria. In each of the two definitions above, the working point of one of the $\tau_h$ candidates in the numerator is changed with respect to the denominator, so they could be expected to yield the same result. However, if the probability of one $\tau_h$ candidate passing the tight criteria is correlated with the probability of the other to pass, differences may occur. In practice, differences of up to $\approx 10\%$, depending on the $p_T$ and the decay mode of the $\tau_h$, are observed between the two definitions. These differences are used to estimate the uncertainty in this method.

The misidentification rate is measured as a function of the $\tau_h$ decay modes and $p_T$. It is found to be around 35% with a mild dependence on the $p_T$ of the $\tau_h$ candidate. The variations with decay mode are up to the 20% level. It has been found in simulation studies [63] that the misidentification rate also depends on the flavor of the parton corresponding to the jet that is misidentified as a $\tau_h$. Since the jet flavor cannot be reliably determined in data, an additional 15% uncertainty in $f$ is included, based on the aforementioned simulation studies.

7 Systematic uncertainties

There are several sources of systematic uncertainty that are propagated to the prediction of the final signal and background yields. The most significant is the uncertainty in the modeling of the identification and isolation requirements (ID-iso) [58] of the $\tau_h$ candidates, estimated to be approximately 10% for all processes in 2016, and 20% in 2017. The other sources of uncertainty affecting all processes include the jet energy scale (JES) and jet energy resolution (JER), the $\tau_h$ energy scale, the effect of unclustered components in calculating $p_T^{\text{miss}}$, pileup reweighting, and the $b$ tagging efficiency. The simulation is reweighted to make its pileup distribution identical to that in data. The pileup in data depends on the measured total inelastic cross section [64], which is varied by $\pm 2.5\%$ to obtain the uncertainty in this correction.

Since the $t\bar{t}$ contribution in the SR is obtained by multiplying the simulated yield by a SF, defined as the ratio between the number of events in data and simulation, several uncertainties cancel to first order. As mentioned earlier, the difference between the $t\bar{t}$ SFs obtained in the $ee$ and $\mu\mu$ CRs, added in quadrature with the statistical uncertainty, is taken as the uncertainty in this method. The difference between the two definitions of the misidentification rate, as defined in Eq. (8), is taken to be the uncertainty in the misidentification rate, while the flavor dependence of the rate is accounted for by adding an additional 15% uncertainty.

The factorization ($\mu_F$) and renormalization ($\mu_R$) scales used in the simulation are varied up and down by a factor of two, avoiding the cases in which one is doubled and the other is halved. The SyStCalc package [65] has been used for this purpose. The resulting uncertainty is estimated to be less than 6% for both signal and background processes estimated from simulation. A 2.5% uncertainty in the measured integrated luminosity is used for 2016 [66], reducing to 2.3% for 2017 [67]. The uncertainty in the Z boson $p_T$ correction applied to DY+jets events is
taken to be equal to the deviation of the correction factor from unity. A normalization uncertainty of 15% is assigned to the production cross sections of the background processes that are evaluated directly from simulation [65–74].

Since the simulation of the detector for signal events is performed using FastSim, the signal yields are corrected to account for the differences in the $\tau_h$ identification efficiency with respect to the Geant4 simulation used for the backgrounds. The statistical uncertainty in this correction is propagated as its uncertainty. The FastSim package has a worse $p_T^{miss}$ resolution than the full Geant4 simulation, resulting in a potential artificial enhancement of the signal yields. To account for this, the signal yields are corrected, and the uncertainty in the resulting correction to the yield is estimated to be 5–10%.

The uncertainties in the signal and background from all sources are presented in Table 1. Upper and lower numbers correspond to the relative uncertainties due to the upward and downward variations of the respective source. These values are the weighted averages of the relative uncertainties in the different search bins with the weights being the yields in the respective bins. The tabulated sources of systematic uncertainties are modeled by log-normal distributions [75] in the likelihood function used for the statistical interpretation of the results, which is discussed in Section 8. These uncertainties are considered not to be correlated with each other, but correlated across the 15 search bins. In addition, the statistical uncertainties are also taken into account and are considered to be uncorrelated across the bins.

8 Results

We present the observed and expected yields in all 15 search bins in Table 2 along with their uncertainties. Figure 5 shows the observed data in all of the search bins, compared to the signal and background predictions.

As expected, the dominant contributions in the sensitive signal bins are from $t\bar{t}$ and misidentified $\tau_h$ backgrounds. In cases where the background prediction of a process in a given bin is negligible, the statistical uncertainty is modeled by a gamma distribution [75] in the likelihood function used for the statistical interpretation, and the Poissonian upper limit at 68% confidence level (CL) is shown as a positive uncertainty in the table. The number of events observed in data is found to be consistent with the SM background prediction.

The test statistic used for the interpretation of the result is the profile likelihood ratio $q_\mu = -2 \ln (L_\mu / L_{\text{max}})$, where $L_\mu$ is the maximum likelihood for a fixed signal strength $\mu$, and $L_{\text{max}}$ is the global maximum of the likelihood [75]. We set upper limits on signal production at 95% CL using a modified frequentist approach and the CLs criterion [76, 77], implemented through an asymptotic approximation of the test statistic [78]. In this calculation all the background and signal uncertainties are modeled as nuisance parameters and profiled in the maximum likelihood fit.

Final results are obtained by combining the yields from 2016 and 2017 data sets. The systematic uncertainties due to JES, factorization and renormalization scales, misidentification rate measurement, and FastSim $p_T^{miss}$ correction are taken as correlated, and the rest of the uncertainties are treated as uncorrelated between the two data sets. The results are presented as observed and expected exclusion limits in the top squark and LSP mass plane in Fig. 6. Top squark masses up to 1100 GeV are excluded for a nearly massless LSP, and LSP masses up to 450 GeV are excluded for a top squark mass of 900 GeV. The exclusion limits are not very sensitive to the choice of $x$ because of the complementary nature of the signal diagrams, as discussed in
Table 1: Relative systematic uncertainties from different sources in signal and background yields in the 2016 and 2017 analyses combined. These values are the weighted (by the yields in the respective bins) averages of the relative uncertainties in the different search regions. For the asymmetric uncertainties, the upper (lower) entry is the uncertainty due to the upward (downward) variation, which can be in the same direction as a result of taking the weighted average. The numbers in square brackets in the heading indicate the top squark and LSP masses in GeV, respectively.

<table>
<thead>
<tr>
<th>Uncertainty source</th>
<th>$x = 0.5$</th>
<th>$x = 0.5$</th>
<th>$x = 0.5$</th>
<th>$t\bar{t}$</th>
<th>DY+jets</th>
<th>Other SM</th>
<th>Misid. $\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[300,100]</td>
<td>[500,350]</td>
<td>[800,300]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal cross section</td>
<td>±6.7%</td>
<td>±7.5%</td>
<td>±9.5%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FASTSIM $p_T^{miss}$ resolution</td>
<td>±7.4%</td>
<td>±10%</td>
<td>±5.1%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_h$ FASTSIM/GEANT4</td>
<td>+4.4%</td>
<td>+3.7%</td>
<td>+7.9%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>JER</td>
<td>$-0.27%$</td>
<td>$-0.81%$</td>
<td>$&lt;0.1%$</td>
<td>—</td>
<td>+0.47%</td>
<td>-0.95%</td>
<td>—</td>
</tr>
<tr>
<td>JES</td>
<td>$+0.18%$</td>
<td>$&lt;0.1%$</td>
<td>$+0.1%$</td>
<td>—</td>
<td>+1.1%</td>
<td>+0.2%</td>
<td>—</td>
</tr>
<tr>
<td>$\mu_R$ and $\mu_F$ scales</td>
<td>$+0.6%$</td>
<td>$+1.9%$</td>
<td>$+0.31%$</td>
<td>—</td>
<td>+4.6%</td>
<td>+3.2%</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_h$ ID-iso</td>
<td>$+16%$</td>
<td>$+16%$</td>
<td>$+17%$</td>
<td>$+16%$</td>
<td>$+16%$</td>
<td>$+16%$</td>
<td>—</td>
</tr>
<tr>
<td>Pileup</td>
<td>$&lt;0.1%$</td>
<td>$+0.25%$</td>
<td>$-0.69%$</td>
<td>—</td>
<td>$-0.23%$</td>
<td>$-0.88%$</td>
<td>—</td>
</tr>
<tr>
<td>$p_T^{miss}$ unclustered energy</td>
<td>$-0.16%$</td>
<td>$+1%$</td>
<td>$&lt;0.1%$</td>
<td>—</td>
<td>$+7%$</td>
<td>$+1.3%$</td>
<td>—</td>
</tr>
<tr>
<td>Background normalization</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>±15%</td>
<td>±15%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Luminosity</td>
<td>±2.4%</td>
<td>±2.4%</td>
<td>±2.4%</td>
<td>—</td>
<td>±2.4%</td>
<td>±2.4%</td>
<td>—</td>
</tr>
<tr>
<td>b tagging</td>
<td>$+1.1%$</td>
<td>$+0.65%$</td>
<td>$+0.73%$</td>
<td>—</td>
<td>$+4.7%$</td>
<td>$+2.4%$</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_h$ energy scale</td>
<td>+2%</td>
<td>+2.3%</td>
<td>+1.1%</td>
<td>+1.5%</td>
<td>+1.2%</td>
<td>+0.7%</td>
<td>—</td>
</tr>
<tr>
<td>$t\bar{t}$ SF</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>±2.5%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$Z$ $p_T$ reweighting</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>$+9.1%$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_h$ misid. rate (parton flavour)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>+16%</td>
</tr>
<tr>
<td>$\tau_h$ misid. rate (LL → TL vs. TL → TT)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>+2.7%</td>
</tr>
<tr>
<td>$\tau_h$ misid. rate</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−2.5%</td>
</tr>
</tbody>
</table>
The dominant standard model backgrounds were found to originate from top quark pair production, likely to originate from the fragmentation of a b quark, and missing transverse momentum. The signature of top squark pair production in final states with two tau leptons has been explored in data collected with the CMS detector during 2016 and 2017, corresponding to integrated luminosities of 35.9 and 41.3 fb\(^{-1}\), respectively. The search was performed in the final state containing an oppositely charged hadronic tau lepton pair, at least one jet identified as likely to originate from the fragmentation of a b quark, and missing transverse momentum. The dominant standard model backgrounds were found to originate from top quark pair production.

### Table 2: Event yields along with statistical and systematic uncertainties in the 2016 and 2017 analyses combined, for different background sources and the total background in the 15 search bins, as defined in Fig. [3]. The uncertainties that are smaller than 0.05 are listed as 0.0. The number of events observed in data is also shown. The notation used is yield\( ^{\text{stat}}\) + yield\( ^{\text{syst}}\).

<table>
<thead>
<tr>
<th>SR</th>
<th>(t\bar{t})</th>
<th>DY+jets</th>
<th>Other SM</th>
<th>Misid. (\tau_h)</th>
<th>Total bkg.</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>170 (^{+8}_{-6})</td>
<td>98 (^{+10}_{-9})</td>
<td>23 (^{+2}_{-2})</td>
<td>150 (^{+21}_{-20})</td>
<td>441 (^{+25}_{-24})</td>
<td>417</td>
</tr>
<tr>
<td>2</td>
<td>200 (^{+8}_{-7})</td>
<td>154 (^{+11}_{-10})</td>
<td>29 (^{+3}_{-3})</td>
<td>94 (^{+19}_{-18})</td>
<td>477 (^{+23}_{-22})</td>
<td>559</td>
</tr>
<tr>
<td>3</td>
<td>20 (^{+3}_{-2})</td>
<td>20 (^{+3}_{-2})</td>
<td>5.1 (^{+0.8}_{-0.8})</td>
<td>12 (^{+6}_{-6})</td>
<td>57 (^{+7}_{-7})</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>19 (^{+3}_{-2})</td>
<td>41 (^{+1}_{-1})</td>
<td>3.8 (^{+0.8}_{-0.8})</td>
<td>3.2 (^{+3.5}_{-3.5})</td>
<td>30 (^{+5}_{-5})</td>
<td>28</td>
</tr>
<tr>
<td>5</td>
<td>8.9 (^{+16}_{-10})</td>
<td>5.0 (^{+1}_{-1})</td>
<td>1.6 (^{+0.4}_{-0.4})</td>
<td>3.8 (^{+3.2}_{-3.2})</td>
<td>15 (^{+6}_{-6})</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>51 (^{+4}_{-5})</td>
<td>36 (^{+1}_{-1})</td>
<td>7.8 (^{+1}_{-1})</td>
<td>78 (^{+14}_{-14})</td>
<td>173 (^{+15}_{-15})</td>
<td>169</td>
</tr>
<tr>
<td>7</td>
<td>46 (^{+4}_{-5})</td>
<td>14 (^{+4}_{-4})</td>
<td>5.2 (^{+0.8}_{-0.8})</td>
<td>48 (^{+11}_{-11})</td>
<td>113 (^{+12}_{-12})</td>
<td>133</td>
</tr>
<tr>
<td>8</td>
<td>4.4 (^{+1.3}_{-1.3})</td>
<td>4.3 (^{+1.5}_{-1.5})</td>
<td>1.4 (^{+0.4}_{-0.4})</td>
<td>9.0 (^{+3.2}_{-3.2})</td>
<td>19 (^{+4}_{-4})</td>
<td>23</td>
</tr>
<tr>
<td>9</td>
<td>3.7 (^{+1.1}_{-1.1})</td>
<td>0.0 (^{+3.5}_{-3.5})</td>
<td>0.7 (^{+0.3}_{-0.3})</td>
<td>4.6 (^{+1.7}_{-1.7})</td>
<td>9 (^{+0.4}_{-0.4})</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>1.0 (^{+0.6}_{-0.6})</td>
<td>0.0 (^{+3.5}_{-3.5})</td>
<td>0.5 (^{+0.2}_{-0.2})</td>
<td>3.2 (^{+1.4}_{-1.4})</td>
<td>47 (^{+3.8}_{-3.8})</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>6.8 (^{+1.6}_{-1.6})</td>
<td>2.4 (^{+1.5}_{-1.5})</td>
<td>1.4 (^{+0.4}_{-0.4})</td>
<td>16 (^{+6}_{-6})</td>
<td>27 (^{+6}_{-6})</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>2.9 (^{+1.0}_{-1.0})</td>
<td>8.3 (^{+2.5}_{-2.5})</td>
<td>2.1 (^{+0.3}_{-0.3})</td>
<td>11 (^{+6}_{-6})</td>
<td>24 (^{+7}_{-7})</td>
<td>41</td>
</tr>
<tr>
<td>13</td>
<td>0.7 (^{+0.9}_{-0.9})</td>
<td>2.2 (^{+0.9}_{-0.9})</td>
<td>0.7 (^{+0.2}_{-0.2})</td>
<td>3.5 (^{+2.1}_{-2.1})</td>
<td>7.1 (^{+2.4}_{-2.4})</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>0.5 (^{+0.5}_{-0.5})</td>
<td>0.0 (^{+3.5}_{-3.5})</td>
<td>0.6 (^{+0.2}_{-0.2})</td>
<td>0.0 (^{+1.8}_{-1.8})</td>
<td>1.1 (^{+4}_{-4})</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0.3 (^{+0.8}_{-0.3})</td>
<td>0.4 (^{+2.2}_{-0.4})</td>
<td>0.1 (^{+0.1}_{-0.1})</td>
<td>1.0 (^{+1.8}_{-1.8})</td>
<td>1.8 (^{+3}_{-3})</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>535 (^{+14}_{-14})</td>
<td>344 (^{+19}_{-17})</td>
<td>83 (^{+4}_{-4})</td>
<td>437 (^{+35}_{-35})</td>
<td>1400 (^{+43}_{-42})</td>
<td>1483</td>
</tr>
</tbody>
</table>

### Summary

The signature of top squark pair production in final states with two tau leptons has been explored in data collected with the CMS detector during 2016 and 2017, corresponding to integrated luminosities of 35.9 and 41.3 fb\(^{-1}\), respectively. The search was performed in the final state containing an oppositely charged hadronic tau lepton pair, at least one jet identified as likely to originate from the fragmentation of a b quark, and missing transverse momentum. The dominant standard model backgrounds were found to originate from top quark pair production.
Figure 5: Event yields in the 15 search bins as defined in Fig. 3. The yields for the background processes are stacked, and those for a few representative signal points corresponding to \( x = 0.5 \) and \([m_{\tilde{t}_1}, m_{\tilde{\chi}^0_1}] = [300, 100], [500, 350], \) and \([800, 300]\) GeV are overlaid. The lower panel indicates the ratio of the observed data to the background prediction in each bin. The shaded bands indicate the statistical and systematic uncertainties in the background, added in quadrature.
Figure 6: Exclusion limits at 95% CL for the pair production of top squarks decaying to a $\tau_h \tau_h$ final state, displayed in the $m_{\tilde{t}_1}-m_{\tilde{\chi}^0_1}$ plane for $x = 0.25$ (upper left), 0.5 (upper right) and 0.75 (lower), as described in Eq. (1). The color axis represents the observed limit in the cross section, while the black (red) lines represent the observed (expected) mass limits. The signal cross sections are evaluated using NNLO plus next-to-leading logarithmic (NLL) calculations. The solid lines represent the central values. The dashed red lines indicate the region containing 68% of the distribution of limits expected under the background-only hypothesis. The dashed black lines show the change in the observed limit due to variation of the signal cross sections within their theoretical uncertainties.
duction and processes where jets were misidentified as hadronic tau lepton decays. Control samples in data were used to estimate these backgrounds, while other backgrounds were estimated using simulation.

No significant excess was observed, and exclusion limits on the top squark mass in terms of the mass of the lightest neutralino were set at 95% confidence level within the framework of simplified models where the top squark decays via a chargino to final states including tau leptons. In such models, top squark masses are excluded up to 1100 GeV for an almost massless neutralino, and LSP masses up to 450 GeV are excluded for a top squark mass of 900 GeV. These results probe a region of the supersymmetric parameter space corresponding to high-tan $\beta$ and higgsino-like scenarios.
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