Origin of micron-scale propagation lengths of heat-carrying acoustic excitations in amorphous silicon
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Abstract

The heat-carrying acoustic excitations of amorphous silicon are of interest because their mean free paths may approach micron scales at room temperature. Despite extensive investigation, the origin of the weak acoustic damping in the heat-carrying frequencies remains a topic of debate. Here, we report measurements of the frequency-dependent mean free path in amorphous silicon thin films from $\sim 0.1 - 3$ THz and over temperatures from 60 - 315 K using picosecond acoustics and transient grating spectroscopy. The mean free paths are independent of temperature and exhibit a Rayleigh scattering trend from $\sim 0.3 - 3$ THz, below which the trend is characteristic of damping from density fluctuations or two-level systems. The observed trend is inconsistent with the predictions of numerical studies based on normal mode analysis but agrees with diverse measurements on other glasses. The micron-scale MFPs in amorphous Si arise from the absence of Akhiezer and two-level system damping in the sub-THz frequencies, leading to heat-carrying acoustic excitations with room-temperature damping comparable to that of other glasses at cryogenic temperatures.
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I. INTRODUCTION

The collective acoustic excitations of amorphous solids are of fundamental interest due to their anomalous properties compared to those of crystalline solids, including an excess heat capacity at cryogenic temperatures [1, 2] and damping by two-level systems [3–7]. The dispersion and damping of acoustic excitations responsible for heat transport have been extensively explored in many glasses using experimental methods such as inelastic scattering [8–13], tunnel junction spectroscopy [14], Brillouin scattering [15–17], and picosecond acoustics [18, 19], among others. These studies have generally found that excitations with well-defined frequency and wave vector are supported up to \( \sim 1 \text{ THz} \). In vitreous silica, a relative of amorphous silicon (aSi), the attenuation exhibits several different regimes, yielding different power-law frequency dependencies. For frequencies below \( \sim 600 \text{ GHz} \) the damping scales as \( \omega^{-2} \) corresponding to anharmonic damping and thermally activated two-level system relaxation. Between 600 GHz and 1 THz, a Rayleigh scattering trend of \( \omega^{-4} \) is observed, followed by a return to \( \omega^{-2} \) scaling [8]. At still higher frequencies, Kittel proposed that attenuation is independent of frequency if the wavelength is comparable to the interatomic length scale [20]. Considering these different regimes, the general trend of MFP versus frequency of acoustic excitations in glasses has been presented in Fig. 7 of Ref. [21] and Fig. 3 of Ref. [22], among others [23, 24].

Amorphous silicon is an anomalous glass for several reasons. First, at ultrasonic frequencies, attenuation by two-level systems is observed in vitreous silica but not in aSi, suggesting a low density of these systems in aSi [25, 26]. Second, thermal transport measurements indicate that the thermal conductivity of aSi can be higher than those of most glasses [27–30] and that heat-carrying acoustic excitations travel distances on the order of one micron at room temperature despite the atomic disorder [30–32]. This value is far larger than few nanometer value inferred for vitreous silica at room temperature [22, 23].

Experimentally resolving the attenuation coefficients by frequency in the sub-THz frequency band would help to understand the origin of these properties, but probing acoustic excitations in this regime is a long-standing experimental challenge. Amorphous silicon is synthesized in small volumes as a thin film of at most a few microns, precluding the use of high-resolution inelastic neutron scattering. Even if sufficient volumes were available, kinematic constraints complicate the measurement of the dispersion and broadening
of low energy excitations. While inelastic x-ray scattering has been successfully applied to study THz excitations in aSi [9], the energy resolution is not sufficient to resolve sub-THz excitations. Picosecond acoustics and Brillouin scattering are generally unable to access frequencies above $\sim 100$ GHz, while tunnel junction spectroscopy and cryogenic thermal conductivity measurements require films with thickness of several millimeters.

As a result, studies of the acoustic excitations in aSi have relied on numerical simulations based on normal mode analysis. Feldman and Allen classified the excitations in aSi as propagons, diffusons, and locons according to the qualities of the normal mode eigenvectors [33]. Fabian and Allen computed anharmonic decay rates of the normal modes of aSi, predicting that they should exhibit a clear temperature dependence [34]. Other molecular dynamics simulations based on normal mode analysis have predicted that the MFPs decrease as $\omega^{-2}$ with increasing frequency for excitations of a few THz frequency, leading to the conclusion that they are damped by anharmonicity [35, 36]. However, some of these predictions are not supported by experiment. For instance, the predicted temperature dependence of THz excitations in Ref. [34] is not observed experimentally using inelastic x-ray scattering [9]. In the hypersonic frequency band $\sim 100$ GHz, the measured values of attenuation are lower than those predicted by anharmonic damping [37].

An experimental approach to measure the damping of sub-THz phonons versus frequency and thereby resolve this discrepancy is needed. For solids like aSi with MFPs in the micron range, transient grating (TG) is a tabletop experimental method that is capable of measuring the MFP accumulation function, or the cumulative thermal conductivity distribution versus MFP [38–40]. The technique relies on observations of non-diffusive thermal transport to constrain this function; knowledge of the acoustic dispersion of the solid then provides the MFP versus frequency. In the case of amorphous silicon, the dispersion is known and isotropic [9, 41], simplifying the analysis further. Combined with picosecond acoustics and inelastic x-ray scattering for the low and high frequency limits of the attenuation coefficient, respectively, TG measurements could constrain the frequency dependence of the damping in the sub-THz frequency band and thus resolve the discrepancy.

Here, we report the measurement of the frequency-dependent MFPs of sub-THz acoustic excitations in a free-standing aSi thin film using this approach. The measured MFPs are independent of temperature and exhibit a Rayleigh-type scattering trend from $\sim 0.3 - 3$ THz, below which the trend is characteristic of damping by density fluctuations or two-
level systems. These trends are inconsistent with predictions from normal mode analysis but agree with the trends measured in other glasses. The distinguishing feature of aSi is the weak Akhiezer or two-level system damping of sub-THz vibrations, leading to acoustic attenuation in aSi at room temperature comparable to that of vitreous silica at $\sim 1$ K. The result is micron-scale propagation lengths of heat-carrying acoustic excitations at room temperature in aSi.

II. EXPERIMENT

We used TG to measure the thermal diffusivity of free-standing aSi thin films with variable grating period from $\sim 0.75 - 15.7 \mu$m. The sample is prepared by depositing aSi on a silicon nitride substrate using chemical vapor deposition as described in Ref. [9]. A free-standing membrane is prepared by dry-etching the handle wafer and the nitride, yielding a free-standing amorphous silicon membrane of $\sim 500$ nm thickness and $1 \text{ mm}^2$ cross-sectional area. A scanning electron microscope image of the sample is given in Fig. 1A.

The transient grating setup is identical to that described in Refs. [39, 40] and is illustrated schematically in Fig. 1A. Briefly, a pair of pump pulses (wavelength 515 nm, pulse duration $\approx 1$ ns, repetition rate 200 Hz, 520 $\mu$m $1/e^2$ diameter) is focused on the sample to create a spatially periodic heating profile with grating period ($L$) and wave vector ($q = 2\pi/L$) defined by the incident angle. A continuous wave laser beam (wavelength 532 nm, chopped at 3.2% duty cycle to minimize steady heating, 470 $\mu$m $1/e^2$ diameter) diffracts from the grating, monitoring its thermal relaxation. We employ a heterodyne detection method to increase the signal-to-noise ratio [42]. The optical powers were chosen to yield adequate signal-to-noise ratio while minimizing steady heating (see SI Sec. III for additional discussion).

III. RESULTS

We conducted TG measurements versus grating period at several temperatures and versus temperature at a fixed grating period of $L = 10.7 \mu$m. Figure 1B shows representative signal traces at $\sim 315$ K (additional data and fits are provided in SI Sec. II). The decay exhibits a single exponential profile with a time constant in the range of tens of nanoseconds to microseconds due to thermal transport. The thermal diffusivity is obtained by extracting
Figure 1. (A) Schematic of the TG experiment. Two pump laser pulses are interfered on the sample, impulsively creating a spatially periodic temperature rise. The probe beams diffract from the transient grating, monitoring the thermal relaxation. A scanning electron microscope image of the free-standing amorphous silicon membrane is shown. (B) Representative measured signals versus time and single exponential fits for aSi at 315 K for various grating periods. (C) Measured thermal conductivity versus temperature for \( L = 10.7 \mu m \). Literature data are \( 3\omega \) measurements on a 520 nm thick film (open squares, Ref. [44]), and thin film microcalorimetry measurements on a 278 nm thick film (open stars, Ref. [45]).

The time constant of the single exponential decay; the thermal conductivity is then computed using the measured heat capacity from Ref. [43]. The maximum grating period used is 15.7 \( \mu m \). Within the uncertainty of the measurement, the thermal diffusivity does not vary with grating period above 10.7 \( \mu m \), and so we take the value at 10.7 \( \mu m \) to be the bulk value. The thermal conductivity versus temperature for 10.7 \( \mu m \) is given in Fig. 1C along with literature measurements; each point represents the average of \( \sim 10^4 \) measurements taken at multiple locations on the membrane. Our measured values are generally in good agreement with prior reports.

The measured TG signal for a grating period of \( L = 754 \) nm is shown in Fig. 2A. The actual thermal decay is clearly slower than that expected based on the bulk thermal conductivity value, indicating the presence of acoustic excitations with MFPs comparable to the grating period. Measurements of the decay rate versus \( q^2 \) for all the grating periods at 80 K are given in Fig. 2B. The measured decay rate is close to that predicted by the
bulk thermal conductivity up to around $q^2 \sim 4.6 \mu m^{-2}$ ($L \sim 3 \mu m$), above which the decay rate becomes smaller. The maximum relative deviation in time constant is on the order of 50% as shown in Fig. 2C. Figure 2D shows the measured thermal conductivity versus grating period obtained from these time constants at two of the five temperatures considered in this study. As the grating period becomes comparable to some MFPs, the effective thermal conductivity varies with grating period. The grating period dependence

Figure 2. (A) Measured TG signal versus time (symbols) for grating period $L = 754$ nm, corresponding to $q^2 \sim 70 \mu m^{-2}$, along with the best fit (solid red line) and expected decay from diffusion theory (dashed black line). The actual signal decays slower than predicted, indicating a departure from diffusive thermal transport. (B) Inverse time constant versus $q^2$. The measured decay rates follow a linear trend of diffusive thermal transport for $q^2 < \sim 4.6 \mu m^{-2}$ ($L > \sim 3 \mu m$), above which a clear deviation is observed. (C) Relative difference $(t_{actual} - t_{bulk})/t_{bulk}$ in the thermal decay time constant versus the grating period. (D) Measured thermal conductivity versus grating period at 315 K and 60 K. The thermal conductivity exhibits a dependence on grating period, indicating the presence of heat-carrying acoustic excitations with MFPs comparable to the grating period.
of the thermal conductivity provides constraints on the frequency-dependence of the MFPs of sub-THz excitations. Following Ref. [46], the measured thermal conductivity $\kappa_i$ can be expressed as

$$\kappa_i = \sum_s \int_0^{\omega_{m,s}} S(x_{i,s}) \left[ \frac{1}{3} C_s(\omega) v_s \Lambda_s(\omega) \right] d\omega + \kappa_{IR} \quad (1)$$

where $s$ indexes the polarization, $q_i = 2\pi L_i^{-1}$, $x_{i,s} = q_i \Lambda_s(\omega)$, $S(x_{i,s})$ is the isotropic suppression function in Refs. [46, 47], $\omega_{m,s}$ is the cutoff frequency for collective acoustic excitations, and $\kappa_{IR}$ is the contribution from excitations above the Ioffe-Regel (IR) cutoff frequency. The Debye heat capacity $C_s$ is calculated from the group velocities $v_s$ which are known, isotropic, and independent of temperature [9, 41]. The first term of Eq. 1 is a Debye model for the thermal conductivity of an isotropic solid that includes the effect of non-diffusive thermal transport over a grating period.

The desired quantity is $\Lambda_s(\omega)$, or the MFP versus frequency for LA and TA polarizations. Additional measurements can be used to further constrain $\Lambda_s(\omega)$ before the TG measurements are used. First, the linewidths of LA excitations at frequencies above 3.7 THz are known from IXS measurements and are independent of temperature [9]. As the TA linewidths are not accessible with IXS, we use the values from MD simulations as they quantitatively agreed with the measurements for the LA branch. These values allow the thermal conductivity of collective excitations above $\sim 3.7$ THz to be obtained from Eq. 1; at room temperature this contribution is $\sim 0.5 \text{ Wm}^{-1}\text{K}^{-1}$.

Second, the attenuation lengths at hypersonic frequencies can be obtained from picosecond acoustics. The room temperature value is available from Ref. [37]. We performed additional measurements of the acoustic attenuation at temperatures from 30 - 300 K using this method as described in SI Sec. I. The values are on the order of 10 - 20 $\mu$m in this temperature range.

The lack of temperature dependence of the damping at both 100 GHz and $\sim 3$ THz suggests that the MFPs at intermediate frequencies should also be independent of temperature. This requirement, the PSA and IXS measurements, and the measured thermal conductivity versus grating period at the 5 temperatures in this study impose tight constraints on the frequency-dependence of the damping in the sub-THz frequencies. Figure 3A shows two candidate MFP profiles that satisfy these constraints for the LA and TA branches. Power law dependencies $\Lambda \sim \omega^{-n}$ are assumed and combined using Matthiessen’s rule. Profile 1
transitions from a constant value to \( n = 4 \) corresponding to Rayleigh scattering, while profile 2 transitions from constant to \( n = 4 \) at \( \sim 2 - 3 \) THz and then to \( n = 1 \) at \( \sim 200 - 300 \) GHz.

A representative plot of thermal conductivity versus grating period using Eq. 1 at 60 K is given in Fig. 3B. In this figure, \( \kappa_{IR} \) has been taken as a parameter to give the best fit for each profile. Profile 1 fails to reproduce the trend with grating period. An alternate profile that increases as \( n = 4 \) immediately at 3.7 THz yields a thermal conductivity that exceeds the experimental values at all temperatures (not shown). We find that only profiles consistent with profile 2 are able to explain the magnitude and grating period dependence of the thermal conductivity. Specifically, the MFPs must remain constant as frequency decreases and then increase rapidly as \( n = 4 \). To agree with the PSA data, the trend must then switch to \( n = 1 \) or \( n = 2 \). From the TG data, we are unable to determine this latter trend owing to the influence of boundary scattering in the 500 nm thick membrane. The specularity parameter required to produce MFPs on the order of microns with this membrane thickness is \( \sim 95\% \), a value that is consistent with prior studies of phonons in crystalline Si in this frequency band [48]. For concreteness, we choose \( n = 1 \) in the following analysis and neglect the influence of boundary scattering.

Given these constraints, the MFPs are characterized by two parameters: the transition frequencies from \( n = 4 \) to \( n = 1 \) for both acoustic polarizations, \( \omega_{m,L} \) and \( \omega_{m,T} \). The remaining unknown parameter is \( \kappa_{IR} \), which may depend on temperature. We identify the parameters that best explain the TG data by numerically optimizing \( \omega_{m,L} \), \( \omega_{m,T} \), and \( \kappa_{IR}(T) \) to best fit the experimental data. The resulting thermal conductivity versus grating period predicted by Eq. 1 with these parameters at each temperature is shown in Fig. 3, demonstrating good agreement at all temperatures. \( \kappa_{IR} \) versus temperature is given in SI Sec. IV and exhibits the same temperature dependence as the heat capacity, in agreement with the prediction of Allen-Feldman theory [49]. Further discussion of the choices of \( \omega_{m,L} \), \( \omega_{m,T} \), and \( \kappa_{IR} \) that are compatible with the data is given in SI Sec. V; the trend of MFP with frequency remains the same for all of these parameter sets.

### IV. DISCUSSION

The extracted MFPs versus frequency for LA and TA branches are shown in Fig. 4 along with prior measurements on vitreous silica. The trend for aSi agrees well with these and other
Figure 3. (A) Candidate MFP profiles versus frequency: $\omega^{-4}$, constant (profile 1: green dotted lines); $\omega^{-1}, \omega^{-4}$, constant (profile 2: green solid lines). Upper and lower curves indicate the LA and TA MFPs, respectively. Literature data are IXS (diamonds, Ref. [9]), PSA at 300 K (asterisks, Ref. [37]), and molecular dynamics (circles, Ref. [41]) (B) Predicted thermal conductivity versus grating period from each candidate profile along with the measured data at 60 K. Only profile 2 reproduces the trend of the measured thermal conductivity with grating period. Measured thermal conductivity versus grating period (symbols) and predicted value from optimized profile 2 (total, dashed yellow line; LA, dashed blue line; TA, dashed red line) for (C) 315 K, (D) 225 K (E) 150 K (F) 80 K. Good agreement is observed at all temperatures with MFPs that are independent of temperature.

measurements in that similar power-law dependencies are observed [8, 14, 16–19, 24, 50]. The $n = 4$ Rayleigh scattering trend for both glasses occurs in the $1 – 3$ THz range with a
transition to a weaker power law in the sub-THz frequencies. Thus qualitatively, acoustic damping in aSi is not so different from those of other glasses.

Figure 4. Mean free path versus frequency for thermal acoustic excitations in aSi at 300 K along with literature data for vitreous silica from inelastic x-ray scattering (diamonds, Ref. [8, 12]), picosecond acoustics (downward pointing triangles, Ref. [19]), Brillouin light scattering (left-pointing triangles, Ref. [16] and 6-pointed stars, Ref. [17]), tunnel junction spectroscopy (5-pointed stars, Ref. [14]), a multi-pulse optical technique (upward pointing triangles, Ref. [51]), and from transport measurements (dashed line, Ref. [23]).

However, comparing the attenuation between vitreous silica and aSi, differences also emerge. Comparing the LA MFPs at $\sim 1-2$ THz, the attenuation due to Rayleigh scattering is weaker in aSi by around a factor of 5, expected as aSi is a monatomic glass with less atomic disorder. Further, at room temperature the $n = 4$ trend yields to a $n \approx 1-2$ trend at $\sim 700$ GHz in vitreous silica while the same transition occurs at $\sim 300-400$ GHz in aSi. At cryogenic temperatures $\sim 1$ K for vitreous silica, the transition frequencies in both materials are comparable. This difference indicates weaker damping by mechanisms such as two-level systems or Akhiezer damping in amorphous Si and has an important consequence: excitations with MFPs in the micron range occur at frequencies of $\sim 200-1000$ GHz in aSi versus $\lesssim 100$ GHz in vitreous silica at room temperature owing to the steep $n = 4$ slope of Rayleigh scattering. The heat capacity of excitations in the former frequency range is
larger by a factor of \((\omega_{aSi}/\omega_{SiO2})^2 \sim 100\). The result is that in aSi, heat-carrying excitations at room temperature have micron-scale MFPs, while the MFPs of excitations in the same frequency band for vitreous silica are smaller by an order of magnitude. Excitations in vitreous silica with micron-scale MFPs have too low frequency to transport substantial heat at room temperature. Remarkably, the attenuation observed in aSi up to room temperature is of the same order as that measured in vitreous silica at 1 K, highlighting the unusually weak acoustic damping in aSi.

Our conclusions on the origin of damping of sub-THz excitations in aSi are consistent with these prior studies of other glasses, and the extracted \(\kappa_{IR}(T)\) for excitations above the IR frequency is compatible with Allen-Feldman theory. However, our results are not consistent with the conclusions of numerical studies of excitations below the IR frequency [34–36, 52, 53]. In these studies, the Hamiltonian for atoms in a supercell is diagonalized in the harmonic approximation to yield normal modes. The original studies of Allen and Feldman used these normal modes to classify excitations in glasses as propagons, diffusons, and locons depending on the properties of the eigenvectors [54]. The lifetimes of these modes are obtained using normal mode decomposition and molecular dynamics [55, 56]. With these approaches, these studies have generally concluded that damping in aSi varies as \(\omega^{-2}\) for frequencies around \(\sim 1–2\) THz and below. From this trend, the damping mechanism has been postulated to involve anharmonicity [35, 36] and to exhibit a temperature dependence [34].

We first address the classification of acoustic excitations. Various numerical [33–35] and experimental works [32] have noted a transition in the character of vibrations in aSi around \(\sim 1–2\) THz, leading to the introduction of “diffusons” as non-propagating yet delocalized vibrations in Refs. [33, 34]. In contrast, our work attributes this change to a frequency-dependent damping of collective acoustic excitations. The crossover from propagons and diffusons at \(\sim 1–2\) THz coincides with the transition from Rayleigh scattering to the Kittel regime in the present work and thus can be explained without the definition of a new type of vibration. The IR crossover for the transition from collective excitations to incoherent excitations, which occurs well above 1-2 THz in amorphous Si, is sufficient to describe the different characters of excitations in glasses.

The second inconsistency is the prediction by normal-mode analysis of the frequency-dependence \((n = 2)\) and anharmonic origin of damping in the few THz frequency range.
Specifically, the MFPs predicted from normal mode analysis are on the order of 20 nm at \( \sim 1 \) THz (smaller by factor of 5 compared to present value of \( \sim 100 \) nm) and vary as \( \omega^{-2} \) (see Fig. 4B of Ref. [35]), which cannot explain the measurements of the present work. Here, the inconsistency appears to arise from the implicit assumption of the normal mode decomposition that the heat-carrying excitations in glasses are the normal modes of the supercell. This assumption is not compatible with basic many-body physics and scattering theory, which instead gives the proper definition and lifetime of a collective excitation of a many-body system using the self-energy and the single-particle Green’s function [57]. Rather than normal modes, a physical picture of acoustic excitations of a glass that is compatible with this framework is that originally postulated by Kittel [20] in the continuum limit and later by Zeller and Pohl [23], in which a glass is imagined to consist of a fictitious atomic lattice along with perturbations representing the mass and force constant disorder in the actual glass. The undamped excitations of the fictitious atomic lattice acquire a lifetime owing to the disorder of the actual glass. The dispersion and lifetimes of these excitations can be measured experimentally using inelastic scattering, as has been performed for many glasses in the past decades [8–13]. In contrast, the lifetimes of normal modes do not appear to be experimentally accessible or physically meaningful as they are unable to explain the thermal conductivity measurements presented here.

V. SUMMARY

In summary, we have obtained measurements of the frequency-dependent MFPs of sub-THz acoustic excitations in amorphous silicon using picosecond acoustics and transient grating spectroscopy. The MFPs lack a temperature dependence and exhibit a trend characteristic of structural scattering by point defects and density fluctuations. This result is at variance with numerical studies based on normal mode analysis but is broadly consistent with prior studies of vitreous silica and other glasses. The micron-scale MFPs of heat-carrying excitations at room temperature are found to arise primarily from the weak anharmonic and two-level system damping of sub-THz excitations, leading to room temperature attenuation coefficients comparable to those of other glasses at cryogenic temperatures.
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I. PICOSECOND ACOUSTICS (PSA)

The attenuation coefficient of hypersonic waves in aSi films on sapphire substrates was measured using picosecond acoustics (PSA). The samples were prepared using the same method as in the main text except with a sapphire substrate (University wafer) and a variable deposition time to prepare three samples with different thicknesses: \( \sim 500 \) nm, \( \sim 1 \) \( \mu \)m, and \( \sim 4 \) \( \mu \)m. A 15 nm layer of Al is deposited afterwards by electron beam evaporation to serve as a transducer.

The optical system used for PSA is identical to that used in time domain thermoreflectance (TDTR). Briefly, a train of the pulses (repetition rate: 76 MHz, wavelength 785 nm) is split into pump \((1/e^2 \text{ diameter: } 13.7 \ \mu m, \text{ power: } \sim 10 \ \text{mW})\) and probe \((1/e^2 \text{ diameter: } 12.4 \ \mu m, \text{ power: } \sim 3 \ \text{mW})\) using a two-tint color method [1]. The pump is amplitude-modulated at 9.2 MHz and focused onto the sample. The pump absorption induces a thermal expansion of the Al transducer, thermoelastically launching a longitudinal strain pulse. A 15 nm Al film was chosen as a transducer to generate an acoustic of pulse around \( \sim 100 \pm 20 \) GHz that propagates through the aSi as in Ref. [2]. The strain pulse experiences multiple reflections between Al transducer and the sapphire substrate, producing changes in reflectance of the transducer film. Sapphire was chosen as a substrate to enhance the magnitude of the echo signals based on the acoustic mismatch model [2] (for sapphire, \( \rho = 3.98 \ g \ cm^{-3} \), \( v_{LA} \sim 11000 \ ms^{-1} \)) [3]. The resulting signal is detected using a lock-in amplifier.
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Figure S1. (A) (Left) Measured amplitude signal from ∼ 500 nm aSi versus delay time using picosecond
acoustics at 300 K. The thermal background signals have been removed. Echo 1 occurs at the Al transducer
after a round trip between the transducer and the substrate. The echo 2 is the attenuated signal from echo
1 after one more round trip. The thickness of the aSi film was determined from the time difference between
the echoes and the known LA sound velocity. (Right) Fast Fourier transform (FFT) magnitude of echo 1
and echo 2 at 300 K. The peak of the FFT for the first echo occurs at ∼ 100 GHz, indicating that 15 nm Al
transducer can generate acoustic waves with frequency ∼ 100 GHz as expected. Note the attenuation for
the 500 nm film is due to the reflection or interface loss at the boundary between the aSi and the sapphire.
Amplitude signal along with the corresponding magnitude of the Fourier transform measured at (B) 220 K,
(C) 150 K, (D) 80 K, (E) 50 K, and (F) 30 K.

The amplitude signal versus the delay time for ∼ 500 nm and ∼ 4 µm samples are plotted in
Figs. S1 and S2. The resultant magnitude of the signal after one (two) round trip(s) are shown as
ΔR_1(t) (ΔR_2(t)). Following Ref. [2], we analyze the data using Fourier analysis. First, we remove
the background signal in ΔR_1(t) and ΔR_2(t). Then, ΔR_2(t) is normalized by the maximum
magnitude of ΔR_1(t). Next, the signals are zero-padded to improve the frequency resolution of
the fast Fourier transform (FFT). Finally, the time domain signals are windowed using a Hann
Figure S2. (Left) Measured thermoreflectance signal from 4 µm sample versus delay time using picosecond acoustics at (A) 300 K, (B) 220 K, (C) 150 K, (D) 80 K, (E) 50 K, and (F) 30 K. The thermal background has been removed. (Right) Magnitude of Fourier transform of echo 1 and echo 2 at the same temperatures.

The resulting Fourier power spectra of each echo are plotted in Figs. S1 and S2. The peak of the FFT occurs at $\sim 100$ GHz, indicating that 15 nm Al transducer can generate acoustic wave with a frequency $\sim 100$ GHz as expected. Despite a slight frequency dependence described in Ref. [4], following Ref. [2, 4, 5], rather than treating each Fourier amplitude separately, we compare Fourier amplitude at 100 GHz in Fig. S3A. As in Ref. [2], we find that the ratio of the Fourier magnitude at 100 GHz for 500 nm thickness is close to what is predicted by acoustic mismatch model (AMM) between aSi and the sapphire, 

$$r = \frac{\rho_{\text{sapphire}} v_{\text{sapphire}} - \rho_{\text{aSi}} v_{\text{aSi}}}{\rho_{\text{sapphire}} v_{\text{sapphire}} + \rho_{\text{aSi}} v_{\text{aSi}}} = 0.42 = 2.4^{-1},$$

indicating that the loss for 500 nm thickness is dominated by transmission into the sapphire substrate.
Figure S3. (A) Ratio of the Fourier magnitude at 100 GHz measured at temperatures from 30 K to 300 K. The black dashed line indicates the predicted loss at the boundary between aSi and the sapphire from the AMM. Following Ref. [2], external losses were experimentally deduced from the ratio at ∼ 500 nm. Internal damping was obtained from the values at ∼ 4 µm using Eq. S1. The film thicknesses were obtained from the time difference between the echoes. The error bar indicates standard deviation determined from multiple measurements. (B) Attenuation coefficients versus temperature using the 500 nm data for reflection loss and ∼ 4 µm data for attenuation. (C) Mean free path versus temperature for the 100 GHz vibrations.

The attenuation coefficient for 100 GHz vibrations is obtained from

$$\alpha = \frac{1}{d} \ln \left( \frac{r \Delta R_1(\omega)}{\Delta R_2(\omega)} \right) \quad \text{(S1)}$$

where $d$ is the round trip distance, $r$ is the inverse of the value from 500 nm aSi in Fig. S3A, and $\Delta R_1(\omega)/\Delta R_2(\omega)$ is the value from the 4 µm thickness sample in Fig. S3A.

The calculated attenuation coefficient is shown in Fig. S3B. The measured coefficient is ∼ $10^2$ - $10^3$ cm$^{-1}$ with its maximum value at 300 K (987 ± 197 cm$^{-1}$). The measured value at room temperature is close to that reported from PSA in aSi (780 ± 160 cm$^{-1}$) [2] but substantially lower than that of vitreous silica (∼ 10000 cm$^{-1}$ at ∼ 100 GHz) [6]. The mean free path of 100 GHz vibrations versus temperature is shown in Fig. S3C. Our measured value is ∼ 10 − 20 µm from 30 K (∼ 17.5 ± 4 µm) to 300 K (∼ 10.5 ± 2.2 µm) with a weak temperature dependence.
II. RAW TRANSIENT GRATING DATA

Additional representative transient signals from TG are presented here. Shown are average heterodyne signals ($10^4$ averages) taken at a single location. Note that measured diffusivities in the main text were obtained by measuring multiple locations from which we determined the mean value and error bars.

Figure S4. Measured TG signal versus time from 60 K to 315 K at several grating periods.
III. SELF-HEATING AND OPTICAL POWER

In this section, we present an estimation of the steady and transient temperature rises that occurred during the experiment and justify the chosen optical powers. Care was taken to minimize the steady state and transient temperature rise of the sample while maintaining a signal magnitude of at least 300 - 400 µV.

A. Temperature dependent optical properties in aSi

Estimating the self-heating requires knowledge of the optical absorptance of the sample. We measured temperature-dependent reflectance and transmittance from which we estimated the absorptance of the amorphous silicon film. Table SI shows the measured values. Accounting for optical reflections at various optical elements, the absorptance is around 50 - 55% at the temperatures in this study. For simplicity we use 60% for the calculations below.

<table>
<thead>
<tr>
<th>Cryostat temperature (K)</th>
<th>Reflectance (%)</th>
<th>Transmittance (%)</th>
<th>Absorptance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>39</td>
<td>3</td>
<td>58</td>
</tr>
<tr>
<td>210</td>
<td>35</td>
<td>4</td>
<td>62</td>
</tr>
<tr>
<td>135</td>
<td>34</td>
<td>5</td>
<td>61</td>
</tr>
<tr>
<td>60</td>
<td>32</td>
<td>5</td>
<td>63</td>
</tr>
<tr>
<td>40</td>
<td>36</td>
<td>5</td>
<td>59</td>
</tr>
</tbody>
</table>

Table SI. Optical properties of aSi measured at various temperatures.
B. Steady heating

We estimate the steady heating due to the pump and probe pulses using a thermal resistor model in cylindrical coordinates. Consider the pump and probe beams as heat sources of radius \( r_{\text{pump}} \equiv r_1 \). The outer radius \( r_2 \approx 500 \, \mu\text{m} \) of the membrane is fixed at the cryostat temperature. The cylindrical conduction resistance is \( R = \ln(r_2/r_1)/(2\pi\kappa d) \) where \( \kappa \) is the bulk thermal conductivity of the membrane. The temperature rise is then

\[
\Delta T = P_{\text{abs,avg}} \frac{\ln(r_2/r_1)}{2\pi\kappa d}
\]

where \( P_{\text{abs,avg}} \) is the absorbed average power of the laser beam. The absorbed average power was calculated using \( P_{\text{abs,avg}} = \alpha P_{\text{inc,avg}} = \alpha P_{\text{peak}} D \) where \( P_{\text{inc,avg}} \) is the incident average power on the sample, \( P_{\text{peak}} \) is the peak power incident on the sample and \( D \) is the duty cycle of the laser beam (1 for pump and 0.032 for probe from a chopper wheel).

Table SII shows the estimated steady temperature rise where \( T_h \) is the cryostat temperature, \( \kappa \) is the thermal conductivity used for calculation, \( P_{\text{pu,inc,avg}} \) (\( E_{\text{pr,inc,avg}} \)) is the incident average power of the pump (probe) on the sample, \( \Delta T_{\text{pu}} \) (\( \Delta T_{\text{pr}} \)) is the steady temperature rise due to pump (probe), and \( \Delta T_{\text{total}} \) is the estimated total steady temperature rise of the sample, and \( T_{\text{calc}} \) is the estimated temperature of the sample.

<table>
<thead>
<tr>
<th>( T_h ) (K)</th>
<th>( \kappa ) (W m(^{-1}) K(^{-1}))</th>
<th>( P_{\text{pu,inc,avg}} ) (( \mu )W)</th>
<th>( P_{\text{pr,inc,avg}} ) (( \mu )W)</th>
<th>( \Delta T_{\text{pu}} ) (K)</th>
<th>( \Delta T_{\text{pr}} ) (K)</th>
<th>( \Delta T_{\text{total}} ) (K)</th>
<th>( T_{\text{calc}} ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1.5</td>
<td>41</td>
<td>134</td>
<td>3.4</td>
<td>11.2</td>
<td>14.6</td>
<td>( \sim 315 )</td>
</tr>
<tr>
<td>210</td>
<td>1</td>
<td>27</td>
<td>88</td>
<td>3.4</td>
<td>11.0</td>
<td>14.4</td>
<td>( \sim 225 )</td>
</tr>
<tr>
<td>135</td>
<td>0.85</td>
<td>48</td>
<td>71</td>
<td>7.0</td>
<td>10.5</td>
<td>17.5</td>
<td>( \sim 150 )</td>
</tr>
<tr>
<td>60</td>
<td>0.7</td>
<td>48</td>
<td>61</td>
<td>8.5</td>
<td>10.9</td>
<td>19.4</td>
<td>( \sim 80 )</td>
</tr>
<tr>
<td>40</td>
<td>0.55</td>
<td>44</td>
<td>46</td>
<td>10.1</td>
<td>10.5</td>
<td>20.6</td>
<td>( \sim 60 )</td>
</tr>
</tbody>
</table>
C. Transient heating

We estimate the impulsive temperature rise induced by the absorbed optical energy. The temperature rise $\Delta T$ can be estimated from

$$\Delta T = \frac{E_{\text{abs}}}{C_v V}$$  \hspace{1cm} (S3)

where $E_{\text{abs}}$ is absorbed laser energy, $V$ is the volume of the sample illuminated by the beam, and $C_v$ is the volumetric heat capacity [7]). The volume $V = \pi r^2 d$ where $d \approx 500$ nm is the estimated thickness of the film, and $r$ is the $1/e^2$ beam radius (pump: 260 $\mu$m, and probe: 235 $\mu$m).

The absorbed laser energy was calculated using $E_{\text{abs}} = \alpha E_{\text{inc}}$ where $\alpha$ is the measured absorptivity and $E_{\text{inc}}$ is the laser energy. The incident laser energy was obtained using $E_{\text{pu,inc}} = P_{\text{pu,inc}}/f$ for pump and $E_{\text{pr,inc}} = P_{\text{pr,inc}} t_{\text{chop}}$ for probe where $E_{\text{pu,inc}}$ ($E_{\text{pr,inc}}$) is the pump (probe) energy incident on the sample, $P_{\text{pu,inc}}$ ($P_{\text{pr,inc}}$) is the incident pump (peak probe) power, $f$ is the repetition rate of the pump (200 Hz), and the $t_{\text{chop}}$ is the time duration of the probe (160 $\mu$s).

Table SIII shows the estimated transient temperature rise where $T_{st}$ is the estimated temperature accounting for the steady temperature rise, $C_v$ is the heat capacity at $T = T_{st}$ in Ref. [7], $\Delta T_{pu}$ ($\Delta T_{pr}$) is the transient temperature rise due to pump (probe), and $\Delta T_{total}$ is the overall transient temperature rise of the sample.

<table>
<thead>
<tr>
<th>$T_{st}$ (K)</th>
<th>$C_v$ (Jcm$^{-3}$)</th>
<th>$E_{\text{pu,inc}}$ (µJ)</th>
<th>$E_{\text{pr,inc}}$ (µJ)</th>
<th>$\Delta T_{pu}$ (K)</th>
<th>$\Delta T_{pr}$ (K)</th>
<th>$\Delta T_{total}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>2.27</td>
<td>0.2</td>
<td>0.7</td>
<td>0.5</td>
<td>2.0</td>
<td>$\sim 3$</td>
</tr>
<tr>
<td>210</td>
<td>2</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td>1.5</td>
<td>$\sim 2$</td>
</tr>
<tr>
<td>135</td>
<td>1.5</td>
<td>0.2</td>
<td>0.4</td>
<td>0.9</td>
<td>1.6</td>
<td>$\sim 3$</td>
</tr>
<tr>
<td>60</td>
<td>0.73</td>
<td>0.2</td>
<td>0.3</td>
<td>1.9</td>
<td>2.9</td>
<td>$\sim 5$</td>
</tr>
<tr>
<td>40</td>
<td>0.52</td>
<td>0.2</td>
<td>0.2</td>
<td>2.4</td>
<td>3.1</td>
<td>$\sim 6$</td>
</tr>
</tbody>
</table>
IV. TEMPERATURE DEPENDENCE OF $\kappa_{IR}$

This section shows the temperature dependence of the thermal conductivity above the Ioffe-Regel crossover frequency ($\sim 10$ THz for LA and $\sim 5$ THz for TA)\[8\]. Figure S5A shows $\kappa_{IR}$ versus temperature for each profile along with the prediction from Allen-Feldman theory. The theoretical prediction was computed using the expression for mode diffusivity in Ref. [9] and the quantum-corrected specific heat. The temperature dependence of the measurements generally agrees with the theory although the theory slightly underestimates the actual values. Figure S5B shows $\kappa_{IR}$ normalized to its room temperature value along with the normalized heat capacity. The $\kappa_{IR}$ trend with temperature matches that of the heat capacity.

Figure S5. (A) Thermal conductivity ($\kappa_{IR}$) contributed by excitations above the IR frequency versus temperature for different MFP profiles discussed in the main text. The red dashed line is a prediction using harmonic approximation in disordered solid shown in Ref. [9, 10] for frequencies $\geq 10$ THz for LA and $\geq 5$ THz for TA. (B) The values in A normalized by their 315 K values along with the normalized heat capacity versus temperature (dashed blue line, Ref. [7]). The thermal conductivity ($\kappa_{IR}$) follows the temperature dependence of the heat capacity.
This section presents additional information regarding the values of the crossover frequencies and $\kappa_{IR}$ that are compatible with the data. The calculated relative differences between experiment $\kappa_{expt}$ and the calculation $\kappa_{calc}$ at 60 K using different $\kappa_{IR}$ values $\kappa_{IR} = 0 - 0.2 \text{ Wm}^{-1}\text{K}^{-1}$ are shown in the left of Fig. S6. Blue regions in the left of Fig. S6 A - E indicate the cutoff frequencies that minimize the relative difference. We find that the optimized frequencies are in the range of 2-3 THz for LA and 1-2 THz for TA for all cases. As shown in the center column of Fig. S6 A - E, $\kappa_{calc}$ at 60 K agrees with $\kappa_{expt}$ for $\kappa_{IR} \leq 0.2 \text{ Wm}^{-1}\text{K}^{-1}$ above which the trend of $\kappa_{calc}$ starts to deviate from that of $\kappa_{expt}$. The right column of Fig. S6 shows optimized $\kappa_{IR}$ for 80 - 315 K using the optimized frequenies. The cutoff frequencies in the main text were selected to yield the overall best fit of thermal conductivity versus grating period at all temperatures. Therefore, although different choices for cutoff frequency and $\kappa_{IR}$ are possible, the frequency-dependence of the MFPs remains unchanged. A steep slope ($n = 4$) in the sub-THz frequencies is necessary to explain to observed grating dependence of thermal conductivity.
Figure S6. (Left) Calculated relative differences at 60 K for (A) $\kappa_{IR} = 0 \text{ W m}^{-1}\text{K}^{-1}$, (B) $\kappa_{IR} = 0.03 \text{ W m}^{-1}\text{K}^{-1}$, (C) $\kappa_{IR} = 0.06 \text{ W m}^{-1}\text{K}^{-1}$, (D) $\kappa_{IR} = 0.1 \text{ W m}^{-1}\text{K}^{-1}$, (E) $\kappa_{IR} = 0.2 \text{ W m}^{-1}\text{K}^{-1}$. The blue area indicates the range of optimized LA / TA crossover frequency which minimize the relative difference. (Center) Calculated thermal conductivity versus grating period ($\kappa_{calc}$) using optimized crossover frequencies and experiments at 60 K. As the $\kappa_{IR}$ increases, the slope of the $\kappa_{calc}$ becomes less steep. (Right) Optimized $\kappa_{IR}$ at higher temperatures using optimized crossover frequency determined from minimum relative difference at 60 K.


