Probing Cosmic Reionization and Molecular Gas Growth with TIME
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ABSTRACT

Line intensity mapping (LIM) provides a unique and powerful means to probe cosmic structures by measuring the aggregate line emission from all galaxies across redshift. The method is complementary to conventional galaxy redshift surveys that are object-based and demand exquisite point-source sensitivity. The Tomographic Ionized-carbon Mapping Experiment (TIME) will measure the star formation rate (SFR) during cosmic reionization by observing the redshifted [C II] 158 μm line (6 ≲ z ≲ 9) in the LIM regime. TIME will simultaneously study the abundance of molecular gas during the era of peak star formation by observing the rotational CO lines emitted by galaxies at 0.5 ≲ z ≲ 2. We present the modeling framework that predicts the constraining power of TIME on a number of observables, including the line luminosity function, and the auto- and cross-correlation power spectra, including synergies with external galaxy tracers. Based on an optimized survey strategy and fiducial model parameters informed by existing observations, we forecast constraints on physical quantities relevant to reionization and galaxy evolution, such as the escape fraction of ionizing photons during reionization, the faint-end slope of the galaxy luminosity function at high redshift, and the cosmic molecular gas density at cosmic noon. We discuss how these constraints can advance our understanding of cosmological galaxy evolution at the two distinct cosmic epochs for TIME, starting in 2021, and how they could be improved in future phases of the experiment.
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1. INTRODUCTION

Marked by the emergence of a substantial hydrogen-ionizing background sourced by the first generations of galaxies, the epoch of reionization (EoR) at 6 ≲ z ≲ 10 represents a mysterious chapter in the history of the universe (Barkana & Loeb 2001; Loeb & Furlanetto 2013; Stark 2016). How the formation and evolution of the first, star-forming galaxies explains the history of reionization is a key question to be addressed. The answer lies in the cosmic star formation history (SFH) required to complete reionization by z ∼ 6, from which the net production and escaping of ionizing photons can be inferred. The study of the SFH also involves understanding how efficiently generations of stars formed out of the cold molecular gas supply regulated by feedback processes (Bromm & Yoshida 2011; Carilli & Walter 2013). A census of the molecular gas content across cosmic time offers a different perspective on the redshift evolution of cosmic star formation and is amenable to study.

gsun@astro.caltech.edu
at later times, including the pronounced peak (sometimes dubbed as the “cosmic noon”) at $1 \lesssim z \lesssim 3$.

Over the past decades, our understanding of the EoR has deepened from advances in the observational frontier of galaxies in the early universe. Dedicated surveys of high-redshift galaxies using the *Hubble Space Telescope* (HST) have measured a large sample of galaxies out to redshift as high as $z \sim 8$ (Bouwens et al. 2015b; Finkelstein et al. 2015), which with the help of gravitational lensing has allowed the rest-frame ultraviolet (UV) galaxy luminosity function (LF) to be accurately constrained to a limiting magnitude of $M^\text{AB}_{\text{UV}} \gtrsim -15$ (Atek et al. 2015; Bouwens et al. 2017; Yue et al. 2018). It is expected that, by the advent of the *James Webb Space Telescope* (JWST), not only the currently limited sample size of $9 \lesssim z \lesssim 12$ galaxies and candidates (Ellis et al. 2013; Oesch et al. 2014, 2016, 2018), but also constraints on the faint-end slope evolution of the UV luminosity function, will be considerably enhanced (Mason et al. 2015; Yung et al. 2019). Combined with the Thomson scattering optical depth $\tau_{\text{qs}} = 0.055 \pm 0.009$ inferred from the CMB temperature and polarization power spectra by Planck Collaboration et al. (2016b), the SFH based on a plausible faint-end extrapolation of the luminosity function suggests that the global reionization history could be explained by the “known” high-$z$ galaxy population. If the average escape fraction of their ionizing photons into the intergalactic medium (IGM) is in the range of 10–20% (e.g., Robertson et al. 2015; Bouwens et al. 2015a; Mason et al. 2015; Sun & Furlanetto 2016; Madau 2017; Naidu et al. 2020), there will be no need to invoke additional ionizing sources such as Population III stars and quasars. Nevertheless, the uncertainty associated with such an extrapolation indicates a fundamental limitation of surveys of individual objects—sources so faint compared with the instrument sensitivity, such as dwarf galaxies, are entirely missed by galaxy surveys, even though a significant fraction, if not the majority, of the ionizing photons are contributed by them (Wise et al. 2014, Trebitsch et al. 2018; but see also Naidu et al. 2020).

On the other hand, despite being subject to different sources of systematics (e.g., dust attenuation, source confusion, etc.), surveys at optical to far-infrared (FIR) wavelengths have revealed a general picture of the cosmic evolution of the star formation rate density (SFRD, e.g., Cucciati et al. 2012; Gruppioni et al. 2013; Bourne et al. 2017) and the stellar mass density (SMD, e.g., Hopkins & Beacom 2006; Pérez-González et al. 2008; Muzzin et al. 2013). Since the onset of galaxy formation at $z \gtrsim 10$, the star formation in galaxies first increased steadily with redshift as a result of continuous accretion of gas and mergers. The SFRD then reached a peak at redshift $z \sim 2$ and declined by roughly a factor of 10 towards $z = 0$. Changes in the supply of cold molecular gas as the fuel of star formation may be responsible for the decline in the cosmic star formation at $z \lesssim 2$. The coevolution of the cosmic molecular gas density and the SFRD is therefore of significant interest (Popping et al. 2014; Decarli et al. 2016). Unfortunately, the faintness of cold ISM tracers, such as rotational lines of carbon monoxide (CO), has restricted observations to only the more luminous galaxies (Tacconi et al. 2013; Decarli et al. 2016; Riechers et al. 2019; Decarli et al. 2020). A census of the bulk molecular gas, however, requires a complete CO survey down to the very faint end of the line luminosity function (see e.g., Uzgil et al. 2019).

As an alternative method complementary to sensitivity-limited surveys of point sources, line intensity mapping (LIM) measures statistically the aggregate line emission from the entire galaxy population (Visbal & Loeb 2010), including those at the very faint end of the luminosity distribution that are difficult to detect individually. First pioneered in the deep survey of HI 21cm line at $z \sim 1$ to probe the baryon acoustic oscillation (BAO) peak as a cosmological standard ruler (Chang et al. 2008, 2010), LIM provides an economical way to survey large-scale structure (LSS) without detecting individual line emitters. Over the past decade, LIM has received increasing attention in a variety of topics in astrophysics and cosmology (see the recent review by Kovetz et al. 2017, and references therein).

In addition to the 21cm line, a number of other emission lines have also been proposed as tracers for different phases of the ISM and the IGM, including $\text{Ly~}α$, $\text{H}α$, [C II], CO, and so forth. Among these lines, [C II] is particularly interesting for constraining the global SFH. Thanks to the abundance of carbon, its low ionization potential (11.3 eV), and the modest equivalent temperature of fine-structure splitting (91 K), the $157.7 \mu m \, ^2P_{3/2} \rightarrow ^2P_{1/2}$ transition of [C II] is the major coolant of neutral ISM and can comprise up to 1% of the total FIR luminosity of galaxies. As illustrated in Figure 1, a tight, nearly redshift-independent correlation between [C II] line luminosity and the SFR has been identified in both nearby galaxies (e.g., De Looze et al. 2011, 2014; Herrera-Camus et al. 2015) and distant galaxies at redshift up to $z \sim 5$ as revealed by deep ALMA observations (e.g., Capak et al. 2015; Matthee et al. 2019; Schaerer et al. 2020), which makes [C II] a promising SFR tracer. Even though some observations (Willott et al. 2015; Bradač et al. 2017) and semi-analytical models (Lagache et al. 2018) suggest a larger scatter in $L_{\text{C II}}$–SFR relation at high redshifts, the general reliability of using [C II] to trace star formation has motivated a number of LIM experiments targeting at the redshifted [C II] signal from the EoR, including TIME (Crites et al. 2014), CONCERTO (CarbON C II line in post-reionization and ReionizaTiOn epoch; Concerto Collaboration et al. 2020), the Cerro Chajnantor Atacama Telescope-prime (CCAT-prime; Stacey et al. 2018), and the Deep Spectroscopic High-redshift Mapper.
(DESHIMA; Endo et al. 2019). Meanwhile, on large scales
[C II] intensity maps complement surveys of the 21cm line
tracing the neutral IGM. The [C II]–21cm cross-correlation
provides a promising means to overcome foregrounds of
21cm data and to measure the size evolution of ionized bub-
bles during reionization (e.g., Gong et al. 2012; Dumitru et al.
2019).

Figure 1. The observed correlation between [C II] luminosity and
the total SFR (UV + IR) of galaxies in local universe and $z \gtrsim 5$.
Measurements from the ALPINE survey are shown by the hexagons
for sources with dust continuum detection (Béthermin et al. 2020).
Additional $z \gtrsim 5$ data shown by the squares and diamonds are com-
plied by Matthee et al. (2019). The solid line represents the best-fit
relation to local, H II/starburst galaxies from De Looze et al. (2014),
which has a scatter of about 0.3 dex as indicated by the dotted lines.
Both the fitting relation and data points are homogenized to be con-
istent with the same Salpeter IMF assumed throughout this paper.

TIME is a wide-bandwidth, imaging spectrometer array
(Crites et al. 2014; Hunacek et al. 2016, 2018) designed
for simultaneously (1) conducting the first tomographic mea-
surement of [C II] intensity fluctuations during the EoR, and
(2) investigating the molecular gas growth at cosmic noon by
measuring the intensity fluctuations of rotational CO lines,
which also present a source of foreground contamination
(Lidz & Taylor 2016; Cheng et al. 2016; Sun et al. 2018;
Cheng et al. 2020). TIME will operate at the ALMA 12-m
Prototype Antenna (APA) at the Arizona Radio Observatory
(ARO) in Kitt Peak, Arizona, for 1000 hours of winter ob-
serving time, starting in 2021. Meanwhile, the instrument
may observe from the Leighton Chajnantor Telescope (LCT)
in Chile in the future, enabling a significantly longer observ-
ing time and lower loading (we refer to this case as TIME-
EXT). In this paper, we will describe in detail the modeling
framework that allows us to demonstrate the science cases
and forecast parameter constraints for the two important cos-
mic epochs.

The remainder of this paper is structured as follows. In
Section 2, we first provide an overview of the types of mea-
surements TIME (and TIME-EXT) performs, together with
the corresponding observables. In Section 3, we describe
the modeling framework for the various signals TIME will
observe, which provide physical constraints on the galaxy
evolution during reionization and the molecular gas growth
history near cosmic noon. We then describe the survey stra-
technique of TIME in Section 4. In Section 5 we present the pre-
predicted sensitivities to different observables as well as TIME’s
constraining power on various physical quantities. We elab-
orate the issue of foreground contamination and our mitiga-
tion strategies in Section 6. We discuss the implications and
limitations of TIME(-EXT) measurements, and briefly de-
scribe the scientific opportunities for a next-generation ex-
deriment, TIME-NG, in synergy with other EoR probes in
Section 7, before summarizing our main conclusions in Sec-
ction 8. Throughout the paper, we assume cosmological pa-
rameters consistent with recent measurements by Planck Col-
laboration XIII (Planck Collaboration et al. 2016a).

2. OBSERVABLES FOR TIME

2.1. Observables Internal to TIME Datasets

The primary goal of TIME is to constrain the star forma-
tion history during the EoR by measuring the spatial fluctua-
tions of [C II] line intensity. In particular, we will extract
physical information of interest from the two-point statisti-
cs of the [C II] intensity field, namely its auto-correlation
power spectrum $P_{\text{CII}}(k)$, which can be directly measured from
TIME’s three-dimensional data cube. Combining $P_{\text{CII}}(k)$
measured by TIME with other observations such as the CMB
optical depth, we are able to constrain the global history of
reionization.

TIME will also measure the CO and [C I] emission from
galaxy populations from intermediate redshifts ($0.5 \lesssim z \lesssim 2$).
These signals are strong and will be interlopers from the
 standpoint of the extraction of the [C II] signal, but they are
interesting in their own right as a constraint on the evolving
molecular gas content in galaxies. Without relying on ex-
ternal data, we can distinguish these foreground lines from
the [C II] signal by cross-correlating pairs of TIME bands
that correspond to frequencies of two lines emitted from the
same redshift (and thus tracing the same underlying LSS). In
this case, [C II] emission only contributes to the uncertainty
rather than the signal of the cross-correlation power spectra
(see Section 4.2).

2.2. Observables Requiring Ancillary Data

In addition to observables that can be directly measured
from TIME datasets, we also consider joint analysis with
ancillary data, in particular cross-correlations with external
tracers of LSS at both low and high redshifts. Based on sur-
veys of available LSS tracers, we investigate the prospects for
(1) measuring the angular correlation function, $\omega_{\text{CII} \times \text{LAE}}$,
between [C\textsc{ii}] intensity and Ly\alpha emitters (LAEs) identified from narrowband data at $z \sim 6$, and (2) measuring the cross-power spectra, $P_{\text{CO}\times\text{gal}}$, between foreground CO lines and near-IR selected galaxies at the same redshifts. These cross-correlation analyses will not only help us better distinguish the low-$z$ and high-$z$ signals, but also shed light onto physical conditions of the overlapping galaxy population traced by these emission lines.

3. MODELS

3.1. Tracers of Large-Scale Structure

Our modeling framework of LSS tracers captures the two major line signals TIME will directly measure, namely the target [C\textsc{ii}] line from the EoR and foreground CO lines from cosmic noon. It also predicts the statistics of high-redshift Ly\alpha emitters (LAEs), whose spatial distribution can be cross-correlated with [C\textsc{ii}] intensity maps to serve as an independent validation of the auto-correlation analysis, which is subject to more complicated foreground contamination. Because observational constraints on the mean emissivity of [C\textsc{ii}]/CO emitters and their luminosity distributions are still limited, we adopt a phenomenological approach by connecting the [C\textsc{ii}] and CO line intensities to the observed cosmic infrared background (CIB) and UV LFs, respectively, such that the model can be readily constrained by existing measurements while being flexible enough to explore the possible deviations from the fiducial case. Table 1 lists the emission lines observable to TIME, including their rest-frame wavelengths, mean intensities, together with their observable redshift and scale ranges.

3.1.1. Carbon Monoxide and Neutral Carbon Near Cosmic Noon

As summarized in Table 1, several low-redshift foreground emission lines are brighter than the EoR [C\textsc{ii}] line, and can be blended with the [C\textsc{ii}] signal in an auto-correlation analysis. On the contrary, in-band cross-correlations measure (the product of) two line intensities tracing the same LSS distribution at a given redshift. Because low-$J$ CO line ratios are well known and CO correlates with molecular hydrogen, these population-averaged line strengths provide valuable insights into physical conditions of molecular gas clouds from which they originate.

To model the emission lines near cosmic noon, we first take a CIB model of the infrared luminosity of galaxies as a function of their host halo mass and redshift. In short, we fit a halo model (Cooray & Sheth 2002) that describes the clustering of galaxies, whose SEDs are assumed to resemble a modified black-body spectrum, to the CIB anisotropy observed in different FIR bands. Given that it is a well-established model whose variations have been applied to numerous studies of the CIB (e.g., Shang et al. 2012; Wu & Doré 2017a,b), the CMB (e.g., Desjacques et al. 2015; Shirasaki 2019), and line intensity mapping (e.g., Cheng et al. 2016; Serra et al. 2016; Pullen et al. 2018; Switzer et al. 2019; Sun et al. 2019), we refrain from going into further details about the CIB model and refer interested readers to the aforementioned papers for more information. In this work, we adopt the CIB model described in Wu & Doré (2017b) and Sun et al. (2019).

Combining the total infrared luminosities derived from the CIB model and its correlation with the CO luminosity, we can express the CO luminosity as

$$\log \left[ \frac{L_{\text{CO}(J-1)}}{K\text{km} \text{s}^{-1} \text{pc}^2} \right] = \alpha^{-1} \left[ \log \left( \frac{L_{\text{IR}}}{L_\odot} \right) - \beta \right] + \log r_J, \quad (1)$$

where we adopt $\alpha = 1.27$ and $\beta = -1.00$ as fiducial values for CO(1-0) transition (Kamenetzky et al. 2016). Provided that the slope $\alpha$ does not evolve strongly with increasing $J$ (e.g., Carilli & Walter 2013; Kamenetzky et al. 2016; but see also Greve et al. 2014), higher $J$ transitions can be described by a fixed scaling factor $r_J$, whose values are determined from a recent study by Kamenetzky et al. (2016) about the CO spectral line energy distributions (SLEDs; also known as the CO rotational ladder) based on Herschel/SPIRE observations. Specifically, for the excitation of CO we take $r_3 = 0.73$, $r_4 = 0.57$, $r_5 = 0.32$, $r_6 = 0.19$, and terminate the $J$ ladder at $r_7 = 0.1$ as the contribution from higher $J$ becomes negligible. For simplicity, our model ignores the variation of the CO SLEDs among individual galaxies, which needs to be investigated in future work. Even though ratios of adjacent CO lines do not vary as much as the full CO rotational ladder, the diverse SLEDs observed (especially at higher $J$) will affect power spectral measurements and introduce additional systematics in the inference of molecular gas content from mid- or high-$J$ CO observations (Carilli & Walter 2013; Narayanan & Krumholz 2014; Mashian et al. 2015a,b). As a compromise, we include a log-normal scatter, $\sigma_{\text{CO}}$, to describe the level of dispersion in the strengths of all CO lines independent of $J$. As discussed in Narayanan & Krumholz (2014) and Mashian et al. (2015a), such a common scatter in the CO excitation ladder might be attributed to the stochasticity in global modes of star formation, which can be characterized by the SFR surface density of galaxies. The CO luminosity can be converted from $L'_{\text{CO}}$ (in $K\text{km} \text{s}^{-1} \text{pc}^2$) to $L_{\text{CO}}$ (in $L_\odot$) by

$$L_{\text{CO}(J-1)} = 3.2 \times 10^{-11} \left[ \frac{P_{\text{CO}(J-1)}}{\text{GHz}} \right]^3 L'_{\text{CO}(J-1)} \quad (2)$$

The fluctuations of CO emission can be written as the sum of a clustering term proportional to the power spectrum $P_{\delta \delta}$ of the underlying dark matter density fluctuations, and a scale-independent shot-noise term, $^1$

$$P_{\text{CO}}(k,z) = \delta_{\text{CO}}^2(z) \delta_{\text{CO}}^2(z) P_{\delta \delta}(k,z) + P_{\text{CO}_{\text{shot}}}(z). \quad (3)$$

$^1$ For clarity, J is dropped in the expressions of CO power spectrum.
The mean CO intensity is defined as

\[ \bar{I}_{\text{CO}}(z) = \int \frac{dM}{dM} \frac{L_{\text{CO}}}{4\pi D_L^2} y(z)D_A^2, \quad (4) \]

where the integration has a lower bound of \(10^{10} M_\odot\), below which the contribution to the total CO line intensity is expected to be negligible according to the CIB model. \(dM/dM\) is the dark matter halo mass function (HMF), which is defined for the virial mass \(M_{\text{vir}}\) following Tinker et al. (2008) throughout this work. \(D_L\) and \(D_A\) are the luminosity and angular diameter distances, respectively, and \(y(z) = d\lambda/\lambda = \lambda_\text{ef}(1+z)^2/H(z)\) maps the frequency into the line-of-sight (LOS) distance, where \(\lambda_\text{ef}\) is the rest-frame wavelength of the emission line. \(\delta_{\text{CO}}(z)\) denotes the luminosity-averaged bias factor of CO as a tracer of the underlying dark matter density field. The shot-noise term is defined as

\[ \sigma_{\text{shot}}^2(z) = \int dM \frac{dn}{dM} \left( \frac{L_{\text{CO}}[L_{\text{IR}}(M,z)]}{4\pi D_L^2} y(z)D_A^2 \right)^2. \quad (5) \]

Figure 2. A comparison of the CO(1-0) auto-correlation power spectra predicted by our fiducial model with results in the literature. The COPSS II experiment (Keating et al. 2016) reported a marginal detection of CO shot-noise power spectrum at \(z = 3\) from a refined analysis by Keating et al. (2020). Also shown is the independently measured shot-noise power at \(z = 3\) from mmIME (Keating et al. 2020). Padmanabhan (2018) fits an empirical model to a compilation of observational constraints on CO line emissivities at different redshifts. The solid and dashed curves represent the power spectra with and without including a 0.3 dex lognormal scatter in the \(L_{\text{CO}}-L_{\text{IR}}\) relation, respectively.

Table 1. Emission lines observable to TIME

<table>
<thead>
<tr>
<th>Line</th>
<th>Wavelength, (\lambda_\text{ef}) ((\mu)m)</th>
<th>Observable (z) range</th>
<th>Intensity, (\bar{I}_{\text{250GHz}}) (Jy/sr)</th>
<th>((K_{1,\text{min}}, K_{1,\text{max}})) ((h/\text{Mpc}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>[C\text{II}]</td>
<td>158</td>
<td>(5.29, 8.51)</td>
<td>384</td>
<td>(0.061, 5.471)</td>
</tr>
<tr>
<td>[C\text{I}]</td>
<td>609</td>
<td>(0.63, 1.46)</td>
<td>198</td>
<td>(0.186, 16.78)</td>
</tr>
<tr>
<td>CO(3–2)</td>
<td>867</td>
<td>(0.15, 0.73)</td>
<td>234</td>
<td>(0.535, 48.11)</td>
</tr>
<tr>
<td>CO(4–3)</td>
<td>650</td>
<td>(0.53, 1.31)</td>
<td>510</td>
<td>(0.212, 19.12)</td>
</tr>
<tr>
<td>CO(5–4)</td>
<td>520</td>
<td>(0.91, 1.88)</td>
<td>544</td>
<td>(0.144, 13.00)</td>
</tr>
<tr>
<td>CO(6–5)</td>
<td>434</td>
<td>(1.29, 2.46)</td>
<td>482</td>
<td>(0.115, 10.38)</td>
</tr>
<tr>
<td>CO(7–6)</td>
<td>372</td>
<td>(1.67, 3.04)</td>
<td>320</td>
<td>(0.099, 8.928)</td>
</tr>
</tbody>
</table>

For simplicity, we neglect effects on the intensity fluctuations due to sub-halo structures such as satellite galaxies, which could be non-trivial at the redshifts from which CO lines are emitted. Nonetheless, a halo occupation distribution (HOD) formalism can be readily introduced in order to take into account such effects (Serra et al. 2016; Sun et al. 2019). We also note that the presence of the scatter \(\sigma_{\text{CO}}\) in \(L_{\text{CO}}\) for a given \(L_{\text{IR}}\) affects the clustering and shot-noise components differently. To account for such an effect, we adopt the same scaling factors as presented in Sun et al. (2019) to rescale the two components and obtain the correct form of power spectrum in the presence of scatter. Figure 2 shows how our model predictions with and without including \(\sigma_{\text{CO}}\) compare to the constraints on CO(1-0) power spectrum at \(z \approx 1\) derived from a compilation of observations by Padmanabhan (2018). Also shown in blue is a comparison between our model prediction and the 68% confidence intervals on CO(1-0) shot-noise power at \(z \approx 3\) from a revised analysis of COPSS II (Keating et al. 2016) data, as well as a recent, independent measurement from the Millimeter-wave Intensity Mapping Experiment (mmIME) at 100 GHz by Keating et al. (2020).

Due to the resemblance in critical density, fine-structure lines of neutral carbon (C I) tightly correlate with CO lines independent of environment, as demonstrated by observations of molecular clouds in galaxies over a wide range of redshifts. The observed correlation and coexistence of C I and CO in molecular clouds can be explained by modern PDR models more sophisticated than simple, plane-parallel models (e.g., Bisbas et al. 2015; Glover et al. 2015). C I has therefore been recognized as a promising tracer of molecular gas in galaxies at both low and high redshift (Israel et al. 2015; Jiao et al. 2017; Valentino et al. 2018; Nesvadba et al. 2015; Jiao et al. 2017; Valentino et al. 2018; Nesvadba et al. 2015).
Both fine-structure transitions of C\textsc{i} at 492 GHz and 809 GHz are in principle detectable by TIME, but because the latter is from a much higher redshift and in fact spectrally blended with CO(7-6) transition, we will only consider [C\textsc{i}] \textsuperscript{3}P\textsubscript{1} \rightarrow \textsuperscript{3}P\textsubscript{0} transition at 492 GHz (609 \textmu m) in this work and refer to it as the [C\textsc{i}] line henceforth for brevity. We also choose to not include CO(7-6) line (and higher-J transitions) in our subsequent analysis. Recent far-infrared observations suggest an almost linear correlation between [C\textsc{i}] and CO(1-0) luminosities (e.g., Jiao et al. 2017), so we empirically model the [C\textsc{i}] line luminosity by

\[
\log \left[ \frac{L_{\text{C}\textsc{i}}}{\text{K km s}^{-1} \text{pc}^2} \right] = \alpha^{-1} \left[ \log \left( \frac{L_{\text{IR}}}{\text{L}_\odot} \right) - \beta \right] + \log r_{\text{C}\textsc{i}},
\]

where \(\alpha\) and \(\beta\) are set to the same values as in the CO case, while \(r_{\text{C}\textsc{i}} = 0.18\). Equation (6) provides a good fit to the observed \(L_{\text{C}\textsc{i}}-L_{\text{IR}}\) relation covering a wide range of galaxy types and redshifts (Valentino et al. 2018; Nesvadba et al. 2019).

3.1.2. Low-z NIR-Selected Galaxies

Cross-correlating intensity fluctuations of aforementioned, low-redshift target lines for TIME with external tracers, such as galaxy samples, provides an independent measure of the line interlopers blended with the EoR [C\textsc{i}] signal. Therefore, we present an analytical description here to estimate how well TIME will be able to detect the cross-correlation between CO intensity maps and the distribution of near-IR selected galaxies, whose redshifts are available from either spectroscopy (\(\sigma_z/(1+z) \gtrsim 0.0001\)) or high-quality photometry (\(\sigma_z/(1+z) \gtrsim 0.01\)), such as those from the COSMOS/UVISTA survey (Laigle et al. 2016). As discussed in Sun et al. (2018), the same galaxy samples can be utilized to clean foreground CO lines following a targeted masking strategy.

Specifically, the total power spectrum of the galaxy density field is the sum of a clustering term and a shot-noise term

\[
P_{\text{gal}}(k, z) = P_{\text{gal}}^{\text{clust}}(k, z) + P_{\text{gal}}^{\text{phot}}(z) = \delta_{\text{gal}}^2(z)P_{\text{gal}}(k, z) + \frac{1}{n_{\text{gal}}},
\]

where \(P_{\text{gal}}^{\text{clust}}\) and \(P_{\text{gal}}^{\text{phot}}\) can be derived from the halo bias via

\[
\delta_{\text{gal}}(z) = \frac{\int_{M_{\text{crit}}} \frac{dM}{dM} b(M, z) N_{\text{cen}} + N_{\text{sat}}(M, z)}{\int_{M_{\text{crit}}} \frac{dM}{dM} dM},
\]

where \(M_{\text{crit}}\) is the halo mass corresponding to the critical stellar mass used for galaxy selection. \(N_{\text{cen}}\) and \(N_{\text{sat}}\) give the halo occupation statistics, namely the numbers of central galaxy and satellite galaxies per halo. For simplicity, we set \(N_{\text{cen}}\) to 1 for \(M > 10^{10} M_{\odot}\) and zero otherwise, and ignore the presence of satellite galaxies by setting \(N_{\text{sat}} = 0\). Note that the denominator is simply the galaxy number density \(n_{\text{gal}}\). The cross-power spectrum between the galaxy density and the CO intensity fields is therefore

\[
P_{\text{CO\times gal}}(k, z) = \delta_{\text{gal}}(z)\delta_{\text{CO}}(z)P_{\text{gal}}(k, z) + \frac{L_{\text{CO,gal}}(z)}{n_{\text{gal}}},
\]

where \(L_{\text{CO,gal}}\) represents the mean intensity attributed to the selected galaxy samples, which is an important quantity extractable from the cross shot-noise power as discussed in Wolz et al. (2017a). In the shot-noise regime, the cross-power spectrum effectively probes the mean CO line luminosity \(L_{\text{CO,gal}}\) of individual galaxy samples, given prior information of their redshifts. The subscript g indicates the mean CO luminosity of the galaxy sample only. Figure 3 shows the cross-power spectrum together with the cross-correlation coefficient \(r_{\text{CO\times gal}}(k) = P_{\text{CO\times gal}}(k) / \sqrt{P_{\text{CO}}(k)P_{\text{gal}}(k)}\) between the CO intensity maps TIME measures and galaxy distributions at \(z \approx 0.4\) and \(z \approx 0.9\).

Both photometric redshift \(z_{\text{phot}}\) and spectroscopic redshift \(z_{\text{spec}}\) can be considered, as long as the corresponding \(n_{\text{gal}}\) allows a sufficiently large statistical sample to be selected. For photometric data, we examine two examples where galaxies are cross-correlated with CO(3-2) line and CO(4-3) line at \(z \approx 0.4\) and \(z \approx 0.9\), respectively. We set \(M_{\text{crit}} = 5 \times 10^{11} M_{\odot}\), which corresponds to a stellar mass of \(M_{*} \gtrsim 2 \times 10^{9} M_{\odot}\) at \(z \approx 1\), comparable to the completeness limit of deep, near-IR selected catalogs like the COSMOS/UltraVISTA (Laigle et al. 2016). This implies a galaxy bias factor of 1 (1.3) and a galaxy number density of 0.004 Mpc\(^{-3}\) (0.003 Mpc\(^{-3}\)) at \(z \approx 0.4\) (0.9), corresponding to a total of approximately 50 (200) galaxies within TIME’s survey volume. Alternatively, TIME CO maps may also be cross-correlated with spectroscopic galaxies such as samples from the DEEP2 sur-
survey (Mostek et al. 2013). Due to the limited survey area and spectral resolving power of TIME, it will not be a lot more beneficial to use spectroscopic galaxies, which have a significant lower number density. We therefore focus on the cross-correlation with photometric galaxies henceforth.

We follow Chung et al. (2019) to estimate the extent by which the redshift error de-correlates the cross-correlation signal. For a gaussian error $\sigma_z$ around $z_{\text{phot}}$, the attenuation effect on the true power spectrum can be described by the filtering function

$$
\mathcal{F}_r(k,z) = \int_0^1 \exp \left[ -\frac{z^2 k^2 \sigma_z^2}{H(z)^2} \right] \, dz
$$

where $\tilde{\sigma}_z = \sigma_z$ and $\sigma_z / \sqrt{2}$ for the galaxy auto and CO–galaxy cross-power spectra, respectively, and $\mu = k \eta / k$ is the cosine of the $k$-space polar angle. Compared with TIME’s modest spectral resolution, de-correlation is negligible on clustering scales for galaxies with spectroscopic redshifts, but has some effect for high-accuracy photometric redshifts.

3.1.3. Ionized Carbon During the EoR

A number of previous works have exploited galaxy evolution models derived from infrared observations to predict the strength of [C II] emission from the EoR (e.g., Silva et al. 2015; Cheng et al. 2016; Serra et al. 2016). However, tensions often exist between the modeled star formation history and that inferred from deep, UV observations after correcting for dust attenuation. Such a discrepancy is not surprising, considering that FIR observations of EoR galaxies are still lacking and a fair comparison between the star formation histories extrapolated from IR-based models and UV observations at $z > 5$ is not necessarily guaranteed. In order to address such problems, here and in Section 3.1.4, we adopt an alternative approach based on UV observations to model the redshift [C II] and Ly\(\alpha\) signals that TIME will directly measure in auto- and cross-correlations.

Our phenomenological model of [C II] emission assumes a correlation between the UV 1500–2800 Å continuum luminosity $L_{\text{UV}}$ and the [C II] line luminosity $L_{\text{CII}}$. As will be discussed below, $L_{\text{UV}}$ is used only as a proxy for the SFR of galaxies. We choose to connect $L_{\text{CII}}$ with $L_{\text{UV}}$ instead of the SFR directly in order to model (1) the luminosity distribution of [C II] emitters and (2) their underlying star formation history calibrated to the observed UV luminosity function of galaxies during reionization. The correlation can be parameterized as

$$
\log \left( \frac{L_{\text{CII}}}{L_\odot} \right) = a \log \left( \frac{L_{\text{UV}}}{\text{erg s}^{-1} \text{Hz}^{-1}} \right) + b ,
$$

where $a = 1$ and $b = -20.6$ are fiducial values that predict a reasonable [C II] luminosity function at $z \approx 6$ consistent with existing observational constraints based on identified high-redshift [C II] emitters. We also consider a non-trivial scatter $\sigma_{\text{CII}}$ which specifies a log-normal distribution of $L_{\text{CII}}$ as a function of $L_{\text{UV}}$

$$
P_s(x) \, dx = \frac{1}{\sqrt{2\pi \sigma_{\text{CII}}}} \exp \left[ -\frac{x^2}{2\sigma_{\text{CII}}^2} \right] \, dx ,
$$

where $x = \log L_{\text{CII}} - \mu$ and $\mu = a \log L_{\text{UV}} + b$. Under the assumption that a one-to-one correspondence exists between [C II]-emitting galaxies and their host dark matter halos, the intrinsic [C II] luminosity function can be simply obtained from the halo mass function $dn/dM$, connected via the UV luminosity, as

$$
\Phi_{\text{CII}}(L_{\text{CII}}) = \frac{dn}{d\log M} \frac{d\log M}{d\log L_{\text{UV}}} \frac{d\log L_{\text{UV}}}{d\log L_{\text{CII}}} \frac{dn}{d\log L_{\text{CII}}} .
$$

Following Behroozi et al. (2010), the observed luminosity function after accounting for the scatter is given by the convolution

$$
\Phi_{\text{CII}}^{\text{obs}}(L_{\text{CII}}) = \int_{-\infty}^{\infty} \Phi_{\text{CII}}^{\text{intr}}(10^s) P_s(x-\log L_{\text{CII}}) \, dx ,
$$

where 0.5

$$
\Phi_{\text{CII}}^{\text{intr}}(L_{\text{CII}}) = \int_0^1 \frac{d\mu}{\sqrt{2\pi \sigma_{\text{CII}}}} \exp \left[ -\frac{x^2}{2\sigma_{\text{CII}}^2} \right] \frac{d\mu}{d\log L_{\text{CII}}} ,
$$

Figure 4. A comparison of our modeled [C II] luminosity function, $\Phi_{\text{CII}}$, with constraints from ALMA observations at $z \approx 6$, including both blind surveys (Aravena et al. 2016; Hayatsu et al. 2017; Yamaguchi et al. 2017; Loiacono et al. 2020) and that based on UV-selected samples (Capak et al. 2015; Yan et al. 2020), which will always underestimate $\Phi_{\text{CII}}$. The black solid curve shows the observed luminosity function predicted by our fiducial [C II] model, which is related to the intrinsic one (gray solid curve) by the convolution described in Equation (14) assuming a 0.2 dex scatter. The dashed and dash-dotted curves in gray deviating at the faint end illustrate the dependence on the extrapolation of the SFE $f_{s}(M)$ at its low-mass end (see Appendix A). The hatched region on the left shows the regime where in our model galaxies are fainter than $M_{\text{UV}} = -17$, below current detection limit.
which effectively flattens the bright end of the luminosity function, since there are more faint sources being up-scattered than bright sources being down-scattered. Figure 4 shows a comparison between the [C II] luminosity function predicted by our fiducial model (as well as its variations) and constraints from a few recent high-redshift [C II] surveys with ALMA, based on either serendipitous (i.e., blindly detected) [C II] emitters (ASPECS, Aravena et al. 2016; Hayatsu et al. 2017; Yamaguchi et al. 2017; ALPINE, Loinacono et al. 2020) or observations of UV-selected targets (Capak et al. 2015; ALPINE, Yan et al. 2020), which are strictly speaking lower limits because [C II]-bright but UV-faint galaxies are potentially missing. We note that [C II] luminosity is known to be affected by physical conditions of the PDR in numerous ways (Ferrara et al. 2019). Theoretical models (e.g., Lagache et al. 2018) are in slight tension with existing constraints on the [C II] luminosity function. This may indicate problems with assumptions made about the PDR model, or failure to properly account for cosmic variance in estimates of the luminosity function (see e.g., Keenan et al. 2020, Trapp & Furlanetto 2020 and references therein, for recent studies about the impact of cosmic variance on high-redshift galaxy surveys and intensity mapping measurements).

The UV continuum luminosity is correlated with the SFR as
\[ M_* = K_{UV} L_{UV} \]  
(15)
where the conversion factor is taken to be \( K_{UV} = 1.15 \times 10^{-28} M_\odot \text{yr}^{-1} / \text{erg s}^{-1} \text{Hz}^{-1} \), which is valid for stellar populations with a Salpeter IMF (Salpeter 1955) and a metallicity \( Z \sim 0.05 Z_\odot \) during the EoR following Sun & Furlanetto (2016). The SFRD inferred by UV data can then be expressed as
\[ \dot{\rho}_s(z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} M_*(M, z), \]  
(16)
where we choose \( M_{\text{min}} = 10^8 M_\odot \), corresponding to the minimum halo mass for star formation implied by the atomic cooling threshold, and \( M_{\text{max}} = 10^{15} M_\odot \). Since the reionization history, which will be discussed in Section 3.3 together with how we model the star formation history, is irrelevant to star formation after reionization was complete, we do not match the SFRD inferred from UV observations to that obtained by extrapolating the CIB model to \( z \gtrsim 5 \), which is itself highly uncertain.

The spatial fluctuations of [C II] emission can be described by the [C II] auto-correlation power spectrum
\[ P_{\text{CII}}(k, z) = \tilde{I}_{\text{CII}}^2(z) \delta_3^2(z) P_{\delta \delta}(k, z) + P_{\text{CII}}^{\text{shot}}(z). \]  
(17)
The mean [C II] intensity is
\[ I_{\text{CII}}(z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \frac{L_{\text{CII}}[L_{\text{UV}}(M, z)]}{4 \pi D_L^2} y(z) D_A^2, \]  
(18)
and \( \delta_{\text{CII}}(z) \) is the luminosity-weighted halo bias factor defined as
\[ \delta_{\text{CII}}(z) = \frac{\int_{M_{\text{min}}}^{M_{\text{max}}} dM (dn/dM) b(M) L_{\text{CII}}[L_{\text{UV}}(M)]}{\int_{M_{\text{min}}}^{M_{\text{max}}} dM (dn/dM) L_{\text{CII}}[L_{\text{UV}}(M)]}. \]  
(19)
The shot-noise term is
\[ P_{\text{CII}}^{\text{shot}}(z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} \left( \frac{L_{\text{CII}}[L_{\text{UV}}(M, z)]}{4 \pi D_L^2} \right)^2 y(z) D_A^2. \]  
(20)

Similar to the CO case, we use the scaling factors given in Sun et al. (2019) to account for the effects of \( \sigma_{\text{CII}} \) on the [C II] power spectrum.

3.1.4. High-z LAEs

In order to estimate TIME’s sensitivity to the cross-correlation between high-redshift [C II] emission and LAEs, we adopt a semi-analytical approach to paint [C II] and Ly\( \alpha \) emission onto the halo catalogs from the Simulated Infrared Dusty Extragalactic Sky (SIDES, Béthermin et al. 2017) simulation. Analytic models have been widely used to investigate physical properties of high-redshift LAEs (e.g., Samui et al. 2009; Jose et al. 2013; Mas-Ribas & Dijkstra 2016; Mas-Ribas et al. 2017a,b; Sarkar & Samui 2019). Here, to model Ly\( \alpha \) luminosity of LAEs, we assume that Ly\( \alpha \) photons are solely produced by recombinations under ionization equilibrium. As a result, for a given halo mass and redshift, it can be approximately related to the SFR by
\[ L_{\text{Ly}\alpha} = f_{\text{esc}} \frac{M_*}{m_p} \left( 1 - f_{\text{Ly}\alpha} \right) \frac{\langle A_{\text{UV}} \rangle}{2.5}, \]  
(21)
where the ionizing photon produced per stellar baryon \( f_{\gamma} \), the escape fraction of ionizing photons \( f_{\text{esc}} \), the fraction of recombinations ending up as Ly\( \alpha \) photons (failing to escape (and thus leading to recombinations) and the fraction of Ly\( \alpha \) photons emitted that eventually reach the observer. Because the production of Ly\( \alpha \) emission is also subject to local dust extinction, a scale factor \( \log \eta = \langle A_{\text{UV}} \rangle / 2.5 \) whose value is specified by the dust correction formalism described in Appendix A, is included here to obtain the obscured star formation rate. As in cases of [C II] and CO emission, we consider a log-normal scatter \( \sigma_{\text{Ly}\alpha} \) around the mean \( \log L_{\text{Ly}\alpha} - M \) relation above, which makes the observed LAE luminosity function a convolution of the intrinsic function with the log-normal distribution. In our model, we take \( f_{\text{esc}} = 0.6 \) and \( \sigma_{\text{Ly}\alpha} = 0.3 \) dex, consistent with the observationally determined Ly\( \alpha \) escape fraction (Jose et al. 2013) and the dispersion about the luminosity-halo mass relation (More et al. 2016).
to obtain reasonably good fits to the luminosity functions measured by Konno et al. (2018), as shown in Figure 5. The luminosity-halo mass relation is then used to paint both [CII] and Lyα emission onto dark matter halos catalogued to obtain maps of LAE spatial distribution and [CII] intensity fluctuations.

The limiting magnitude $m_{\text{lim}}^{\text{AB}}$ of LAE surveys can be related to the line luminosity $L_{\text{Ly}\alpha}$ of LAEs by $L_{\text{Ly}\alpha} = 4\pi D_{\text{L}}^2 F_{\text{Ly}\alpha}$ and

$$F_{\text{Ly}\alpha} = 3 \times 10^{-5} \times \frac{10^{8.9-0.5m_{\text{lim}}^{\text{AB}}}/2.5 \Delta \lambda}{\lambda^2} \text{erg s}^{-1} \text{cm}^{-2},$$

where we take $\Delta \lambda = 131$ Å and $\lambda = 8170$ Å for $z = 5.7$ and $\Delta \lambda = 120$ Å and $\lambda = 9210$ Å for $z = 6.6$ as specified in Konno et al. (2018). Meanwhile, to generate mock LAE catalogs we consider limiting magnitudes of the planned, ultra-deep (UD) survey of the HSC, namely $m_{\text{lim}}^{\text{AB}} = 26.5$ and 26.2 at $z = 5.7$ and 6.6, respectively, which correspond to minimum Lyα luminosities of $\log(L_{\text{Ly}\alpha}/\text{erg s}^{-1}) = 42.3$ and 42.4. For such survey depths, we predict the comoving number density of LAEs to be $n_{\text{LAE}}^{5.7} = 1.4 \times 10^{-3}$ Mpc$^{-3}$ and $n_{\text{LAE}}^{6.6} = 5.7 \times 10^{-4}$ Mpc$^{-3}$. As a result, no more than a few LAEs are expected to exist in the survey volume of TIME due to its limited survey area of about 0.01 deg$^2$.

Therefore, we consider the measurement of two-point correlation function, instead of power spectrum, to maximally extract the information about large-scale correlation between distributions of LAEs and [CII] intensity. In general, for a given normalized selection function $N(z)$, the angular correlation function is related to the spatial correlation function by the Limber equation

$$\omega(\theta, z) = \int \int d\alpha' N(\alpha') \int d\alpha'' N(\alpha'') \xi \left[ r(\theta, \alpha'; \alpha''), z \right],$$

where we approximate $N(z)$ by top-hat functions over $z = 5.67$–5.77 and $z = 6.52$–6.63 corresponding to the bandwidths of narrow-band filters used in SILVERRUSH survey (Ouchi et al. 2018; Konno et al. 2018). Specifically, the angular cross-correlation function between the [CII] intensity map measured by TIME and the LAE distribution is (in units of Jy sr$^{-1}$)

$$\omega_{\text{LAE} \times \text{LAE}}(\theta) \equiv \frac{1}{N(\theta)} \sum_i \Delta I_{\text{LAE}}(\theta) \approx b_{\text{LAE}} b_{\text{CII}} I_{\text{CII}} \omega_{\text{DM}}(\theta),$$

where for the bin $\theta$, $\Delta I_{\text{LAE}}(\theta) = I_{\text{LAE}}^i(\theta) - I_{\text{LAE}}^2$ denotes the [CII] intensity fluctuation at pixel $i$, whereas $N(\theta)$ denotes the total number of LAE-pixel pairs. The approximation is valid on large scales where the clustering of LAEs and [CII] emission are linearly biased tracers of the dark matter density field. The dark matter angular correlation function $\omega_{\text{DM}}$ is derived using Equation (22) from the spatial correlation function

$$\xi_{\text{DM}}(r, z) = \frac{1}{2 \pi r^2} \int dk k^2 P_{\text{DM}}(k, z) \frac{\sin(kr)}{kr}.$$

### 3.2. Molecular Gas Content

Over $0.5 \lesssim z \lesssim 2$, TIME can detect more than one CO rotational line over its 183–326 GHz bandwidth (see Table 3). By cross-correlating a pair of adjacent CO lines emitted from galaxies at the same redshift, we are able to simultaneously constrain $\alpha$, $\beta$, and $\delta_{\text{CO}}$ as defined in Eq. 1. Provided that the CO SLED is known and does not appreciably vary over the galaxy population, we can place sensitive constraints on the luminosity density of CO(1-0) line using the intensity fluctuations of the higher-$J$ CO transitions in TIME’s spectral range. The cosmic molecular gas density can be consequently derived from the CO(1-0) line luminosity density as

$$\rho_{\text{H}_2}(z) = \alpha_{\text{CO}} \rho_{\text{CO}}(z) = \alpha_{\text{CO}} \int \frac{dm}{dm} L_{\text{IR}}(M, z),$$

where we adopt a universal CO-to-H$_2$ conversion factor $\alpha_{\text{CO}} = 4.3 M_{\odot} (\text{K km s}^{-1} \text{pc}^2)^{-1}$ for Milky Way-like environments, as given by Bolatto et al. (2013). One important caveat is that our model assumes the ratios of CO lines with different $J$’s, as given by the excitation state of CO, are well-known. This is of course an oversimplification given the complexity of physical processes driving variations in CO SLEDs in galaxies (Narayanan & Krumholz 2014), even though the variation in line ratios for adjacent CO lines tends to be small (e.g., Carilli & Walter 2013; Casey et al. 2014). The variation of $\alpha_{\text{CO}}$ serves as another source of uncertainty, but we note that it is a systematic uncertainty intrinsic to the usage of CO as tracer affecting nearly all measurements of the molecular gas content and a topic of extensive investigation at different redshifts (Bolatto et al. 2013; Amorín et al. 2016; Gong et al. 2018).
3.3. Reionization History

Our methods to model the production of [C II] emission and the progress of reionization are related to the cosmic star formation history (see equations 16 and 29). TIME data constrain the SFRD during reionization, despite the uncertainty in the conversion from [C II] luminosity to star formation rate. In addition, if analyzed jointly with other observational constraints that probe different aspects of the EoR, such as quasar absorption spectra and the CMB optical depth, TIME observations can further improve our knowledge of key EoR parameters, including the escape fraction of hydrogen-ionizing photons \( f_{\text{esc}} \).

Following Sun & Furlanetto (2016) and Mirocha et al. (2017), in this work we adopt a commonly-used, two-zone model of the IGM (Furlanetto 2006; Pritchard & Loeb 2010; Loeb & Furlanetto 2013) where the reionization history is characterized by the following set of differential equations that describe the redshift evolution of the H II-region filling factor \( Q_{\text{HII}} \) and the electron fraction \( x_e \) outside H II regions\(^2\).

\[
\frac{dQ_{\text{HII}}}{dz} = \zeta \frac{d f_{\text{coll}}}{dz} + \frac{C(z) \alpha_B(T_e)}{H(z)} (1+z)^2 n_H^2 Q_{\text{HII}} \tag{26}
\]

and

\[
\frac{dx_e}{dz} = C_{\text{ion}} f_{\text{X,ion}} \frac{df_{\text{coll}}}{dz} \approx 50.2 f X f_{\text{X,ion}} \frac{df_{\text{coll}}}{dz}, \tag{27}
\]

where \( n_H^2 \) is mean (comoving) number density of hydrogen. \( C(z) \equiv \langle n_e^2 \rangle / \langle n_e \rangle^2 \) defines the clumping factor of the IGM, whose globally-averaged value is approximately 3 as suggested by numerical simulations (Pawlik et al. 2009; Shull et al. 2012; D’Aloisio et al. 2020). \( \alpha_B(T_e) \) is the case-B recombination coefficient, and we take \( T_e \approx 2 \times 10^4 \) K valid for freshly reionized gas (Hui & Haiman 2003; Kuhlen & Faucher-Giguère 2012). The overall ionizing efficiency, \( \zeta \), is defined as the product of the star formation efficiency (SFE) \( f_* \), the escape fraction of ionizing photons \( f_{\text{esc}} \), the average number of ionizing photons produced per stellar baryon \( f_\gamma \), and a correction factor \( A_{\text{He}} = 4/(4-3Y) = 1.22 \) for the presence of helium, namely \( \zeta = A_{\text{He}} f_* f_{\text{esc}} f_\gamma \). For simplicity, we only consider a population-averaged and redshift-independent escape fraction in this work, even though in practice it may evolve with halo mass and redshift (e.g., Naidu et al. 2020). In Equation (27), \( f_{\text{X,ion}} \) denotes the fractions of X-ray energy going to ionization, whose value is estimated by Furlanetto & Stoever (2010), and \( f_X \) is a free, renormalization parameter for the efficiency of X-ray production, which is set to 1 in our model. In order to solve Equations (26) and (27), we use COSMORC (Chluba & Thomas 2011) to generate the initial conditions at \( z = 30 \).

The two differential equations above are closely associated with the redshift derivative of the collapse fraction of dark matter halos, \( \frac{d f_{\text{coll}}}{dz} \), which is always negative by definition (Furlanetto et al. 2017)

\[
\frac{\rho f_{\text{coll}}}{dz} = \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dN}{dM} \frac{dM}{dM} + \left( M M \frac{dN}{dM} \right) \bigg|_{M_{\text{min}}}, \tag{28}
\]

where \( \rho \) is the mean matter density and the second term of Equation (28) describing the evolution due to mass growth at the boundary is subdominant at the redshifts of interest. The total ionization rate \( \dot{\zeta} f_{\text{coll}}/dz \) is related to the cosmic star formation rate density \( \dot{\rho}_\ast(z) \) by

\[
\dot{\zeta} \frac{d f_{\text{coll}}}{dz} = \frac{A_{\text{He}} f_{\text{esc}} f_\gamma}{\bar{\rho} \Omega_b} \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dN}{dM} \frac{dM}{dM} f\ast(M, z) \dot{M}
\]

\[
= \frac{A_{\text{He}} f_{\text{esc}} f_\gamma \Omega_m}{\bar{\rho} \Omega_b} \times \dot{\rho}_\ast(z) \times \frac{dz}{dz}, \tag{29}
\]

where the star formation rate of a given dark matter halo is \( \dot{\rho}_\ast(M, z) = f\ast(M, z) \Omega_b / \Omega_m M(M, z) \). In order to find the star formation efficiency \( f\ast \) and the growth rate of halo mass \( \dot{M} \), we perform the halo abundance matching technique to the UV LF and halo mass function respectively, following Mirocha et al. (2017). In particular, the potential redshift evolution of \( f\ast \), likely driven by feedback processes such as supernova explosions, is assumed to be negligible so that it can be described by a modified double-power law in \( M \). The dust correction uses the observed UV continuum slope (see Appendix A for details), although observed LFs are probably mostly affected by dust extinction (Capak et al. 2015). As also elaborated in Appendix A, to characterize the degeneracy between the abundance of faint sources and the minimum halo mass, we allow the low-mass end of \( f\ast(M) \) to deviate from a perfect power-law. A modulation factor \( \xi \) is introduced to make \( f\ast(M) \) either asymptote to a constant floor value when \( \xi < 0 \) or decay exponentially when \( \xi > 0 \).

Once the redshift evolutions of \( Q_{\text{HII}} \) and \( x_e \) have been solved, we can calculate the Thomson scattering optical depth for CMB photons as

\[
\tau_{\text{es}}(z) = \frac{3H_0 \Omega_b c \sigma_T}{8 \pi G m_p} \int_0^z dz' \frac{\bar{x}(z')(1+z')^2(1-Y+\frac{\Omega_m}{3})}{\sqrt{\Omega_m(1+z')^3 (1-\Omega_m)}}, \tag{30}
\]

where \( \sigma_T = 6.65 \times 10^{-25} \text{cm}^2 \) is the cross section of Thomson scattering, and \( \bar{x}(z) = \bar{Q}_{\text{HII}}(z) + [1 - \bar{Q}_{\text{HII}}(z)] x_e(z) \) is the overall ionized fraction. For simplicity, we further set \( N_{\text{He}} \) to 2 for \( z < 3 \) and 1 otherwise (i.e., instantaneous helium reionization at \( z = 3 \)) to account for the degree of helium ionization (Furlanetto & Oh 2008).

4. MOCK OBSERVATIONS

Based on the survey strategy and sensitivity analysis to be described in the following sub-sections, we estimate TIME
measurements in auto- and cross-correlations from the instrument parameters in Table 3, and use them to forecast constraints on physical quantities of interest relevant to the EoR and galaxy evolution (Section 5).

4.1. Survey Strategy

With a line scan design, TIME will directly observe a two-dimensional map of intensity fluctuations in instrument coordinates, namely a spatial coordinate defined by the angular position and spectral frequency. As a result, the two-point statistics are described by a 2D power spectrum defined in the observed comoving frame of the instrument, which relates to the theoretical 3D power spectrum defined in Equation (17) by the survey window function.

From the definition of window function $W_{ni}(k, \vec{K})$ discussed in Appendix B, we obtain an integral equation that maps the true 3D power spectrum $P(k)$ of a sky mode $k$ to the observed 2D power spectrum $\mathcal{P}(k)$ of an instrument mode $K$:

$$\mathcal{P}(K) = L_\ell L_z \int_{-\infty}^{\infty} \ln k \Delta^2(k) W_{ni}(k, \vec{K}) \, dk,$$

where $L_\ell$ and $L_z$ measure dimensions of survey volume perpendicular and parallel to the LOS direction, respectively, and $\Delta^2(k) \equiv k^3 P(k)/2\pi^2$ is the dimensionless spatial power spectrum. A given instrument mode $K$ can be further decomposed into two components parallel ($K_\parallel$, defined by the beam and survey sizes) and perpendicular ($K_\perp$, defined by the spectral resolution and bandwidth) to the LOS, respectively, with $K = \sqrt{K_\parallel^2 + K_\perp^2}$. By discretizing the linear integral equation above with a trapezoidal-rule sum, we can arrive at a simple matrix representation of Equation (31)

$$\mathcal{P} = \mathbf{A} \vec{P},$$

where $\mathbf{A}$ is an $m \times n$ transfer matrix, with each row summing up to unity, that converts a column vector $\vec{P}$, which represents the true power spectra $P(k)$ binned into $n$ bins of $k$, into another column vector $\vec{P}'$, which represents the 2D power spectrum $\mathcal{P}(K)$ measured in $m$ bins of $K$.

In practice, though, various foreground cleaning techniques such as voxel masking (Bryssse et al. 2015; Sun et al. 2018) may be applied in order to remove contamination due to both continuum foregrounds (e.g., atmosphere, the CMB, etc.) and line interlopers. As a result, it is unlikely that the window function will have a simple analytic form. Therefore, it must be calculated numerically to account for the loss of survey volume and/or accessible $k$ space due to foreground cleaning.

---

**Figure 6.** The 2D binned [C\textsc{ii}] auto-power spectrum measured in TIME low-$\ell$/HF (left) and high-$\ell$/LF (right) sub-bands and binned in $K_\perp$ (perpendicular to the LOS) versus $K_\parallel$ (parallel to the LOS) space.

**Table 2.** Fiducial model parameters for sensitivity analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$L_{\text{CO}}-L_{\text{IR}}$ relation</td>
<td>1.27</td>
<td>[0.5,2]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$L_{\text{CO}}-L_{\text{IR}}$ relation</td>
<td>$-1.00$</td>
<td>$[-0.5,-2.5]$</td>
</tr>
<tr>
<td>$\sigma_{\text{CO}}$</td>
<td>scatter in $L_{\text{CO}}(L_{\text{IR}})$</td>
<td>0.3 dex</td>
<td>[0.1]</td>
</tr>
<tr>
<td>$\alpha_{\text{IR}}$</td>
<td>$L_{\text{CO}}-L_{\text{UV}}$ relation</td>
<td>1.0</td>
<td>[0.5,2]</td>
</tr>
<tr>
<td>$\beta_{\text{IR}}$</td>
<td>$L_{\text{CO}}-L_{\text{UV}}$ relation</td>
<td>$-20.6$</td>
<td>$[-21.5,-19.5]$</td>
</tr>
<tr>
<td>$\sigma_{\text{IR}}$</td>
<td>scatter in $L_{\text{CO}}(L_{\text{UV}})$</td>
<td>0.2 dex</td>
<td>[0.1]</td>
</tr>
<tr>
<td>$\xi$</td>
<td>SFE in low-mass halos</td>
<td>0</td>
<td>$[-0.5,0.5]$</td>
</tr>
<tr>
<td>$f_{\text{esc}}$</td>
<td>escape fraction</td>
<td>0.1</td>
<td>[0.1]</td>
</tr>
</tbody>
</table>

---

### Table 2: Fiducial model parameters for sensitivity analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$L_{\text{CO}}-L_{\text{IR}}$ relation</td>
<td>1.27</td>
<td>[0.5,2]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$L_{\text{CO}}-L_{\text{IR}}$ relation</td>
<td>$-1.00$</td>
<td>$[-0.5,-2.5]$</td>
</tr>
<tr>
<td>$\sigma_{\text{CO}}$</td>
<td>scatter in $L_{\text{CO}}(L_{\text{IR}})$</td>
<td>0.3 dex</td>
<td>[0.1]</td>
</tr>
<tr>
<td>$\alpha_{\text{IR}}$</td>
<td>$L_{\text{CO}}-L_{\text{UV}}$ relation</td>
<td>1.0</td>
<td>[0.5,2]</td>
</tr>
<tr>
<td>$\beta_{\text{IR}}$</td>
<td>$L_{\text{CO}}-L_{\text{UV}}$ relation</td>
<td>$-20.6$</td>
<td>$[-21.5,-19.5]$</td>
</tr>
<tr>
<td>$\sigma_{\text{IR}}$</td>
<td>scatter in $L_{\text{CO}}(L_{\text{UV}})$</td>
<td>0.2 dex</td>
<td>[0.1]</td>
</tr>
<tr>
<td>$\xi$</td>
<td>SFE in low-mass halos</td>
<td>0</td>
<td>$[-0.5,0.5]$</td>
</tr>
<tr>
<td>$f_{\text{esc}}$</td>
<td>escape fraction</td>
<td>0.1</td>
<td>[0.1]</td>
</tr>
</tbody>
</table>
Using the mode counting method to be described in Section 4.2, we aim to determine a survey strategy that optimizes our \([\text{C ii}]\) auto-correlation measurements, while ensuring a reasonable chance for successfully detecting the cross-correlation signals. In particular, we consider two defining factors of the survey, namely its geometry (i.e., aspect ratio of the survey area) and depth. We find that while the scale-independent shot-noise component dominating the total S/N of the power spectrum is not sensitive to survey geometry, a line scan offers the most economical way to overlap large-scale \(K_{\parallel}\) modes with \(K_{\perp}\) modes—a desirable property that allows cross-check of systematics that manifest themselves differently in \(K_{\parallel}\) and \(K_{\perp}\) dimensions. It is also a favorable geometry of TIME, which has an instantaneous field of view (FOV) of \(32 \times 1\) beams due to the arrangement of the grating spectrometer array in the focal plane. The length of the line scan, on the other hand, is set by the trade-off between accessing large scales (small \(K_{\parallel}\)) and maintaining a survey depth that ensures a robust \([\text{C ii}]\) detection. The resulting survey strategy after optimization is a line scan with 180 \(\times 1\) beams across, covering a total survey area of approximately \(1.3 \times 0.007\) deg\(^2\), which applies to all the analysis in the remainder of the paper.

Figure 6 shows explicitly the Fourier space that TIME will sample via the line scan in its two sub-bands, a low-/high-frequency (HF) sub-band with bandwidth \(265–300\) GHz \((5.3 < z_{\text{C ii}} < 6.2)\), and a high-/low-frequency (LF) sub-band with bandwidth \(200–265\) GHz \((6.2 < z_{\text{C ii}} < 8.5)\). The 2D binned \([\text{C ii}]\) power spectrum is shown for each individual bin in \(K_{\parallel}\) versus \(K_{\perp}\) space. The line scan can access modes at scales \(K_{\parallel} \sim K_{\perp} \sim 0.1\) h/Mpc, a regime where the power is dominated by the clustering component.

### 4.2. Sensitivity Analysis

As discussed in the previous section, the effect of the window function is non-trivial for the clustering signal, so it is most reasonable to estimate the measurement uncertainty first in the observing frame (i.e., instrument space) and then propagate it to obtain the uncertainty on the true power spectrum. Here, we follow Gong et al. (2012) to provide an overview of the sensitivity analysis based on the mode counting method.

Table 3 summarizes the instrument specifications for TIME and an extended version of the experiment, TIME-EXT, which may offer more than an order of magnitude improvement in survey power by combining (1) lower photon noise offered by a better-sited telescope with fewer mirrors like LCT (S. Golwala, private communication) and (2) longer integration time. For the observed \([\text{C ii}]\) auto power spectrum after binning in \(K\) space, the uncertainty can be expressed as

\[
\frac{\delta P_{C_{\text{ii}}}(K)}{P_{C_{\text{ii}}}(K)} = \frac{P_{C_{\text{ii}}}(K) + P_n}{\sqrt{N_{\text{obs}}(K)}} \, ,
\]

where the noise power \(P_n\) is related to the noise equivalent intensity (NEI), angular sizes of the beam \((\theta_{\text{beam}})\) and the survey \((\Omega_{\text{survey}})\), number of spectrometers \(N_{\text{feed}}\), total observing time \(t_{\text{obs}}\), and voxel volume \(V_{\text{vox}}\) by

\[
P_n = \sigma_n^2 V_{\text{vox}} = \frac{(\text{NEI})^2 V_{\text{vox}}}{N_{\text{feed}}(\Omega_{\text{beam}}/\Omega_{\text{survey}}) t_{\text{obs}}} \, .
\]

\(N_{\text{obs}}(K)\) is the total number of independent Fourier modes accessible to the instrument, determined by both how the Fourier space is sampled by the instrument and the loss due to e.g., foreground cleaning. We conservatively assume the lowest \(K_{\parallel}\) and \(K_{\perp}\) modes are contaminated by scan-synchronous systematics, so they are rejected from our mode counting, which in turn affects the accessible \(K\) range for a given survey. It is also important to note that, due to the survey geometry of TIME, Fourier space is not uniformly sampled. Consequently, instead of managing to derive an analytical expression for \(N_{\text{obs}}(K)\), we simply count the number of independent \(K\) modes in a discrete manner for any given binning scheme (see also Chung et al. 2020).

For the CO cross-power spectrum, the uncertainty can be similarly expressed as

\[
\frac{\delta P_{J \times J'}}{P_{J \times J'}} = \frac{[P_{J \times J'} + \delta P_{J} \delta P_{J'}]^{1/2}}{2N_{\text{m}}} \, ,
\]

where \(\delta P_J = P_J + P_n^J\). When evaluating \(\delta P_J\), we also include the expected \([\text{C ii}]\) auto power at the corresponding

### Table 3. Experimental parameters for TIME and TIME-EXT

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TIME</th>
<th>TIME-EXT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of spectrometers ((N_{\text{feed}}))</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Dish size ((D_{\text{ap}}))</td>
<td>12 m</td>
<td>10 m</td>
</tr>
<tr>
<td>Beam size ((\theta_{\text{WHM}}))</td>
<td>0.43 arcmin</td>
<td>0.52 arcmin</td>
</tr>
<tr>
<td>Spectral range ((\nu_{\text{min}}, \nu_{\text{max}}))</td>
<td>183–326 GHz</td>
<td>183–326 GHz</td>
</tr>
<tr>
<td>Resolving power ((R))</td>
<td>90–120</td>
<td>90–120</td>
</tr>
<tr>
<td>Observing site</td>
<td>ARO</td>
<td>LCT</td>
</tr>
<tr>
<td>Noise equivalent intensity ((\text{NEI}))</td>
<td>5 MJy sr(^{-1}) (\delta^{\frac{1}{2}})</td>
<td>2.5 MJy sr(^{-1}) (\delta^{\frac{1}{2}})</td>
</tr>
<tr>
<td>Total integration time ((t_{\text{obs}}))</td>
<td>1000 hours</td>
<td>3000 hours</td>
</tr>
<tr>
<td>Survey power(^c)</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

\(^a\) \(\theta_{\text{WHM}}\) is evaluated at 237 GHz, corresponding to \(z_{\text{C ii}} \approx 7\).

\(^b\) TIME has 44 scientific spectral channels over 200–300 GHz together with 16 additional channels monitoring atmospheric water vapor.

\(^c\) The survey power is defined to scale as \(N_{\text{feed}} t_{\text{obs}}/\text{NEI}^2\).
redshift and wavenumber as an additional source of uncertainty for CO cross-correlation measurements that would not be removed by simple continuum subtraction. A clarification of the factor of 2 in the denominator subtraction is provided in Appendix C. Similarly, the uncertainty on the CO–galaxy cross-power spectrum is

\[
\delta P_{\text{CO\times gal}} = \frac{\left[ P_{\text{CO\times gal}}^2 + (P_{\text{CO}} + P_{\text{CO}}^*)(P_{\text{gal}} + n_{\text{gal}}^* + n_{\text{gal}}^2) \right]^{1/2}}{2N_m^{1/2}}
\]

(36)

We note that the finite spatial and spectral resolutions of the instrument will also affect the minimum physical scales, or equivalently \(K_{\perp,\max}\) and \(K_{||,\max}\), that can be probed. In order to account for the reduction of sensitivity due to this effect, for \(K_{\perp}\) and \(K_{||}\) modes we divide the thermal noise part of the uncertainty by scaling factors

\[
R_{\perp}(K_{\perp}) = e^{-K_{\perp}^2/K_{\perp,\max}^2}
\]

(37)

and

\[
R_{||}(K_{||}) = e^{-K_{||}^2/K_{||,\max}^2},
\]

(38)

respectively, where \(K_{\perp,\max} \approx 2\pi \left( \chi \Omega_{\text{beam}}^{1/2} \right)^{-1}\) and \(K_{||,\max} \approx 2\pi \left( \delta\nu d\chi/d\nu \right)^{-1}\) are characterized by the comoving radial distance \(\chi\), the angular size of the beam \(\Omega_{\text{beam}}\), and the spectral resolution \(\delta\nu\).

5. RESULTS

Assuming a line scan optimized for reliably detecting the [C\text{\textsc{ii}}] intensity fluctuations from the EoR as described in Section 4, we adopt the fiducial model parameters given in Table 2 and use the mode counting method discussed to create mock signals of the [C\text{\textsc{ii}}], CO, and [C\text{\textsc{ii}}] power spectra TIME will measure. We then implement a Bayesian analysis framework and solve it with the affine-invariant Markov Chain Monte Carlo (MCMC) code EMCEE (Foreman-Mackey et al. 2013). For the inference of [C\text{\textsc{ii}}], the calibration dataset for parameter fitting is taken to be the mock auto power spectra measured in two redshift bins by TIME, to be combined with independent constraints on the EoR history such as \(\tau_{\alpha}\). For adjacent pairs of CO transitions and [C\text{\textsc{i}}], the calibration dataset is taken to be the mock cross-power spectra. The likelihood function for fitting mock observations can be expressed as

\[
L(\hat{x} | \hat{\theta}) = \prod_{i=0}^{N_i} \prod_{j=0}^{N_k} p_{ij}(K, z),
\]

(39)

where \(N_k (N_i)\) denotes the number of \(K\) (redshift) bins in which auto- or cross-power spectra are measured. The probability of the data vector \(\hat{x}\) for a given set of model parameters \(\hat{\theta}\) is assumed to be described by a normal distribution

\[
p_{ij} = \frac{1}{\sqrt{2\pi\sigma_{ij}(K, z)}} \exp \left\{ -\frac{\left[ P(K, z) - P(K, z|\hat{\theta}) \right]^2}{2\sigma_{ij}^2(K, z)} \right\},
\]

(40)

where \(\sigma_{ij}\) represents the gaussian error associated with the measurement. Broad, uninformative priors on the model parameters are used (see Table 2).

The predicted detectability of various target signals of TIME and TIME-EXT, together with the constraints to be placed on the key astrophysical parameters involved in our models, are summarized in Table 4. We note that for brevity TIME-EXT forecasts will be shown for [C\text{\textsc{ii}}] measurements only. The detectability of low-z CO and [C\text{\textsc{i}}] lines will also be improved, though by a much smaller amount, as these measurements are dominated by sample variance rather than instrument noise.

5.1. Constraints on [C\text{\textsc{ii}}] Intensity

Using the measured [C\text{\textsc{ii}}] auto-correlation power spectra, we can quantify the strength of [C\text{\textsc{ii}}] emission by simultaneously constraining parameters \(a, b, \sigma_{\text{C\text{\textsc{ii}}}}, \) and \(\xi\) related to the [C\text{\textsc{ii}}] power spectrum in our model. Figure 7 shows the posterior distributions from the MCMC analysis, in which power spectrum templates specified by \(\{a, b, \sigma_{\text{C\text{\textsc{ii}}}}, \xi\}\) are first projected into observing frame by the window function and then fit to the mock, observed 2D power spectra in the two sub-bands of TIME, which have a total S/N of 5.3 (HF) and 5.8 (LF), respectively. These numbers increase to 23 (HF) and 30 (LF) for TIME-EXT because of its enhanced survey power. Among the four parameters, constraining power is observed for \(a, \sigma_{\text{C\text{\textsc{ii}}}}, \) and \(\xi\) that affect (and therefore benefit from having access to) the full shape of the power spectrum, whereas \(b\) controls only the normalization of the power spectrum and is prior dominated. In particular, a clear anti-correlation between \(\sigma_{\text{C\text{\textsc{ii}}}}\) and \(\xi\) exists because they have similar effects on the power spectrum shape — increasing \(\sigma_{\text{C\text{\textsc{ii}}}}\) elevates the shot-noise power (2nd moment of luminosity function), while increasing \(\xi\) suppresses the star formation rate and [C\text{\textsc{ii}}] emissivity of faint galaxies and therefore reduce the clustering power. The shot-noise power, on the other hand, is dominated by bright sources and thus not much affected by the faint-end behavior controlled by \(\xi\). Such a degeneracy can be greatly reduced by TIME-EXT thanks to its increased constraining power on \(\xi\), which is more than a factor of 5 better than TIME. The anti-correlation between \(a\) and \(\sigma_{\text{C\text{\textsc{ii}}}}\) or \(\xi\) has a similar origin, since a steeper slope \(a\) also gives rise to a flatter power spectrum with higher shot noise.
From the joint posterior distribution, we are able to infer how accurately the [CII] luminosity function can be constrained by the measured power spectrum. As shown in Figure 8, the integral constraints from [CII] power spectrum allow us to determine the [CII] luminosity function to within a factor of a few for TIME and smaller than 50% for TIME-EXT. Even though the detailed shape determined from integral constraints is model dependent, such measurements provide unique information of the aggregate [CII] emission from galaxies, including the faintest [CII] emitters cannot be accessed by even the deepest galaxy observation to date. We can also determine the [CII] luminosity density evolution during the EoR. Figure 9 shows the level of constraint TIME is expected to provide on the [CII] luminosity density over $5 < z < 10$ assuming our fiducial [CII] model. We note that overall our fiducial model predicts lower [CII] luminosity density compared with the mean line brightness temperature in ALMA 242 GHz band measured by Carilli et al. (2016). The apparent discrepancy between the measurement and our model may be understood in two ways. First, the ALMA observation based on individual, blindly-detected line emitters shall be interpreted as a lower limit because contribution from galaxies too faint to be blindly detected is not included. That said, it may include a substantial contribution from emission lines such as CO and [CII] at lower redshifts, which typically requires near-IR counterparts to characterize (see also Decarli et al. 2020).

Combined with improved measurements of the total SFR based on both optical/near-IR and mm-wave data, TIME’s measurements of the distribution and overall density of [CII] emission help narrow down the uncertainty exists in the connection between [CII] line luminosity and the SFR, particularly at high $z$. Physical processes that determine [CII] luminosity and its scatter in EoR galaxies, including the ISM properties (e.g., metallicity and the interstellar radiation field), feedback, as well as the impact of stochasticity, can be consequently studied.

5.2. EoR Constraints Inferred From [CII] Measurements

To illustrate the information TIME adds to our understanding of the EoR history, we consider two contrasting cases,
Figure 9. Top: constraints (68% confidence interval) on the [C II] luminosity density, calculated from TIME and TIME-EXT measurements, compared against the mean line brightness temperature at 242 GHz measured from the ASPECS blind survey (Carilli et al. 2016). Bottom: constraints (68% confidence interval) on the cosmic SFRD provided by the low-z/HF and high-z/LF sub-bands of TIME and TIME-EXT. The solid curve shows our fiducial star formation history assuming $\xi$ = 0 and a minimum halo mass of $M_{\text{min}} = 10^7 M_\odot$. For comparison, the dashed line shows the best-fit cosmic SFRD integrated down to 0.001 $L_*$ ($M_{\text{UV}} < -13$ at $z \sim 7$) from Robertson et al. (2015), whereas the data points in red represent the observed SFRD from Oesch et al. (2018) after the dust correction and with a limiting magnitude of $M_{\text{UV}} < -17$.

Using these combined datasets, we simultaneously fit two EoR parameters of our model, namely the modulation factor $\xi$ controlling the contribution from the faint galaxy population and the population-averaged escape fraction of ionizing photons $f_{\text{esc}}$, using the MCMC method. Values of [C II] parameters ($a$, $b$, and $\sigma_{\text{C II}}$) are fixed to their fiducial values in this exercise in order to demonstrate the information contributed by a [C II] intensity mapping experiment. The resulting posterior distributions of the parameters are shown in Figure 9, where cases combining both TIME and external data from the CMB and quasars are compared against the case without TIME shown in gray. From the marginalized distributions including TIME, we find an average escape fraction of ionizing photons $f_{\text{esc}} = 0.14^{+0.23}_{-0.08}$ ($f_{\text{esc}} = 0.10^{+0.10}_{-0.04}$) and a faint-end modulation factor $\xi = 0.03^{+0.27}_{-0.05}$ ($\xi = 0.00^{+0.01}_{-0.01}$) for TIME (TIME-EXT), where the uncertainties are quoted for a 68% confidence interval derived from the highest posterior density (HPD). By imposing a tight constraint on the faint-end slope of galaxy LF parametrized by $\xi$, TIME(-EXT) reduces the degeneracy between it and the escape fraction. An accurate measurement of $\xi$ also informs how the ionization background built up during the EoR may have suppressed star formation in galaxies hosted by low-mass halos. Effects of the reionization feedback on the faint-end of galaxy LF provides important information about the interplay between reionization and its driving forces (Furlanetto et al. 2017; Yue et al. 2018).

Figure 10. The joint posterior distribution of the parameter $\xi$ measuring the contribution to reionization from faint galaxies and the escape fraction of ionizing photons $f_{\text{esc}}$. The black cross and dotted lines indicate the fiducial values. The comparison among contours and histograms of different colors illustrates the improvement thanks to the addition of TIME and TIME-EXT measurements to constraints from the CMB optical depth and quasar absorption spectra. The 68% confidence intervals (based on the highest posterior density) estimated from the marginalized distributions are quoted.
The [C II] data from a line scan of 180 beams wide is then cross-correlated with angular positions of LAEs simulated in a $1.4 \times 1.4 = 2\text{deg}^2$ field.

Figure 12 shows the sensitivity of [C II]–LAE angular correlation function $\omega_{\text{CII} \times \text{LAE}}$ at $z = 5.7$ and 6.6, as predicted by our semi-analytical approach. For comparison, we also show the angular correlation function of dark matter (from linear theory) scaled by $b_{\text{LAE}}^2$. While only marginal detections of the angular correlation function are expected due to the limited survey size, upper limits inferred from this cross-correlation provide a valuable independent check against our [C II] auto-correlation analysis. Taking $b_{\text{LAE}} \sim 6$ (Ouchi et al. 2018) and restricting the fitting to linear scales with $r > 10\text{Mpc}$, we obtain $b_{\text{CII}}J_{\text{CII}} = 2700 \pm 3200\text{Jy}/\text{sr}$ at $z = 5.7$ and $2600 \pm 2900\text{Jy}/\text{sr}$ at $z = 6.6$, respectively. Because sample variance dominates the uncertainty in the predictions above, TIME-EXT (with the same survey area as TIME) only slightly improves the detectability of $\omega_{\text{CII} \times \text{LAE}}$. Nevertheless, as will be discussed in Section 7.2, precise measurements of $\omega_{\text{CII} \times \text{LAE}}$ during the EoR will be one of the major targets for next-generation [C II] LIM experiments covering $\sim 10\text{deg}^2$ of sky.

5.3. [C II]–LAE Cross-Correlation

As discussed in Section 4.1, the survey strategy of TIME optimizes the detectability of large-scale modes. A line scan, however, limits the spatial overlap between [C II] data and LAEs available for a cross-power spectral analysis. Because the cross-correlation is computed as a function of physical distance, we can include LAEs that do not fall exactly along the scan path, thereby increasing the number of useful sources. Using Equation (23), we compute the angular correlation function between LAEs and the [C II] line intensity measured by TIME. To estimate the detectability of the cross-correlation signal, we first extract mock [C II] data in the TIME spectral channel corresponding to the redshift of LAEs identified by the Subaru HSC narrow-band filter.
5.4. Probing Physics of Molecular Gas Growth with CO and [C1] Intensities

Here, we consider two potential applications of in-band cross-correlation to measure the strengths of CO and [C1] lines from $0.5 \lesssim z \lesssim 2$. The mean intensities of these lines extracted from cross-power spectra reveal physical information about molecular gas in galaxies near cosmic noon.

5.4.1. Cross-correlating high-J CO lines at $0.5 \lesssim z \lesssim 2$

![Figure 13](image)

**Figure 13.** Top: joint posterior distributions of the free parameters of our CO model inferred from cross-correlating pairs of adjacent CO rotational lines over $0.5 \lesssim z \lesssim 2$ observable by TIME. Bottom: TIME constraints on the cross-correlation power spectra of CO(3–2)×CO(4–3) at $z \approx 0.6$, CO(4–3)×CO(5–4) at $z \approx 1.1$ and CO(5–4)×CO(6–5) at $z \approx 1.6$. 68% and 95% confidence intervals of the cross-power spectra, derived from 1000 random samples of the posterior distribution, are shown.

By cross-correlating intensity maps measured at frequencies corresponding to a pair of adjacent CO lines emitted at the same redshift, TIME can measure the intensity product of two CO lines. Thanks to the wide bandwidth of TIME, we are able to detect multiple CO transitions over $0 < z < 2$ and thereby determine the evolution of molecular gas content. In order to quantify how well TIME constrains $\rho_{\text{H}_2}$, we create mock CO data with our fiducial model outlined in Section 3.1.1 and apply an MCMC analysis in a similar manner to the [CII] case. Specifically, we consider measuring the cross-power spectra of CO(3–2)×CO(4–3) at $z \approx 0.6$ ($0.53 < z < 0.73$), CO(4–3)×CO(5–4) at $z \approx 1.1$ ($0.90 < z < 1.31$), and CO(5–4)×CO(6–5) at $z \approx 1.6$ ($1.29 < z < 1.88$), which end up using 13, 21, and 25 TIME spectral channels, respectively.
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**Figure 14.** The evolution of molecular gas density over $0 < z < 3.5$, compared with several molecular line observations showing a wide range of variation, as indicated by the data from COLDz (Riechers et al. 2019), COPSS II (Keating et al. 2016), mmlME (Keating et al. 2020), ASPECS Pilot (Decarli et al. 2016), ASPECS large program (Decarli et al. 2019), PHIBBS2 (Lenkić et al. 2020), and near-by Keres et al. (2003) (filled circle) and Boselli et al. (2014) (open square). Boxes in blue denote the constraints TIME is expected to provide by cross-correlating pairs of adjacent CO lines emitted from the same redshift, assuming our fiducial CO model (black curve).

The resulting posterior distributions of our CO model parameters $\{\alpha, \beta, \sigma_{\text{CO}}\}$ are shown in Figure 13, in tandem with the reproduced cross-power spectra of CO(3–2)×CO(4–3), CO(4–3)×CO(5–4) and CO(6–5)×CO(5–4). As is the case of [CII], the slope $\alpha$ anti-correlates with the intercept $\beta$ of the log-log relation specifying the line luminosity. However, an anti-correlation between the slope $\alpha$ and scatter $\sigma_{\text{CO}}$ is not observed, as the CO slope is always greater than unity and thus only weakly affects the shape of the power spectrum. The constraints on the cosmic evolution of molecular gas density $\rho_{\text{H}_2}$ inferred from MCMC analysis of the cross-power spectra are shown in Figure 14 as boxes in various shades of blue, indicating the pairs of CO lines being cross-correlated at different redshift intervals. These constraints are competitive compared with a collection of estimates from existing molecular line observations (Keres et al.
2003; Boselli et al. 2014; Keating et al. 2016, 2020; Riechers et al. 2019; Decarli et al. 2016, 2019). While interpreting the CO signal requires common assumptions about the CO excitation and the relation between CO luminosity and H2 mass as discussed in Section 3.2, overall TIME complements other CO surveys by providing high-significance (S/N \geq 5 in each redshift bin) constraints on the cosmic molecular gas density evolution near cosmic noon.

By quantifying the volume-averaged depletion timescale of cold molecular gas, which can be defined as \( t_{\text{dep}} = \dot{\rho}_{H_2} / \rho_{H_2} \), these \( \dot{\rho}_{H_2} \) measurements from TIME provide important information for understanding the nearly factor-of-10 decline of cosmic SFRD over this redshift range (see also Walter et al. 2020; Decarli et al. 2020).

5.4.2. Cross-correlating CO and [C I] lines at \( z \approx 1.1 \)
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Fig. 15. Top: joint posterior distributions of the free parameters inferred from cross-correlating the CO(4–3), CO(5–4), and [C I] lines at \( z \approx 1.1 \). Assuming all three lines are proportional to CO(1-0) line by some unknown scaling factors and a common log scatter \( \sigma \), values of \( r_{43}, r_{54}, \) and \( r_{CI} \) can be determined at 3-sigma level from the mutual cross-correlations. Bottom: the constraining power of TIME on the mutual cross-power spectra. 68% and 95% confidence intervals of the cross-power spectra, derived from 1000 random samples of the posterior distribution, are shown.

In addition to measuring pairs of adjacent CO transitions at different redshift, TIME can simultaneously observe the CO(4–3), CO(5–4) and [C I] lines emitted by the same sources at \( 0.9 \lesssim z \lesssim 1.3 \). Provided that these three lines are perfectly correlated (as assumed in our model), their mutual cross-correlations can uniquely determine the mean emission from each individual line, while being immune to bright line interlopers (Serra et al. 2016; Beane et al. 2019). We note that although CO and [C I] lines can be similarly related to the total infrared luminosity by empirical scaling relations described in Section 3.1.1, in practice [C I] is likely not perfectly correlated with CO(4–3) or CO(5–4) line due to source-to-source variations such as the gas excitation state, galaxy type, [C I] abundance, and so forth. The resulting decorrelation, quantifiable by measuring the [C I] auto-power spectrum, needs to be taken into account in actual data analysis, but is ignored here for simplicity.

To illustrate the constraining power TIME will offer on these line strengths, we fit templates of cross-power spectrum specified by a set of four free parameters \( \{\sigma, r_{43}, r_{54}, r_{CI}\} \), to mock observations created assuming their fiducial values as given in Table 2 with the MCMC technique. Figure 15 shows the posterior distributions of the free parameters constrained by the mock observed cross-power spectra \( P_{\text{CO(4–3)} \times \text{CO(5–4)}}, P_{\text{CO(4–3)} \times \text{CI}}, \) and \( P_{\text{CO(5–4)} \times \text{CI}} \), which are measured at S/N = 26, 18, and 13, respectively. Under the assumption that all these lines are proportional to CO(1-0) line and have some log scatter \( \sigma \), values of \( r_{43}, r_{54}, \) and \( r_{CI} \) and \( \sigma \) can be determined at 3-sigma level from the mutual cross-correlations. The anti-correlation between the scaling factors and \( \sigma \) is because increasing \( \sigma \) will increase the overall amplitudes of all the cross-power spectra.

These measurements of [C I]-to-CO line ratios provide direct constraints on the mass fraction of neutral atomic carbon \( f_{\text{C}} = M_{\text{C}} / M_C \) across the entire galaxy population at \( z \sim 1 \), which can be compared against the values (\( \lesssim 10\% \)) derived from ALMA observations of individual main-sequence galaxies at similar redshift (e.g., Valentino et al. 2018) to better understand how different phases of carbon co-exist in PDRs and molecular clouds.

5.5. CO–Galaxy Cross-Correlation

As discussed in Section 3.1.2, the cross-correlation between TIME maps of low-redshift CO lines with the galaxy density field serves as an important check for separating line foregrounds and a useful probe of CO emission associated with the selected galaxy population. Despite the small survey volume of TIME, a significant number of photometric/spectroscopic galaxies are still expected to be incorporated, allowing a meaningful measurement of the cross-power spectrum at \( z \sim 1 \). The top panel of Figure 16 shows the predicted detectability of CO–galaxy cross-correlation.
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continuum foregrounds and add their contribution to a simu-
directed TIME signal lightcone based on the SIDES simulation (Béthermin et al. 2017) to investigate the de-contamination strategy. A detailed analysis will be described in future TIME publications, and we summarize here that with a PCA-based foreground removal technique, the CMB, CIB and atmospheric emissions can be removed to high fidelity with minimum loss of spectral line signals. As noted previously, we approximate continuum foreground removal by removing the largest spatial and spectral modes from our analysis.

### 6.2. Spectral Line Interlopers

As noted earlier, the low-redshift CO rotational lines present a rich science opportunity to probe the molecular gas growth in the universe and to trace LSS. They however can be confused with the high-$z$ [CII] line emission at the same observed frequencies, and present a challenge as spectral line interlopers. Several mitigation strategies have been proposed, including the usage of cross-correlation (Silva et al. 2015), masking (Breysse et al. 2015; Sun et al. 2018), anisotropic power spectrum effect (Lidz & Taylor 2016; Cheng et al. 2016), as well as map-space de-blending techniques involving deep learning (Moriwaki et al. 2020) and spectral template fitting with sparse approximation (Cheng et al. 2020).

For TIME, for the purpose of [CII] measurement we plan to follow the targeted masking strategy laid out in Sun et al. (2018) using an external galaxy catalog to identify and mask bright low-$z$ CO emitters. This will lead to further loss of sensitivity and mode coupling that require detailed simulations. Methods to estimate any CO residuals will need to be quantified as well. We will discuss the treatment of CO line de-confusion in the future publications.

### 7. DISCUSSION

#### 7.1. Implications and Limitations of Power Spectral Constraints from TIME and TIME-EXT

Due to their distinct physical origins, clustering (proportional to the square of the first luminosity moment) and shot-noise (proportional to the second luminosity moment) components of the power spectrum have different sensitivities to different populations of line emitters. For this reason, while astrophysical parameters may still be constrained by measuring only one single component such as the shot noise, it is favorable to access the full power spectrum at different scales in order to maximize the effectiveness of parameter estimation. Given the projection effect of its line-scan geometry, TIME and TIME-EXT will directly measure a 2D power spectrum much less scale-dependent compared with the true 3D power spectrum, as shown in Figure 7, and any particular observed mode $K$ results from a non-trivial mixing of sky modes $k$. The connection between parameter constraints and observed modes is therefore less straightforward. Nevertheless, although the shot noise dominates large $K > 1h$/Mpc

<table>
<thead>
<tr>
<th>Observable</th>
<th>TIME (TIME-EXT) S/N</th>
<th>Parameter</th>
<th>TIME (TIME-EXT) Constraint</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{CII}}$</td>
<td>HF: 5.3 (23.1), LF: 5.8 (29.9)</td>
<td>$a$</td>
<td>$0.98^{+0.03}<em>{-0.03} (0.99^{+0.02}</em>{-0.02})$</td>
<td>Eq. (11, A2, 17)/Fig. (7)</td>
</tr>
<tr>
<td>$P_{\text{CII}}$</td>
<td>HF: 5.3 (23.1), LF: 5.8 (29.9)</td>
<td>$b$</td>
<td>$-20.46^{+0.67}<em>{-0.70} (-20.36^{+0.62}</em>{-0.74})$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}}$</td>
<td>HF: 5.3 (23.1), LF: 5.8 (29.9)</td>
<td>$\sigma_{\text{CII}}$</td>
<td>$0.44^{+0.24}<em>{-0.27} (0.14^{+0.09}</em>{-0.11})$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}}$</td>
<td>HF: 5.3 (23.1), LF: 5.8 (29.9)</td>
<td>$\xi$</td>
<td>$-0.01^{+0.31}<em>{-0.30} (0.03^{+0.06}</em>{-0.04})$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}}$ (with $\tau_{\text{qs}}$ and QSOs)</td>
<td>HF: 5.3 (23.1), LF: 5.8 (29.9)</td>
<td>$\xi_{\text{fsc}}$</td>
<td>$0.03^{+0.20}<em>{-0.03} (0.00^{+0.01}</em>{-0.01})$</td>
<td>Eq. (A2, 26)/Fig. (10)</td>
</tr>
<tr>
<td>$\bar{b}<em>{\text{CII}} \bar{I}</em>{\text{CII}}$ (LAE)</td>
<td>$z = 5.7$: 2.7, $z = 6.6$: 2.4</td>
<td>$\bar{b}<em>{\text{CII}}^{5.7} \bar{I}</em>{\text{CII}}^{5.7}$ [Jy/sr]</td>
<td>$2700 \pm 3200$</td>
<td>Eq. (23)/Fig. (12)</td>
</tr>
<tr>
<td>$\bar{b}<em>{\text{CII}} \bar{I}</em>{\text{CII}}$ (LAE)</td>
<td>$z = 5.7$: 2.7, $z = 6.6$: 2.4</td>
<td>$\bar{I}_{\text{CII}}^{5.7}$ [Jy/sr]</td>
<td>$2600 \pm 2900$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}(0-2) \times \text{CII}(0-3)}$ at $z \sim 0.6,$</td>
<td></td>
<td>$\alpha$</td>
<td>$1.28^{+0.04}_{-0.03}$</td>
<td>Eq. (1)/Fig. (13)</td>
</tr>
<tr>
<td>$P_{\text{CII}(0-5) \times \text{CII}(0-4)}$ at $z \sim 1.1,$</td>
<td></td>
<td>$\beta$</td>
<td>$-0.90^{+0.50}_{-0.49}$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}(0-4) \times \text{CII}(0-5)}$ at $z \sim 1.6,$</td>
<td></td>
<td>$\sigma$</td>
<td>$0.35^{+0.17}_{-0.16}$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}(0-5) \times \text{CII}(0-4)}$ at $z \sim 1.1,$</td>
<td></td>
<td>$r_{43}$</td>
<td>$0.61^{+0.18}_{-0.17}$</td>
<td>Eq. (1, 6)/Fig. (15)</td>
</tr>
<tr>
<td>$P_{\text{CII}(0-3) \times \text{CII}(0-4)}$ at $z \sim 1.1,$</td>
<td></td>
<td>$r_{44}$</td>
<td>$0.34^{+0.10}_{-0.10}$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}(0-2) \times \text{CII}(0-3)}$ at $z \sim 0.4,$</td>
<td></td>
<td>$r_{41}$</td>
<td>$0.19^{+0.06}_{-0.05}$</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CII}(0-3) \times \text{CII}(0-4)}$ at $z \sim 0.9,$</td>
<td></td>
<td>$b_{\text{CII}} / b_{\text{CO}} [\mu K]$</td>
<td>$0.087^{+0.236}_{-0.098}$</td>
<td>Eq. (9)/Fig. (16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{\text{CO}} / b_{\text{CO}} [\mu K]$</td>
<td>$0.102^{+0.005}_{-0.005}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{\text{CO}} / b_{\text{CO}} [\mu K]$</td>
<td>$0.129^{+0.072}_{-0.105}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b_{\text{CO}} / b_{\text{CO}} [\mu K]$</td>
<td>$0.229^{+0.015}_{-0.013}$</td>
<td>Eq. (9)/Fig. (16)</td>
</tr>
</tbody>
</table>
modes for both [C II] and CO signals, the access to the clustering component at smaller $K$’s helps lift the degeneracy among parameters affecting the shape of the power spectrum differently. For instance, the faint-end modulation factor $\xi$ has a minute effect on the shot-noise power dominated by bright sources, and hence can be most easily constrained by measuring the clustering component with higher significance, as indicated by the comparison between TIME and TIME-EXT in the top panel of Figure 7.

For TIME, our fiducial model predicts that the uncertainties in the [C II] auto-power spectra and CO cross-power spectra are dominated by the instrument noise and sample variance, respectively. Therefore, with the same survey strategy but more than 10 times greater survey power, TIME-EXT is expected to outperform TIME by measuring the [C II] auto-power spectrum at a high significance of $S/N>20$. This allows the [C II] parameters to be constrained to a level limited by their intrinsic degeneracies, which have to be broken by additional observables and/or data sets. Further insights into [C II] line emission from the EoR can be obtained from LIM measurements beyond the auto-correlation, such as the cross-correlation of [C II] with other EoR probes, some examples of which are discussed in the next sub-section.

7.2. Next-generation [C II] LIM Experiment

So far, we have outlined the rich and diverse science enabled by TIME, a first-generation [C II] LIM experiment. In the future, we anticipate the sensitivity, in part limited by the number of spectrometers on TIME, can be advanced by the development of a more densely populated focal plane empowered by on-chip mm-wave spectrometers (Redford et al. 2018; Endo et al. 2019; Karkare et al. 2020). A next-generation TIME experiment, TIME-NG, can have an increased number of spectrometers by at least a factor of 10. Combined with a lower atmospheric loading from a better observing site and with a dedicated telescope, TIME-NG can achieve at least three times lower NEI level compared to TIME, and expect a few thousands of hours of integration time. All these factors can result in another order of magnitude improvement in survey power to measure the [C II] power spectrum compared with TIME-EXT.

The high-significance measurements of the [C II] statistical properties will not only characterize the science cases summarized in this paper with higher precision, but more significantly, enrich the multi-tracer probe of reionization in the coming decade to further our understanding of reionization beyond presented here (e.g., Chang et al. 2019). The improved sensitivity of TIME-NG will make possible a variety of cross-correlation analyses between [C II] and other tracers of the EoR, including LAEs and LBGs to be surveyed by the Nancy Grace Roman and Euclid Telescopes in the near future, as well as emission lines from other LIM experiments such as the Ly$\alpha$ diffuse emission from SPHEREx (Doré et al. 2014, 2016), and the 21cm emission from HERA (DeBoer et al. 2017) and the SKA (Koopmans et al. 2015). Using physical models motivated by observations (e.g., Gong et al. 2012; Chang et al. 2015; Heneka et al. 2017; Dumitru et al. 2019), we estimate that, for a 10 deg$^2$ survey and a TIME-NG-like capability with 3000 hours of integration, the [C II]-LAE cross-correlation with an anticipated Roman General Observer (GO) survey of the same size can be measured at
high significance as shown in the left panel of Figure 17. In addition, the \([\text{C}\ II]-\text{Ly}\alpha\) and \([\text{C}\ II]-21\text{cm}\) cross-power spectra at \(z \sim 7\), with SPHEREx and SKA, respectively, can both be solidly detected at an S/N \(\gtrsim 5\). Subsequent multi-tracer analyses, based on detecting these cross-correlations at circum-galactic to inter-galactic scales during reionization, will provide a comprehensive view of how ionized bubbles grew out of the production and escape of ionizing photons from galaxies.

8. SUMMARY

Complementary to conventional galaxy surveys, intensity mapping of the redshifted \([\text{C}\ II]\) and CO lines from the reionization era and the epoch of peak star formation reliably probes aggregate line emission, offering invaluable insight into the total cosmic star formation and the evolution of the molecular gas content of galaxies during those epochs.

We presented a modeling framework that self-consistently models the target signals of TIME and predicts its capability of constraining a series of physical quantities of interest. Using forecasts based on realistic TIME instrument specifications and our fiducial model informed by observations available to date, we identified a line-scan survey geometry optimized for measuring of [C II] intensity fluctuations from the EoR.

Starting from the optimized line survey, we generate mock power spectra of our \([\text{C}\ II]\) signal as well as line interlopers including rotational CO and \([\text{C}\ I]\) line from lower redshifts. We then analyzed results within a Bayesian inference framework to forecast parameter constraints, given the sensitivity levels of TIME and TIME-EXT (the extended TIME survey from the LCT). Based on our analysis, we expect TIME-EXT to measure the \([\text{C}\ II]\) power spectrum during reionization with a total S/N greater than 5 (20) and thereby provide robust constraints on the \([\text{C}\ II]\) luminosity density and the cosmic SFRD over \(6 \lesssim z \lesssim 9\). Combining such measurements with the Thomson scattering optical depth of CMB photons and quasar absorption spectra, we also expect to constrain the population-averaged escape fraction of ionizing photons to the level of \(f_{\text{esc}} \approx 0.1^{+0.2}_{-0.1}\) and \(f_{\text{esc}} \approx 0.1^{+0.10}_{-0.05}\) respectively for the two phases of TIME experiment. Such measurements are independent of the faint-end extrapolation of galaxy LF, which will be robustly constrained by TIME-EXT.

Through in-band cross-correlations, we predict that TIME will measure the cross-power spectra of interloping CO and \([\text{C}\ I]\) lines at \(0.5 \lesssim z \lesssim 2\) with high significance (S/N\(>10\)). Thanks to the wide bandwidth, these cross-correlation measurements can be used to infer the cosmic molecular gas density near cosmic noon assuming prior knowledge of the CO J-ladder, whereas the mutual cross-correlations among CO(4-3), CO(5-4), and \([\text{C}\ I]\) lines at \(z \sim 1.1\) can extract the individual line strengths, shedding light on the excitation state of CO and the relation with neutral carbon in the ISM, averaged over the entire galaxy population.

The synergy of TIME maps and external galaxy surveys serves as a useful sanity check of foreground removal, while also providing additional astrophysical information about the overlapping galaxy population. We therefore analyze the prospects for cross-correlating TIME \([\text{C}\ II]\) maps with narrow-band selected LAEs at \(z = 5.7\) and \(z = 6.6\) from the Subaru HSC survey. Due to TIME’s limited survey size, only upper limits can be extracted on \(b_{\text{CII}}I_{\text{CII}}\) from the angular cross-correlation function of \([\text{C}\ II]\) and LAEs. At lower redshifts, we expect significant detections of the cross-power spectra between TIME CO maps and galaxies with known redshifts. From these shot-noise-dominated measurements, we placed stringent constraints on the mean CO intensity attributed to the galaxy sample of interest.

Finally, we discuss that a next-generation \([\text{C}\ II]\) experiment, TIME-NG, can map \([\text{C}\ II]\) intensity fluctuations during the EoR with high significance on \(\sim 10\deg^2\) scales, opening exciting opportunities for multi-tracer analyses based on cross-correlating \([\text{C}\ II]\) maps with other EoR probes such as LAEs, Lyα, and the 21cm line.
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APPENDIX

A. MODELING THE STAR FORMATION EFFICIENCY

A.1. Dust Correction

Following Sun & Furlanetto (2016) and Mirocha & Furlanetto (2019), we derive the dust extinction correction at any given magnitude \( M_{\text{UV}} \) by combining the Meurer et al. (1999) relation between the dust extinction (evaluated at 1600 Å) \( A_{\text{UV}} \) and the slope of UV continuum \( \beta \),

\[
A_{\text{UV}} = 4.43 + 1.99\beta \geq 0 , \tag{A1}
\]

with the \( \beta-M_{\text{UV}} \) relation, which is modeled by Bouwens et al. (2014) as a linear relation with a constant gaussian error \( \sigma_\beta = 0.34 \). The correction factor averaged over the \( \beta \)-distribution, \( \langle A_{\text{UV}} \rangle \), is then applied to obtain the dust-corrected UVLFs from the observed ones, and consequently define the SFRs with and without the dust correction.

A.2. The Star Formation Efficiency as a Function of Halo Mass

As discussed in Section 3.3, the SFE \( f_\ast \), which together with the mass accretion rate of dark matter halos determine the star formation history, is an essential quantity in our modeling framework. The low-mass end behavior of \( f_\ast \) is particularly important because, in the context of luminosity function, the cosmic star formation rate and therefore the total budget of ionizing photons are determined by both the steepness of the faint-end slope and the cutoff luminosity. As a result, our \( f_\ast \) model aims to maximize the flexibility to explore the degeneracy between these two quantities by extending the low-mass end unconstrained by abundance matching differently, ranging from an asymptote to a constant value to an exponential decay. Specifically, we define a redshift-independent SFE that can be expressed as

\[
f_\ast(M) = \frac{f_{\ast,0}}{(\frac{M}{M_\odot})^{\gamma_{\ast,0}} + (\frac{M}{M_\odot})^{\gamma_{\ast}}}, \tag{A2}
\]

where \( f_{\ast,0} = 0.22 \) is twice the maximum possible SFE peaking at \( M_\odot = 3.6 \times 10^{11} M_\odot \), and \( \gamma_{\ast} = 0.77 \) specifies the mass dependence of the high-mass end. The low-mass end is allowed to deviate from perfect power law by

\[
\gamma_{\ast,0}(M) = -0.55 \times 10^{\xi/(M/M_\odot)} , \tag{A3}
\]

where \( M_\odot = 3 \times 10^9 M_\odot \) is the characteristic halo mass for a deviation from power law at the low-mass end. \( \xi \) is a free parameter defining the level of deviation, with \( \xi = 0 \) corresponding to the best-fit double power-law model of \( f_\ast \) calibrated against the observed UVLFs at \( 5 < z < 9 \) after the dust correction (see also Mirocha et al. 2017). Note that when \( \xi < 0 \), we impose a ceiling on \( f_\ast \) such that it asymptotes to a constant value rather than blowing up. A few sample \( f_\ast(M) \) curves with different choices of \( \xi \) are shown in Figure 18.

B. WINDOW FUNCTION

Following Dodelson (2003), we can express the dimensionless covariance matrix of a pair of instrument modes, whose wavenumbers are denoted by \( \vec{K}_i \) and \( \vec{K}_j \) to distinguish from the wavenumber \( \vec{k} \) of the sky mode before being filtered by the survey geometry, as

\[
C_{ij}^{\phi} \left( \vec{K}_i, \vec{K}_j \right) = \langle \delta_{\vec{k}}^* \delta_{\vec{k}} \rangle = \int \frac{dkd\theta d\phi}{(2\pi)^3} k^2 \sin \theta P(k) \tilde{\psi}_i \tilde{\psi}_j^* = \int \frac{k^2}{2\pi^2} P(k) W_{ij} \left( k, \vec{K}_i, \vec{K}_j \right) , \tag{B4}
\]

where the weighting function \( \tilde{\psi}(k) \) is the Fourier transform of the real-space selection function \( \psi(x) \) which describes the actual geometry with survey volume \( V_S = \int d^3x = L_x L_y L_z \) and satisfies \( \int d^3x \psi(x) = 1 \). Note that for simplicity we have assumed the actual fluctuations on sky to be isotropic such that we can replace sky modes \( \vec{K} \) with \( k \). We consequently define the window function \( W_{ij} \) to be the angular average of the inner product of two weighting functions, \( \tilde{\psi}_i \tilde{\psi}_j^* \), which satisfies \( V_S \int dk k^2 W_{ij}(k)/2\pi^2 = 1 \) for a 3D survey due to the unitarity of Fourier transform. Effectively, Equation (B4) can be interpreted as a projection from the sky frame to the observing frame that results in mode mixing, where \( W_{ij} \) serves as the projection kernel.
The star formation efficiency $f_*$ as a function of halo mass. Curves corresponding to different choices of $\xi$, as defined in Equation (A2), are shown to illustrate how our model captures the uncertainty in the mass dependence at the low-mass end.

For a line intensity mapping experiment like TIME, the survey volume within which fluctuations of the intensity field are measured can be effectively approximated with a three-dimensional box of dimensions $L_x$, $L_y$ and $L_z$. Specifically, in the case of a 2D line scan, we require that $L_x \ll L_y, L_z$. The corresponding selection function can be specified by a product of top-hat functions, which implies a weighting function in $k$ space of the form

$$
\tilde{\psi}_1(k,k') = \int d^3x e^{i(K_x-k_x)x} \tilde{\psi}(x)
\approx \int d^3x e^{i(K_x-k_x)x} \prod_{m=x,y,z} \frac{1}{2} \Theta\left(\frac{L_m}{2} \pm m\right)
= j_0(q_x L_x/2) j_0(q_y L_y/2) j_0(q_z L_z/2),
$$

where $K_i=(K_{ix},0,K_{iz})$, $q_m=K_{im}-k_m$ and $j_0(x) = \sin(x)/x$ is the spherical Bessel function of the first kind. The covariance matrix $C_{ij}$ is thus related to the observed 2D power spectrum (in units of area) by

$$
\mathcal{P}\left(K_i\right) = L_x L_y C_{ii}^{S}\left(K_i\right).
$$

We note that for the line scan considered, we must normalize Equation (B6) by dividing it with $V_x \int dd k^2 W_i(k)/2\pi^2 < 1$ to account for the difference between 2D and 3D power.

C. UNCERTAINTIES OF AUTO- AND CROSS-POWER SPECTRA

Here we present a derivation of the errors on auto and cross-power spectra, which is a simplified version of that given by Visbal & Loeb (2010). For the cross-power spectrum of two real fields $f_1$ and $f_2$, we define the estimator to be the real part of the inner product of their Fourier transforms $\tilde{f}_1$ and $\tilde{f}_2$, namely

$$
\hat{P}_{1,2} = \frac{V}{2} \left(\tilde{f}_1 \tilde{f}_2^* + \tilde{f}_1^* \tilde{f}_2\right)
$$

and its variance can be consequently written as

$$
\text{var}(\hat{P}_{1,2}) = \delta P_{1,2}^2 = \langle\hat{P}_{1,2}^2\rangle - \langle\hat{P}_{1,2}\rangle^2,
$$

where $\langle\ldots\rangle$ stands for averaging over the statistical ensemble. Expanding the above expression with Equation (C7), we have

$$
\delta P_{1,2}^2 = \langle\hat{P}_{1,2}^2\rangle - \langle\hat{P}_{1,2}\rangle^2 = \left\langle \left(\frac{V^2}{4} \left(\tilde{f}_1 \tilde{f}_2^* + \tilde{f}_1^* \tilde{f}_2\right)\right)^2 \right\rangle - P_{1,2}^2 = \frac{V^2}{2} \left\langle \langle\tilde{f}_1 \tilde{f}_2^* + \tilde{f}_1^* \tilde{f}_2\rangle^2\right\rangle + \frac{V^2}{2} \left\langle \langle\tilde{f}_1 \tilde{f}_2^* + \tilde{f}_1^* \tilde{f}_2\rangle\right\rangle - P_{1,2}^2.
$$

Figure 18. The star formation efficiency $f_*$ as a function of halo mass. Curves corresponding to different choices of $\xi$, as defined in Equation (A2), are shown to illustrate how our model captures the uncertainty in the mass dependence at the low-mass end.
We now use Wick’s theorem to rewrite the four-term product as the sum of three cross products

\[
\langle \tilde{f}_1 \tilde{f}_2^* \tilde{f}_2^* \tilde{f}_2^* \rangle = \langle \tilde{f}_1 \tilde{f}_1 \rangle \langle \tilde{f}_2^* \tilde{f}_2^* \rangle + 2 \langle \tilde{f}_1 \tilde{f}_1 \rangle^2 = 2 \langle \tilde{f}_1 \tilde{f}_2^* \rangle^2 ,
\]  

(C10)

and

\[
\langle \tilde{f}_1 \tilde{f}_2^* \tilde{f}_2^* \tilde{f}_2^* \rangle = \langle \tilde{f}_1 \tilde{f}_2 \rangle \langle \tilde{f}_2^* \tilde{f}_2^* \rangle + \langle \tilde{f}_1 \tilde{f}_1^* \rangle \langle \tilde{f}_2^* \tilde{f}_2 \rangle + \langle \tilde{f}_1 \tilde{f}_1^* \rangle \langle \tilde{f}_2 \tilde{f}_2^\dagger \rangle = \langle \tilde{f}_1 \tilde{f}_1^* \rangle \langle \tilde{f}_2 \tilde{f}_2^* \rangle + \langle \tilde{f}_1 \tilde{f}_2^* \rangle \langle \tilde{f}_2^* \tilde{f}_2 \rangle .
\]  

(C11)

Note that for the Fourier transform \( \tilde{f} \) of a real field \( f \), the first terms in the two expressions above vanish because of the Hermitian condition \( \tilde{f}^*(k) = \tilde{f}(-k) \) and the fact that different \( k \) modes are statistically independent. For the ensemble average, we should have \( \langle \tilde{f}_1 \tilde{f}_2^* \rangle = \langle \tilde{f}_1^\dagger \tilde{f}_2^\dagger \rangle \). As a result, the variance becomes

\[
\delta P_{1,2}^2 = \frac{V^2}{2} \langle \tilde{f}_1 \tilde{f}_1^\dagger \tilde{f}_2^\dagger \tilde{f}_2^\dagger \rangle + \frac{V^2}{2} \langle \tilde{f}_1 \tilde{f}_1^\dagger \tilde{f}_2^\dagger \tilde{f}_2^\dagger \rangle - P_{1,2}^2 = \frac{3V^2}{2} \langle \tilde{f}_1 \tilde{f}_1^\dagger \rangle^2 + \frac{V^2}{2} \langle \tilde{f}_1 \tilde{f}_1^\dagger \rangle \langle \tilde{f}_2 \tilde{f}_2^\dagger \rangle - P_{1,2}^2 .
\]  

(C12)

Using the definitions of auto- and cross-power spectra (as the ensemble average of the Fourier pair product), we finally obtain

\[
\delta P_{1,2}^2 = \frac{3}{2} P_{1,2}^2 + \frac{1}{2} P_1 P_2 - P_{1,2}^2 = \frac{1}{2} (P_{1,2}^2 + P_1 P_2)
\]  

(C13)

For the auto power spectrum, the variance given by Equation (C9) simply becomes

\[
\delta P_1^2 = V^2 \langle \tilde{f}_1 \tilde{f}_1^\dagger \tilde{f}_1^\dagger \rangle - P_1^2 = 2V^2 \langle \tilde{f}_1 \tilde{f}_1^\dagger \rangle^2 - P_1^2 = P_1^2
\]  

(C14)