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Abstract—We investigate variable-length feedback (VLF) codes for the Gaussian point-to-point channel under maximal power, average error probability, and average decoding time constraints. Our proposed strategy chooses \( K < \infty \) decoding times \( n_1, n_2, \ldots, n_K \) rather than allowing decoding at any time \( n = 0, 1, 2, \ldots \). We consider stop-feedback, which is one-bit feedback transmitted from the receiver to the transmitter at times \( n_1, n_2, \ldots \) only to inform her whether to stop. We prove an achievable bound for VLF codes with the asymptotic approximation \( \ln M \approx \frac{NC(P)}{P^2} - \frac{N \ln(N+1)}{2}, \) where \( \ln K \) denotes the average time, and \( C(P) \) and \( V(P) \) are the capacity and dispersion of the Gaussian channel, respectively. Our achievable bound evaluates a non-asymptotic bound and optimizes the decoding times \( n_1, \ldots, n_K \) within our code architecture.

Index Terms—Variable-length stop-feedback codes, Gaussian channel, second-order achievable bound.

I. INTRODUCTION

Although Shannon’s work [1] shows that feedback does not increase the capacity of memoryless, point-to-point channels, it is known that feedback has several important benefits in channel coding such as simplifying coding schemes and improving higher-order achievable rates. Several results demonstrate this effect in the fixed-length regime. Feedback simplifies coding in Horstein’s scheme for the binary symmetric channel [2] and Schalkwijk and Kailath’s scheme [3] for the Gaussian channel. Wagner et al. [4] show that feedback improves the second-order achievable rate for any discrete memoryless channel (DMC) with multiple capacity-achieving input distributions giving distinct dispersions.

The benefits of feedback increase for codes with arbitrary decoding times (called variable-length or rateless codes). In [5], Burnashev shows that feedback significantly improves the optimal error exponent of variable-length codes for DMCs. In [6], Polianskiy et al. extend the work of Burnashev to the finite-length regime with non-vanishing error probabilities, introducing variable-length feedback (VLF) and variable-length feedback with termination (VLFT) codes, and deriving achievability and converse bounds for their performance. In VLF codes, the receiver decides when to stop transmissions and decode; in VLFT codes, the transmitter decides when to stop transmissions using its knowledge of the source message and the feedback that it receives from the receiver. As a special case of VLF codes, Polyanskiy et al. define variable-length stop-feedback (VLSF) codes that use feedback from the receiver to the transmitter at each potential decoding time to inform the transmitter whether to stop transmitting; in this regime, the codewords are fixed when the code is designed, and feedback affects how much of a codeword is sent but not that codeword’s value. The result in [6, Th. 2] shows that variable-length decoding improves the first-order term in the asymptotic expansion of the maximum achievable message size from \( NC \) to \( \frac{NC}{P^2} \), where \( C \) is the capacity of the DMC, \( N \) is the average decoding time, and \( \epsilon \) is the average error probability. The second-order achievable term within the class of VLF and VLFT codes is \( O(\ln N) \), which means that VLF and VLFT codes have zero dispersion, and the convergence to the capacity is much faster than that achieved by the fixed-length codes [7], [8].

Variations of VLSF and VLFT codes are studied in [9]–[15]. In [9], Kim et al. consider VLSF codes where decoding must occur at a decoding time less than or equal to some constant \( t \) and the decoding times satisfy \( n_i = id \) for some \( d \in \mathbb{Z}^+ \). In [10], Altug et al. modify the VLSF coding paradigm by replacing the average decoding time constraint with a constraint on the probability that the decoding time exceeds a target value; the benefit in the first-order term does not appear under this probabilistic delay constraint [10]. Truong and Tan [11], [12] extend the results in [6] to the Gaussian point-to-point and multiple access channels under an average power constraint. Trillingsgaard et al. [13] study the VLSF scenario where a common message is transmitted across a \( K \)-user discrete memoryless broadcast channel.

For the Gaussian channel, the effect of feedback depends both on whether the power constraint limits maximum or average power\(^1\) and on whether the code is fixed-length or variable-length. For example, in the fixed-length regime, feedback does not improve the code performance in its first-, second-, or third-order terms under the maximal power constraint [8], but does improve the achievable second-order term under the average power constraint [16]. In the variable-length regime where the decoder can decode at any time and an average power constraint is employed, feedback improves performance in the first-order term [11], [12].

While high rates of feedback are impractical for many applications — especially wireless applications on half-duplex devices most prior work on VLSF codes [9]–[13] allows an unbounded number of potential decoding times, i.e., \( K = \infty \).

\(^1\)The maximal power constraint is also called the short-term, per-codeword, or peak power constraint; the average power constraint is also known as the long-term or expected power constraint.
A. Notation

For any positive integers $k$ and $n$, $[k] = \{1, \ldots, k\}$ and $x^n = (x_1, \ldots, x_n)$. For any $x^n$ and integers $n_1 \leq n_2 \leq n$, $x^{n_2}_{n_1} = (x_{n_1}, x_{n_1+1}, \ldots, x_{n_2})$. All-zero and all-one vectors are denoted by $0$ and $1$, respectively. The identity matrix of dimension $n$ is denoted by $I_n$. We denote the minimum of two scalars $a$ and $b$ by $a \wedge b$. The Euclidean norm of vector $x^n$ is denoted by $\|x^n\| = \sqrt{\sum_{i=1}^{n} x_i^2}$. The $n$-dimensional sphere with radius $r$ is denoted by $S^n(r) = \{x^n \in \mathbb{R}^n : \|x^n\| = r\}$. We use $\ln(\cdot)$ to denote the natural logarithm. We measure information in nats. We use the standard $O(\cdot)$ and $o(\cdot)$ notations, i.e., $f(n) = O(g(n))$ if $\limsup_{n \to \infty} |f(n)/g(n)| < \infty$ and $f(n) = o(g(n))$ if $\lim_{n \to \infty} |f(n)/g(n)| = 0$. We denote the distribution of a random variable $X$ by $P_X$, and we write $\mathcal{N}(\mu, V)$ to denote the multivariate Gaussian distribution with mean $\mu$ and covariance matrix $V$. We use $Q(\cdot)$ to represent the complementary Gaussian cumulative distribution function $Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp\left(-\frac{t^2}{2}\right) dt$ and $Q^{-1}(\cdot)$ to represent its functional inverse.

The $k$-fold nested logarithm function is defined as

$$\ln_{(k)}(x) = \begin{cases} \ln(x) & \text{if } k = 1, \ x > 0 \\ \ln(\ln_{(k-1)}(x)) & \text{if } k > 1, \ ln_{(k-1)}(x) > 0, \end{cases} \tag{2}$$

and undefined for all other $(k, x)$ pairs.

B. Channel Model

The output of a memoryless, point-to-point Gaussian channel in response to input $X^n \in \mathbb{R}^n$ is

$$Y^n = X^n + Z^n, \tag{3}$$

where $Z_1, \ldots, Z_n$ are $\mathcal{N}(0, 1)$ random variables independent of $X^n$ and of each other.

The channel’s capacity and dispersion are

$$C(P) = \frac{1}{2} \ln(1 + P), \tag{4}$$

$$V(P) = \frac{P(2 + P)}{2(1 + P)^2}, \tag{5}$$

respectively. The information density of a channel $P_{Y^n | X^n}$ under input distribution $P_{X^n}$ is defined as

$$s(x^n; y^n) = \ln \frac{P_{Y^n | X^n}(y^n|x^n)}{P_{Y^n}(y^n)}, \tag{6}$$

where $P_{Y^n}$ is the marginal of $P_{X^n}P_{Y^n | X^n}$.

C. VLSF Codes with $K$ Decoding Times

We consider VLSF codes with a finite number of potential decoding times $n_1 < n_2 < \cdots < n_K$. The receiver chooses to end the transmission at the first time $n_k \in \{n_1, \ldots, n_K\}$ that it is ready to decode. The transmitter learns of the receiver’s decision via a single bit of feedback at each of times $n_1, \ldots, n_k$. Feedback bit “0” at time $n_i$ means that the receiver is not yet ready to decode and the transmitter should continue; feedback bit “1” means that the receiver can decode at time $n_i$ and the transmitter must stop.
impose a maximal power constraint at each possible decoding time as well as average decoding time and average error probability constraints. Definition 1, below, formalizes our code description.

Definition 1: Fix \( \epsilon \in (0, 1) \), positive scalars \( N \) and \( P \), and non-negative integers \( n_1 \leq \ldots \leq n_K \) and \( M \). An \((N, \{n_i\}_{i=1}^K, M, \epsilon, P)\) VLSF code comprises

1) a finite alphabet \( U \) and a probability distribution \( P_U \) on \( U \) defining a common randomness random variable \( U \) that is revealed to both the transmitter and the receiver before the start of the transmission,

2) a sequence of encoding functions \( f_n : U \times [M] \rightarrow \mathbb{R} \), \( n = 1, \ldots, n_K \) that assign a codeword

\[
f(u, m)^{n_k} \triangleq (f_1(u, m), \ldots, f_{n_k}(u, m)) \tag{7}
\]

to each message \( m \in [M] \) and common randomness instance \( u \in U \). Each codeword satisfies the nested maximal power constraint \( P \) on all sub-codewords, giving

\[
\|f(u, m)^{n_k}\|^2 \leq n_k P \quad \forall m \in [M], u \in U, k \in [K], \tag{8}
\]

3) a non-negative integer-valued random stopping time \( \tau \in \{n_1, \ldots, n_K\} \) for the filtration generated by \( \{U, Y^{n_i}\}_{i=1}^K \) that satisfies an average decoding time constraint

\[
\mathbb{E}[\tau] \leq N \tag{9}
\]

4) \( K \) decoding functions \( g_{n_k} : U \times \mathbb{R}^{n_k} \rightarrow [M] \) for \( k \in [K] \), satisfying an average error probability constraint

\[
P[g_{\tau}(U, Y^\tau) \neq W | X^\tau = f(U, W)] \leq \epsilon, \tag{10}
\]

where the message \( W \) is uniformly distributed on the set \([M]\).

Random variable \( U \) is common randomness shared by the transmitter and receiver. As in [6], [13], [19], the traditional random-coding argument does not prove the existence of a single (deterministic) code that simultaneously satisfies two conditions on the code (e.g., (9) and (10)). Therefore, randomized codes are necessary for our achievability argument; here, \(|U| \leq 2 \) suffices [19, Appendix D].

The average power constraint on length-\(n_K\) codewords in Truong and Tan’s VLSF code [12, Def. 1] is given by

\[
\mathbb{E} \left[ \|f(U, W)^{n_K}\|^2 \right] = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{n_K} \mathbb{E} \left[ (f_i(U, m))^2 \right] \tag{11}
\]

\[
\leq NP. \tag{12}
\]

As noted in [12, eq. (100)-(103)], for any code with stopping time \( \tau \), the expected value on the left-hand side of (11) can be replaced by the expected value \( \mathbb{E} \left[ \|f(U, W)^{\tau}\|^2 \right] \) because setting the symbols after time-slot \( \tau \) to 0 does not affect the average error probability. Taking the expected value of (8) with respect to stopping time \( \tau \in \{n_1, \ldots, n_K\} \) and message \( W \) shows that any code that satisfies our maximal power constraint (8) also satisfies the average power constraint (12).

We define the maximum achievable message size

\[
M^*(N, K, \epsilon, P) \quad \text{with } K \text{ decoding times and nested maximal power constraint } P \text{ as}
\]

\[
M^*(N, K, \epsilon, P) = \max \{M : \\text{an } (N, \{n_i\}_{i=1}^K, M, \epsilon, P) \text{ VLSF code exists} \}. \tag{13}
\]

An \((N, \{n_i\}_{i=1}^K, M, \epsilon, P)_{\text{ave}}\) VLSF code satisfying an average power constraint and its corresponding maximum achievable message size \(M^*(N, K, \epsilon, P)_{\text{ave}}\) are defined analogously by replacing the maximal power constraint (8) by the average power constraint (12).

D. Related Work

The following discussion summarizes prior asymptotic expansions of the maximum achievable message size for the Gaussian channel.

<table>
<thead>
<tr>
<th>(K)</th>
<th>First-order term</th>
<th>Second-order term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-length</td>
<td>No Feedback</td>
<td>Max. power</td>
</tr>
<tr>
<td>((K = 1))</td>
<td>Ave. power</td>
<td>(\sqrt{NV\ln NV(P)\epsilon}) ((\text{Theorem 1}))</td>
</tr>
<tr>
<td>Feedback</td>
<td>Max. power</td>
<td>(NC(P))</td>
</tr>
<tr>
<td>Ave. power</td>
<td>(\sqrt{NV\ln NV(P)\epsilon}) ((\text{Theorem 1}))</td>
<td>(-O(\ln(K)N)) ((\text{16})) + (\sqrt{N\ln NV(P)\epsilon}^2) ((\text{16}))</td>
</tr>
<tr>
<td>Variable-length</td>
<td>Max. power</td>
<td>(\sqrt{N\ln(K-1)(P\ln(P)/N\epsilon)}) ((\text{Theorem 1}))</td>
</tr>
<tr>
<td>((K &lt; \infty))</td>
<td>Ave. power</td>
<td>(\sqrt{N\ln(K-1)(P\ln(P)/N\epsilon)}) ((\text{Theorem 1}))</td>
</tr>
<tr>
<td>Variable-length</td>
<td>Max. power</td>
<td>(\sqrt{N\ln(K-1)(P\ln(P)/N\epsilon)}) ((\text{Theorem 1}))</td>
</tr>
<tr>
<td>((K = \infty))</td>
<td>Ave. power</td>
<td>(\sqrt{N\ln(K-1)(P\ln(P)/N\epsilon)}) ((\text{Theorem 1}))</td>
</tr>
</tbody>
</table>
1) $M^*(N, 1, \epsilon, P)$: For $K = 1$, $P > 0$, and $\epsilon \in (0, 1)$, Tan and Tomamichel [17, Th. 1] and Polyanskiy et al. [7, Th. 54] show that
\[
\ln M^*(N, 1, \epsilon, P) = NC(P) - \sqrt{NV(P)}Q^{-1}(\epsilon) + \frac{1}{2} \ln N + O(1).
\]
The converse for (14) is derived [7, Th. 54] and the achievability for (14) in [17, Th. 1], which generates i.i.d. codewords uniformly distributed on the $n$-dimensional sphere with radius $\sqrt{nP}$, and applies maximum likelihood (ML) decoding. These results imply that random codewords uniformly distributed on a sphere and ML decoding are, together, third-order optimal, meaning that the gap between the achievability and converse bounds in (14) is $O(1)$.

2) $M^*(N, 1, \epsilon, P)_{\text{ave}}$: For $K = 1$ with an average-power-constraint, Yang et al. show in [18] that
\[
\ln M^*(N, 1, \epsilon, P)_{\text{ave}} = NC \left( \frac{P}{1 - \epsilon} \right) - \sqrt{N \ln NV \left( \frac{P}{1 - \epsilon} \right)} + O(\sqrt{N}).
\]

3) $M^*(N, \infty, \epsilon, P)_{\text{ave}}$: For VLSF codes with $K = \infty$, $n_i = i - 1$ for all $i$, and average power constraint (12), Truong and Tan show in [11, Th. 1] that for any $\epsilon \in (0, 1)$ and $P > 0$,
\[
\ln M^*(N, \infty, \epsilon, P)_{\text{ave}} \geq NC(P) \left( \frac{1}{1 - \epsilon} \right) - \ln N + O(1)
\]
\[
\ln M^*(N, \infty, \epsilon, P)_{\text{ave}} \leq NC(P) \left( \frac{1}{1 - \epsilon} \right) + h_b(\epsilon) \frac{1}{1 - \epsilon},
\]
where $h_b(\epsilon) \triangleq -\epsilon \ln \epsilon - (1 - \epsilon) \ln(1 - \epsilon)$ is the binary entropy function (in nats). The bounds in (16)–(17) indicate that the $\epsilon$-capacity (the first-order achievable term)
\[
\lim \inf_{N \to \infty} \frac{1}{N} \ln M^*(N, K, \epsilon, P) = C(P) \frac{1}{1 - \epsilon}.
\]
The achievable dispersion term is zero, i.e., the second-order term in the fundamental limit in (16)–(17) is $O(\sqrt{N})$. The results in (16)–(17) are analogous to the fundamental limits for DMCs [6, Th. 2] and follow from arguments similar to those in [6]. Since the information density $i(X; Y)$ for the Gaussian channel is unbounded, bounding the expected value of the decoding time in the proof of [11, Th. 1] requires different techniques from those applicable to DMCs [6].

III. MAIN RESULTS

Our main result is an asymptotic achievable bound for the scenario where $K \geq 2$ decoding times are available.

**Theorem 1:** Fix a finite integer $K \geq 2$ and real numbers $P > 0$ and $\epsilon \in (0, 1)$. For the Gaussian channel (3) with noise variance 1 and $N$ sufficiently large, the maximum message size (13) achievable by $(N, \{n_i\}_{i=1}^K, M, \epsilon, P)$ VLSF codes satisfies
\[
\ln M^*(N, K, \epsilon, P) \geq NC(P) \left( \frac{1}{1 - \epsilon} \right) - \sqrt{N \ln(K-1)(N) V(P)} + O \left( \frac{1}{\ln(K-1)(N)} \right).
\]

**Proof:** See Section IV-D.

As noted previously, any $(N, \{n_i\}_{i=1}^K, M, \epsilon, P)$ VLSF code is also an $(N, \{n_i\}_{i=1}^K, M, \epsilon, P)_{\text{ave}}$ VLSF code. Therefore, (17) provides an upper bound on $\ln M^*(N, K, \epsilon, P)$. Theorem 1 and the converse bound in (17) together imply that the $\epsilon$-capacity (18) achievable within the class of VLSF codes in Def. 1 is $\frac{C(P)}{1 - \epsilon}$. Neither switching from the average to the maximal power constraint nor limiting the number of decoding times to finite $K$ changes the first-order term. In fact, the same $\epsilon$-capacity is achievable by a variable-length code without feedback that decodes at time 0 with probability $\epsilon(1 - o(1))$ (see the achievability proof of [6, Th. 1]). However, comparing Theorem 1 and (16), we see that the second-order term of our new achievable bound is significantly worse than the earlier results. Whether this is the consequence of our tighter power constraint and finite $K$ or a weakness of our code construction is a topic for future research.

In the achievability bound in Theorem 1, the order of the second-order term, $-\sqrt{N \ln(K-1)(N) V(P)}$, depends on the number of decoding times $K$. The larger $K$ grows, the achievable rate converges to the capacity. However, the dependence on $K$ is weak since $\ln(K-1)(N)$ grows very slowly in $N$ even when $K$ is small. For example, for $K = 4$ and $N = 1000$, $\ln(K-1)(N) \approx 0.659$. Furthermore, for $\epsilon = 10^{-3}$, $P = 1$, and $N = 1000$, 83.6% of the $\epsilon$-capacity is achieved with $K = 1$, 85.3% with $K = 2$, 92.2% with $K = 3$, and 95.4% with $K = 4$. The achievable bounds for $K \in [4]$ and the converse bound (17) are illustrated in Fig. 1.

Theorem 1 builds on the following achievable bound for an $(N, \{n_i\}_{i=1}^K, M, \frac{1}{\sqrt{N \ln N}}, P)$ VLSF code.

**Theorem 2:** Fix an integer $K \geq 1$ and a real number $P > 0$. For the Gaussian channel (3) with noise variance 1 and $N$ sufficiently large, the maximum message size (13) achievable by $(N, \{n_i\}_{i=1}^K, M, \frac{1}{\sqrt{N \ln N}}, P)$ VLSF codes satisfies
\[
\ln M^*(N, K, \epsilon, P) \geq NC(P) - \sqrt{N \ln(K-1)(N) V(P)} + O \left( \frac{1}{\ln(K-1)(N)} \right).
\]

**Proof:** See Section IV-B.

The $K = 1$ case in Theorem 2 is recovered by [20, Th. 7], which investigates the moderate deviations regime in channel coding.
Theorems 1 and 2 follow from an application of the non-asymptotic achievability bound in Theorem 3, below.

**Theorem 3:** Fix a constant $\gamma$ and decoding times $n_1 < \cdots < n_K$. For any positive numbers $N, P,$ and $\epsilon \in (0, 1)$, there exists an $(N, \{n_i\}_{i=1}^K, M, \epsilon, P)$ VLSF code for the Gaussian channel (3) with noise variance 1, the maximum achievable rate $K \in \{3, 4\}$ (Theorem 1), $P = 1$ and $\epsilon = 10^{-3}$. The achievability bounds use the asymptotic approximation, i.e., we ignore the $O(\cdot)$ term in (19).

The realization of $U$ defines the $M$ length-$n_K$ codewords $X_n^{n_K}, X_{n_2}^{n_K}, \ldots, X_{n_M}^{n_K}$.

**Decoder design:** Define the information density for message $m$ and decoding time $n_k$ as

$$S_{m,n_k} \triangleq i(X_m^{n_K}; Y^{n_k}) \text{ for } m \in [M], k \in [K].$$

Denote the set of decoding times by

$$T \triangleq \{n_1, n_2, \ldots, n_K\}.$$

The decoder makes a decision at the first decoding time $n_k \in T$ that the information density exceeds the threshold, i.e., $S_{m,n_k} \geq \gamma$ for some message $m \in [M]$. If $S_{m,n_t} < \gamma$ for all $m \in [M]$ and $n_t \in T$, then none of the information densities ever reaches the threshold, i.e., the decision is made at time $n_K$. The decoding time $\tau^*$ is given by

$$\tau^* \triangleq \begin{cases} n_k & \text{if } \exists m \in [M] \text{ s.t. } S_{m,n_k} \geq \gamma, \text{ and } S_{m,n_t} < \gamma \forall m \in [M], n_t \in T, t \in [k-1] \text{ (29)} \\ n_K & \text{if } S_{m,n_t} < \gamma \forall m \in [M], n_t \in T. \end{cases}$$

If there exists some $m \in [M]$ such that $S_{m,\tau^*} \geq \gamma$, then the decoder’s output at time $\tau^*$ is

$$g_{\tau^*}(U, Y^{\tau^*}) \triangleq \max\{m \in [M]: S_{m,\tau^*} \geq \gamma\}.$$

and otherwise, the decoder outputs an arbitrary message.

**Expected decoding time analysis:** Define the stopping times

$$\tau_m \triangleq \inf\{n_k \in T : S_{m,n_k} \geq \gamma\}, \quad \forall m \in [M].$$

When the set over which we take the infimum is empty, we define the infimum to be equal $\infty$. For example, in (31), the case $\tau_m = \infty$ signifies that the information density of the

While the second-order term $-\sqrt{N \ln(K-1)}(N^{V(P)}/1-\epsilon)$ in Theorem 1 behaves similarly to $-O(\sqrt{N})$ for practical values of $N$, it is worse than $-O(\sqrt{N})$ for any finite $K$. Theorem 4 demonstrates that the second-order term $-O(\sqrt{N})$ is achievable when $K = \infty$.

**IV. PROOFS**

We prove Theorems 3, 2, 1, and 4 in that order.

**A. Proof of Theorem 4**

The proof of Theorem 3 extends the arguments of the random coding bound in [6, Th. 3] to the scenario where we allow only $K$ decoding times, and each codeword satisfies the list of maximal power constraints in (8). Variations of Theorem 3 are proved in [9] and [14]. Our encoding function generates codewords of length $n_K$ that comprise $K$ independent sub-codewords. The proof of Theorem 3 extends the analysis in [9, Sec. III] to account for the maximal power constraint (8) on the sub-codewords.

**Random code design:** Fix some $P_{X^{n_K}}$ such that (23) holds. Define the common randomness random variable $U$ on $\mathbb{R}^{Mn_K}$ with the distribution

$$P_U = P_{X_{n_K}}^N \times P_{X_{n_K}}^N \times \cdots \times P_{X_{n_K}}^N.$$  

The realization of $U$ defines the $M$ length-$n_K$ codewords $X_1^{n_K}, X_2^{n_K}, \ldots, X_M^{n_K}$.

**Decoder design:** Define the information density for message $m$ and decoding time $n_k$ as

$$S_{m,n_k} \triangleq i(X_m^{n_K}; Y^{n_k}) \text{ for } m \in [M], k \in [K].$$

Denote the set of decoding times by

$$T \triangleq \{n_1, n_2, \ldots, n_K\}.$$

Although $K = \infty$ enables decoding at every time, we prove Theorem 4 using an achievability argument that employs only times $n_i = (i-1)\ell_N$, $i = 1, 2, \ldots$, where $\ell_N = O(\sqrt{N})$.

**Proof:** See Section IV-F.
message $m$ never reaches the threshold, i.e., $S_{m,n_k} < \gamma$ for all $n_k \in T$.

The expected decoding time is bounded as
\[
\mathbb{E} [\tau^*] = \mathbb{E} \left[ \min_{m \in [M]} \tau_m \wedge n_K \right] \\
\leq \mathbb{E} [\tau_1 \wedge n_K | W = 1] \\
= \sum_{n=0}^{\infty} \mathbb{P} [\tau_1 \wedge n_K > n | W = 1] \\
= n_1 + \sum_{i=1}^{K-1} (n_{i+1} - n_i) \mathbb{P} [\tau_i > n_i | W = 1],
\]
which is equal to the upper bound (22) on the average decoding time.

Error probability analysis: Denote
\[
\tau_1 = \inf \{n_k \in T : \tau(X^{n_k}; Y^{n_k}) \geq \gamma \} \\
\tau_0 = \inf \{n_k \in T : \tau(X^{n_k}; Y^{n_k}) > \gamma \},
\]
where $X^{n_K}$ is any codeword other than the transmitted $X^{n_K}$ and therefore is independent of $Y^{n_K}$, i.e.,
\[
P_{X^{n_K}X^{n_K}Y^{n_K}}(x^{n_K}, x^{n_K}, y^{n_K}) = P_{X^{n_K}}(x^{n_K}) P_{X^{n_K}Y^{n_K}}(y^{n_K} | x^{n_K}).
\]

The error probability is bounded as
\[
\epsilon \leq \mathbb{P} [g_{\tau^*}(U, Y^{n_{\tau^*}}) \not= 1 | W = 1] \\
\leq \mathbb{P} \left[ \bigcup_{m=2}^{M} \{ \tau_m \leq \tau_1 < \infty \} \bigcup \{ \tau_1 = \infty \} \right] \\
\leq \mathbb{P} \left[ \bigcup_{m=2}^{M} \{ \tau_m < \infty \} \bigcup \{ \tau_1 = \infty \} \right] \\
\leq (M - 1) \mathbb{P} [\tau < \infty] + \mathbb{P} [\tau = \infty] \\
= (M - 1) \mathbb{P} [\tau < \infty] + \mathbb{P} [\tau = \infty],
\]
where (39)–(40) follow from the definition of the decoder in (30). In (40), the event that the codeword for message $W = 1$ violates the power constraint (8) at any decoding time is treated as an error. Inequality (42) follows by the union bound and that given $W = 1$, $\tau_1$ is distributed the same as $\tau$, and $\tau_m$, $m \not= 1$ is distributed the same as $\tau$. Using the same arguments as in [6, eq. (111)-(118)], we have
\[
\mathbb{P} [\tau < \infty] = \mathbb{E} \left[ \exp \left\{ -i(X^{n_K}; Y^{n_K}) \right\} \right] 1 \{ \tau < \infty \} \\
= \mathbb{E} \left[ \exp \left\{ -i(X^\tau; Y^\tau) \right\} \right] 1 \{ \tau < \infty \} \\
\leq \mathbb{E} \left[ \exp \left\{ -i \right\} \right],
\]
where (43) follows from changing measure from $P_{X^{n_K}Y^{n_K}}$ to $P_{X^{n_K}X^{n_K}Y^{n_K}}$, (44) follows since $\{ \exp \left\{ -i(X^{n_K}; Y^{n_K}) \right\} : n_K \in T \}$ is a martingale due to the product distribution in (38), and (45) follows from the definition of $\tau$ in (36). The second probability in (42) is bounded as
\[
\mathbb{P} [\tau = \infty] = \mathbb{P} \left[ \bigcap_{i=1}^{K} \{ i(X^{n_i}; Y^{n_i}) < \gamma \} \right] \\
\leq \mathbb{P} [i(X^{n_K}; Y^{n_K}) < \gamma],
\]
where (46) follows from (36). Combining (42), (45), and (47) completes the proof of Theorem 3.

B. Proof of Theorem 2

In the proof that follows, we first present three lemmas used in the proof of Theorem 2 (step 1), we then choose the distribution $P_{X^n_k}^\alpha$ of the random codewords (step 3) and the parameters $n_1, \ldots, n_k, \gamma$ in Theorem 3 (step 4). Finally, we analyze the bounds in Theorem 3 under the chosen distribution and parameters (step 5).

1) Supporting lemmas: Lemma 1, below, is the moderate deviations result that bounds the probability that a sum of $n$ i.i.d. random variables is above a function of $n$ that grows at most as quickly as $n^{2/3}$.

**Lemma 1** (Petrov [21, Ch. 8, Th. 4]): Let $Z_1, \ldots, Z_n$ be i.i.d. random variables. Let $E[Z_1] = 0$, $\sigma^2 = \text{Var}[Z_1]$, and $\mu_3 = \mathbb{E}[Z_1^3]$. Suppose that the moment-generating function $\mathbb{E}[\exp\{tZ_i\}]$ is finite in the neighborhood of $t = 0$. (This condition is known as Cramer’s condition.) Given a nonnegative $z_n = O(n^{1/6})$, as $n \to \infty$ it holds that
\[
\mathbb{P} \left[ \sum_{i=1}^{n} Z_i \geq z_n \sqrt{n} \right] = O(z_n) \exp \left\{ \frac{z_n^3 \mu_3}{6 \sqrt{n} \sigma^3} \right\} \\
+ O \left( \frac{1}{\sqrt{n}} \exp \left\{ -\frac{z_n^2}{2} \right\} \right).
\]

**Lemma 2**, below, uniformly bounds the Radon-Nikodym derivative of the channel output distribution in response to the uniform distribution on a sphere compared to the channel output distribution in response to i.i.d. Gaussian distribution.

**Lemma 2** (MolavianJazi and Laneman [22, Prop. 2]): Let $X^n$ be distributed uniformly over the $n$-dimensional sphere with radius $\sqrt{n} \bar{P}$, $S^n(\sqrt{n} \bar{P})$. Let $X^n \sim N(0, I_n)$. Let $P_{X^n}$ and $P_{Y^n}$ denote the channel output distributions in response to $P_{X^n}$ and $P_{X^n}$, respectively, where $P_{Y^n|X^n}$ is the point-to-point Gaussian channel (3). Then there exists an $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ and $y^n \in \mathbb{R}^n$, it holds that
\[
\frac{P_{Y^n}(y^n)}{P_{Y^n}(y^n)} \leq J(P) \leq 27 \sqrt{n} \sqrt{\frac{1 + P}{8 \sqrt{1 + 2P}}},
\]

The following lemma gives the asymptotic expansion of the root of an equation, which is used to find the asymptotic expansion for the gap between two consecutive decoding times $\tau_i$ and $\tau_{i+1}$.

**Lemma 3**: Let $f(x)$ be a differentiable increasing function that satisfies $f'(x) \to 0$ as $x \to \infty$. Suppose that
\[
x + f(x) = y.
\]

Then, as $x \to \infty$ it holds that
\[
x = y - f(y) (1 - o(1)).
\]
Proof of Lemma 3: Define the function \( F(x) \triangleq x + f(x) - y \). Applying Newton’s method with the starting point \( x_0 = y \) yields
\[
x_1 = x_0 - \frac{F(x_0)}{F'(x_0)} = y - \frac{f(y)}{1 + f'(y)} = y - f(y)(1 - f'(y)) + O(f'(y)^2).
\]
We have \( f'(y) = o(1) \) by assumption. Equality (54) follows from the Taylor series expansion of the function \( \frac{1}{1+x} \) around \( x = 0 \). Let
\[
x^* = y - f(y)(1 - o(1)).
\]
From Taylor’s theorem, it follows that
\[
f(x^*) = f(y) - f'(y_0) f(y)(1 - o(1)),
\]
for some \( y_0 \in [y - f(y)(1 - o(1)), y] \). Therefore, \( f'(y_0) = o(1) \), and \( f(x^*) = f(y)(1 - o(1)) \). Putting (55)–(56) in (50), we see that \( x^* \) is a solution to the equality in (50).

2) Random encoder design: To prove Theorem 2, we choose the distribution of the random codewords, \( P_{X^{nK}} \), in Theorem 3 as follows. Set \( n_0 = 0 \). For each codeword, we independently draw sub-codewords \( X_{n_j-1}^{n_j} \), \( j \in [K] \) from the uniform distribution on the \( (n_j - n_{j-1}) \)-dimensional sphere with radius \( \sqrt{(n_j - n_{j-1})P} \), i.e.,
\[
P_{X^{nK}}(x^{nK}) = \prod_{j=1}^{K} P_{X_{n_j-1}^{n_j}}(x_{n_{j-1}+1}^{n_j})
\]
where \( \delta(\cdot) \) is the Dirac delta function, and
\[
S_n(r) = \frac{2\pi^{n/2}}{n!(n/2)} r^{n-1}
\]
is the surface area of an \( n \)-dimensional sphere \( S^n(r) \) with radius \( r \). Notice that codewords chosen under the input distribution in (57) never violate the power constraint (8), giving
\[
\mathbb{P} \left[ \sum_{i=1}^{K} \left\| X_i^n \right\|^2 > n_i P \right] = 0.
\]

Our random coding design integrates codewords uniformly at random on the subset of the surface of \( S^{nK}(\sqrt{nKP}) \), that satisfies the power constraint with equality at each of the dimensions \( n_1, \ldots, n_K \); our analysis in [23] shows that for any finite \( K \), and sufficiently large increments \( n_i - n_{i-1} \) for all \( i \in [K] \), using this restricted subset instead of the entire \( nK \)-dimensional power sphere results in no change in the asymptotic expansion (14) up to the third-order term.

From Shannon’s work in [24], it is well-known that for the Gaussian channel with a maximal power constraint, drawing i.i.d. Gaussian codewords yields a performance inferior to that achieved by the uniform distribution on the power sphere. As a result, almost all tight achievability bounds for the Gaussian channel in the fixed-length regime under a variety of settings (e.g., all four combinations of the maximal/average power constraint and feedback/no feedback [8], [16]–[18] in Table I) employ random codewords drawn uniformly on the power sphere. A notable exception is Truong and Tan’s result in (16) [11, Th. 1] for VLSF codes with an average power constraint; that result employs i.i.d. Gaussian inputs. The Gaussian distribution works in this scenario because when \( K = \infty \), the usually dominant term \( \mathbb{P} [s(X^{nK}; Y^{nK}) < \gamma] \) in (21) disappears. The second term \( (M-1) \exp \{-\gamma \} \) in (21) is not affected by the input distribution. Unfortunately, the approach from [11, Th. 1] does not work here since drawing codewords i.i.d. \( \mathcal{N}(0, P) \) satisfies the average power constraint (12) but not the maximal power constraint (8). When \( K < \infty \) and the probability \( \mathbb{P} [s(X^{nK}; Y^{nK}) < \gamma] \) dominates, using i.i.d. \( \mathcal{N}(0, P) \) inputs achieves a worse second-order term in the asymptotic expansion (19) of the maximum achievable message size. This implies that when \( K < \infty \), using our uniform distribution on a subset of the power sphere is superior to choosing codewords i.i.d. \( \mathcal{N}(0, P) \) even under the average power constraint. In particular, i.i.d. \( \mathcal{N}(0, P) \) inputs achieve (19), where the dispersion \( \hat{V}(P) = \frac{1}{P^2} \) of \( s(X;Y) \) when \( X \sim \mathcal{N}(0, P) \); here \( \hat{V}(P) \) is greater than the dispersion \( V(P) \) for all \( P > 0 \) (see [25, eq. (2.56)]). Whether our input distribution is optimal in the second-order term remains an open question.

3) Bounding the probability of the information density random variable: For each \( k \in [K] \), we here bound the probability
\[
\mathbb{P} [s(X^{n_k}; Y^{n_k}) < \gamma]
\]
that appears in Theorem 3 under the input distribution (57). Note that the random variable \( s(X^{n_k}; Y^{n_k}) \) is not a sum of \( n_k \) i.i.d. random variables. We wish to apply the moderate deviations result in Lemma 1. To do this, we first bound the probability in (61) as follows. Let \( P_{Y^n} \) be \( \mathcal{N}(0, (1+P)I_{n_k}) \). By Lemma 2, we bound (61) as
\[
\mathbb{P} [s(X^{n_k}; Y^{n_k}) < \gamma] = \mathbb{P} \left[ \ln \frac{P_{Y^n|X^{n_k}}(Y^{n_k}|X^{n_k})}{P_{Y^{n_k}}(Y^{n_k})} < \gamma + \ln P_{Y^{n_k}}(Y^{n_k}) \right] \leq \mathbb{P} \left[ \ln \frac{P_{Y^n|X^{n_k}}(Y^{n_k}|X^{n_k})}{P_{Y^n}(Y^n)} < \gamma + k \ln J(P) \right],
\]
where \( J(P) \) is the constant given in (49), and (63) follows from the fact that \( P_{Y^{n_k}} \) is product of \( k \) output distributions with dimensions \( n_j - n_{j-1}, j \in [K] \), each induced by a uniform distribution over a sphere with the corresponding radius. As argued in [7], [17], [22], [23], by spherical symmetry, the distribution of the random variable
\[
\ln \frac{P_{Y^n|X^{n_k}}(Y^{n_k}|X^{n_k})}{P_{Y^{n_k}}(Y^{n_k})}
\]
achieved by the uniform distribution on the power sphere.
depends on $X^{n_k}$ only through its norm $\|X^{n_k}\|$. Since $\|X^{n_k}\|^2 = n_k P$ with probability 1, any choice of $x^{n_k}$ such that $\|x^n\|^2 = n_i P$ for $i \in [k]$ gives
\[
\mathbb{P} \left[ \ln \frac{P_{Y^n|x^{n_k}}(Y^n|x^{n_k})}{P_{Y^n}(Y^n)} < \gamma + k \ln J(P) \right]
= \mathbb{P} \left[ \ln \frac{P_{Y^n|x^{n_k}}(Y^n|x^{n_k})}{P_{Y^n}(Y^n)} < \gamma + k \ln J(P) \bigg| X^{n_k} = x^{n_k} \right]
= \mathbb{P} \left[ \ln \frac{P_{Y^n|x^{n_k}}(Y^n|x^{n_k})}{P_{Y^n}(Y^n)} < \gamma + k \ln J(P) \bigg| X^{n_k} = x^{n_k} \right]
\tag{65}
\]

We set $x^{n_k} = (\sqrt{P}, \sqrt{P}, \ldots, \sqrt{P}) = \sqrt{P} I$ to obtain an i.i.d. sum in (65). Given $X^{n_k} = \sqrt{P} I$, the distribution of $i(X^{n_k}; Y^{n_k})$ is the same as the distribution of the sum
\[
\sum_{i=1}^{n_k} A_i,
\tag{66}
\]
of $n_k$ i.i.d. random variables
\[
A_i = C(P) + \frac{P}{2(1+P)} \left( 1 - Z_i^2 + \frac{2}{\sqrt{P}} Z_i \right), \quad i \in [n_k].
\tag{67}
\]
Here $Z_1, \ldots, Z_{n_k}$ are drawn independently from $\mathcal{N}(0, 1)$ (see e.g., [7, eq. (205)]). The mean and variance of $A_1$ are
\[
\mathbb{E}[A_1] = C(P),
\tag{68}
\mathbb{V}[A_1] = V(P).
\tag{69}
\]
From (63)–(66), we get
\[
\mathbb{P} \left[ i(X^{n_k}; Y^{n_k}) < \gamma \right] \leq \mathbb{P} \left[ \sum_{i=1}^{n_k} A_i < \gamma + k \ln J(P) \right].
\tag{70}
\]
To verify that Lemma 1 is applicable to the right-hand side of (70), it only remains to show that $\mathbb{E} \left[ (A_1 - C(P))^3 \right]$ is finite, and $A_1 - C(P)$ satisfies Cramer’s condition, that is, there exists some $t_0 > 0$ such that $\mathbb{E} \left[ \exp \{t(A_1 - C(P))\} \right] < \infty$ for all $|t| < t_0$. From (67), $(A_1 - C(P))^3$ is distributed the same as a 6-degree polynomial of the Gaussian random variable $Z \sim \mathcal{N}(0, 1)$. This polynomial has a finite mean since all moments of $Z$ are finite. Let $c \triangleq \frac{1}{2(1+P)}$, $d \triangleq \frac{2}{\sqrt{P}}$, and $t' \triangleq tc$. To show that Cramer’s condition holds, we directly compute
\[
\mathbb{E} \left[ \exp \{t(A_1 - C(P))\} \right]
= \mathbb{E} \left[ \exp \{t'(1 - Z^2 + dZ)\} \right]
= \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{x^2}{2} + t'(1 - x^2 + dx) \right\} dx
= \frac{1}{\sqrt{1 + 2t'}} \exp \left( t' + \frac{t'd}{2(1 + 2t')} \right).
\tag{71}
\]
Thus $\mathbb{E} \left[ \exp \{t(A_1 - C(P))\} \right] < \infty$ for $t' > -\frac{1}{2}$, and $t_0 = \frac{1}{2t'} > 0$ together imply that $A_1 - C(P)$ satisfies Cramer’s condition.

4) Choosing the decoding times $n_1, \ldots, n_K$: We choose $\gamma, n_1, \ldots, n_K$ so that the equalities
\[
\gamma + K \ln J(P) = n_k C(P) - \sqrt{n_k \ln (n_{k-1}n_k) V(P)}
\tag{74}
\]
hold for all $k \in [K]$. This choice minimizes the upper bound (22) on the average decoding time (see Section IV-C). Applying Lemma 3 to (74) with
\[
x = n_{i+1}
\tag{75}
y = n_i - \frac{1}{C(P)} \sqrt{n_i \ln (K-i+1)(n_i)V(P)}
\tag{76}
f(x) = -\frac{1}{C(P)} \sqrt{n_i \ln (K-i)(n_i+1)V(P)}
\tag{77}
gives the following gaps between consecutive decoding times
\[
n_{i+1} - n_i = \frac{1}{C(P)} \left( \sqrt{n_i \ln (K-i)(n_i)V(P)} - \sqrt{n_i \ln (K-i+1)(n_i+1)V(P)} \right) (1 + o(1))
\tag{78}
\]
for $i \in \{1, \ldots, K-1\}$.

5) Analyzing the bounds in Theorem 3: For each $k \in [K]$, applying Lemma 1 to (70) with $\gamma, n_1, \ldots, n_K$ satisfying (74) gives
\[
\mathbb{P} \left[ i(X^{n_k}; Y^{n_k}) < \gamma \right] \leq Q \left( \sqrt{n_k \ln (K-k+1)(n_k)} \right) \cdot \exp \left\{ \frac{-((\ln (K-k+1)(n_k)))^{3/2}}{6n_k V(P)^{3/2}} \right\}
+ O \left( \frac{1}{\sqrt{n_k}} \exp \left\{ -\frac{((\ln (K-k+1)(n_k)))}{2} \right\} \right)
\leq \frac{1}{\sqrt{2\pi}} \sqrt{n_k \ln (K-k)(n_k) \ln (K-k+1)(n_k)} \cdot \left( 1 + O \left( \frac{((\ln (K-k+1)(n_k)))^{3/2}}{n_k} \right) \right)
\tag{80}
\]
for $k < K$, where
\[
\mu_3(P) \triangleq \mathbb{E} \left[ (A_1 - C(P))^3 \right] < \infty,
\tag{81}
\]
and (80) follows from the Taylor series expansion $\exp(x) = 1 + x + O(x^2)$ as $x \to 0$, and the well-known bound [21, e.g., Ch. 8, eq. (2.46)]
\[
Q(x) \leq \frac{1}{\sqrt{2\pi}} \frac{1}{x} \exp \left\{ -\frac{x^2}{2} \right\} \quad \text{for } x > 0.
\tag{82}
\]
For $k = K$, Lemma 1 gives
\[
\mathbb{P} \left[ i(X^{n_K}; Y^{n_K}) < \gamma \right] \leq \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{n_K \ln (n_K)}} \left( 1 + O \left( \frac{((\ln n_K)^{3/2})}{\sqrt{n_K}} \right) \right).
\tag{83}
\]
We bound the probability term in (22) from above by
\[
\mathbb{P} \left[ i(X^{n_i}; Y^{n_i}) < \gamma \right].
\tag{84}
\]
Then, by Theorem 3, there exists a VLSF code with $K$ decoding times $n_1 < n_2 < \cdots < n_K$ such that the expected decoding time is bounded as
\[
N \leq n_1 + \sum_{i=1}^{K-1} (n_{i+1} - n_i) \mathbb{P} \left[ i(X^{n_i}; Y^{n_i}) < \gamma \right].
\tag{84}
\]
By (78), we have
\[
n_k = n_1 (1 + o(1))
\tag{85}
for \( k \in [K] \). Plugging (78), (80), and (85) into (84), we get
\[
N \leq n_1 + \sqrt{\frac{V(P)}{2\pi C(P)}} \sqrt{\frac{\ln n_1}{\ln_2 K(n_1)}} (1 + o(1)).
\]  
(86)

Applying Lemma 3 to (86), we get
\[
n_1 \geq N - \sqrt{\frac{V(P)}{2C(P)}} \frac{\sqrt{N}}{\ln_2 K(N)}
\]  
(87)

for \( n_1 \) large enough. Comparing (87) and (78), we observe that for \( n_1 \) large enough,
\[
n_1 < N < n_2 < \cdots < n_K.
\]  
(88)

Finally, we set message size \( M \) such that
\[
\ln M = \gamma - \ln N.
\]  
(89)

Plugging (83) and (89) into (21), we bound the error probability as
\[
\epsilon \leq \mathbb{P}[\eta(X^{n_K}; Y^{nK}) < \gamma] + (M - 1) \exp\{-\gamma\}
\]  
(90)

\[
\leq \frac{1}{\sqrt{\ln n_K}} \frac{1}{\sqrt{\ln_2 K(n_1)}} + \frac{1}{N}
\]  
(91)

\[
\leq \frac{1}{2} \frac{1}{\sqrt{\ln n_K}} \frac{1}{\sqrt{\ln_2 K(N)}} + \frac{1}{N},
\]  
(92)

where (91) holds for \( n_K \) large enough and (92) follows from (88). Inequality (92) implies that \( \epsilon \leq \frac{1}{\sqrt{\ln_2 K(N)}} \) for \( N \) large enough. Plugging (87) and (89) into (74) with \( k = 1 \), we conclude that there exists an \((N, \{n_i\}_i, M, 1/\sqrt{\ln_2 K(N)} (P)\) VLSF code with
\[
\ln M \geq NC(P) - \sqrt{N \ln_2 K(N)V(P)} - \frac{1}{2} \frac{1}{\sqrt{\ln_2 K(N)}} - \ln N - K \ln J(P)
\]  
(93)

for \( N \) large enough, which completes the proof.

C. Second-order Optimality of \((n_1, \ldots, n_K)\) in Theorem 2 within the Chosen Code Construction

We here investigate the optimality of our parameter choices in (74). For a fixed \( M \) and the given code construction, we would like to minimize the average decoding time subject to the desired error probability. We consider the optimization problem in Theorem 3, that is,
\[
\min n_1 + \sum_{i=1}^{K-1} (n_{i+1} - n_i) \mathbb{P} \{\eta(X^{n_i}; Y^{n_i}) < \gamma\}
\]  
(94)

s.t.
\[
\frac{1}{\ln_2 K(n_1)} = \mathbb{P}[\eta(X^{n_K}; Y^{nK}) < \gamma] + (M - 1) \exp\{-\gamma\}.
\]  
(95)

We set \( n_K \) and \( \gamma \) to satisfy the equations
\[
\frac{1}{\ln_2 K(n_1)} = \mathbb{P}[\eta(X^{n_K}; Y^{nK}) < \gamma] (1 + o(1))
\]  
(96)

The optimality of the choices in (95)–(96) are discussed later in Section IV-E.

Given the choices in (95)–(96), the problem reduces to minimizing
\[
N(n_1, \ldots, n_{K-1}) = n_1 + \sum_{i=1}^{K-1} (n_{i+1} - n_i) \mathbb{P} \{\eta(X^{n_i}; Y^{n_i}) < \gamma\}
\]  
(97)

for fixed \( n_K \) and \( \gamma \) under the constraints (95)–(96).

Next, we define the functions
\[
g(n) = \frac{N C(P) - \gamma}{\sqrt{N V(P)}}
\]  
(98)

\[
F(n) = Q(-g(n)) = 1 - Q(g(n))
\]  
(99)

\[
f(n) = F'(n) = \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{g(n)^2}{2}\right\} g'(n).
\]  
(100)

Assume that \( \gamma = \gamma_n \) is such that \( g(n) = O(n^{1/6}) \), and \( \lim_{n \to \infty} g(n) = \infty \). Then by Lemma 1, the step-wise constant function of \( n \), \( \mathbb{P} \{\eta(X^n; Y^n) \geq \gamma\} \), is approximated by differentiable function \( F(n) \) as
\[
\mathbb{P} \{\eta(X^n; Y^n) \geq \gamma\} = F(n)(1 + o(1)).
\]  
(101)

Taylor series expansions give
\[
1 - F(n) = \frac{1}{g(n)} \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{g(n)^2}{2}\right\} (1 + o(1))
\]  
(102)

\[
f(n) = (1 - F(n)) g(n) g'(n)(1 + o(1))
\]  
(103)

\[
g'(n) = \frac{C(P)}{\sqrt{N V(P)}} (1 + o(1)).
\]  
(104)

Let \( n^* \) denote the solution to the optimization problem in (94). Then \( n^* \) must satisfy the Karush-Kuhn-Tucker conditions \( \nabla N(n^*) = 0 \), giving
\[
\frac{\partial N}{\partial n_1} \bigg|_{n=n^*} = F(n_1^*) - (n_2^* - n_1^*) f(n_1^*) = 0
\]  
(105)

\[
\frac{\partial N}{\partial n_k} \bigg|_{n=n^*} = F(n_k^*) - F(n_{k-1}^*) - (n_{k+1}^* - n_k^*) f(n_k^*) = 0
\]  
(106)

for \( k = 2, \ldots, K - 1 \).

The method of approximating the probability \( \mathbb{P} \{\eta(X^n; Y^n) \geq \gamma\} \) by a differentiable function \( F(n) \) is introduced in [15, Sec. III] for the optimization problem in (94). In [15], Heidarzadeh et al. consider \( F(n) \) as a proxy for the cumulative distribution function of the decoding time random variable \( \tau \). They derive the Karush-Kuhn-Tucker conditions in (105)–(106), and use them to bound the performance of the VLSF code performance with \( K \) decoding times. The channel considered there is the binary erasure channel, and the analysis employs a random linear coding scheme. The analysis in [15] derives the approximation \( F(n) \) and uses it to numerically solve the equations (105)–(106) for a fixed \( K \), \( M \), and \( \epsilon \). Unlike [15], we find the analytic solution to (105)–(106) for the Gaussian channel within our code construction as decoding times \( n_1, \ldots, n_K \) approach infinity, and derive the achievable rate in Theorem 1 as a function of \( K \).
Let \( \mathbf{\tilde{n}} = (\tilde{n}_1, \ldots, \tilde{n}_{K-1}) \) be the decoding times chosen in (74). We evaluate
\[
g(\tilde{n}_i) = \frac{1}{\sqrt{\ln(K-i+1)}}(1 + o(1))
\] (107)
\[
1 - F(g(\tilde{n}_i)) = \frac{1}{\sqrt{2\pi}} g(\tilde{n}_i) g'(\tilde{n}_i) (1 + o(1))
\] (108)
\[
f(g(\tilde{n}_i)) = \frac{1}{\sqrt{2\pi}} g'(\tilde{n}_i) \tag{109}
\]
\[
\tilde{n}_{i+1} - \tilde{n}_i = \frac{g(\tilde{n}_{i+1}) - g(\tilde{n}_i)}{g'(\tilde{n}_i)} (1 + o(1))
\] (110)
for \( i = 1, \ldots, K-1 \), and
\[
\nabla N(\mathbf{\tilde{n}}) = \left(1 - \frac{1}{\sqrt{2\pi}}, -\frac{1}{\sqrt{2\pi}}, \ldots, -\frac{1}{\sqrt{2\pi}}\right)
\] (111)

Our goal is to find a vector \( \Delta \mathbf{n} = (\Delta n_1, \ldots, \Delta n_{K-1}) \) such that
\[
\nabla N(\mathbf{\tilde{n}} + \Delta \mathbf{n}) = 0, \tag{112}
\]
Assume that \( \Delta n = O(\sqrt{n}) \). By plugging \( n + \Delta n \) into (102)–(104) and using the Taylor series expansion of \( g(n + \Delta n) \), we get
\[
1 - F(\tilde{n} + \Delta n) = \left(1 - F(n)\right) \cdot \exp\left\{-\Delta ng(\tilde{n})g'(\tilde{n})\right\} (1 + o(1)) \tag{113}
\]
\[
f(\tilde{n} + \Delta n) = f(n) \exp\left\{-\Delta ng(\tilde{n})g'(\tilde{n})\right\} (1 + o(1)). \tag{114}
\]
Using (113)–(114), and putting \( \mathbf{\tilde{n}} + \Delta \mathbf{n} \) in (105)–(106), we solve (112) as
\[
\Delta n_1 = -\frac{\ln \sqrt{2\pi}}{g(\tilde{n}_1)g'(\tilde{n}_1)} (1 + o(1)) \tag{115}
\]
\[
= -\frac{\sqrt{V(P)} \ln \frac{1}{\sqrt{2\pi}} g(\tilde{n}_1) + \sqrt{1}}{C(P)} \frac{\sqrt{1}(1 + o(1))}{\sqrt{\ln(K)(\tilde{n}_1)}} \tag{116}
\]
\[
\Delta n_i = \frac{1}{2} \frac{g(\tilde{n}_{i-1})^2}{g(\tilde{n}_i)g'(\tilde{n}_i)} = o(\Delta n_1) (1 + o(1)) \tag{117}
\]
for \( i = 2, \ldots, K-1 \). Hence, \( \mathbf{\tilde{n}} + \Delta \mathbf{n} \) satisfies the optimality criterion, and \( \mathbf{n}^* = \mathbf{\tilde{n}} + \Delta \mathbf{n} \).

Now it only remains to evaluate the gap \( N(\mathbf{n}^*) - N(\mathbf{\tilde{n}}) \).
We have
\[
N(\mathbf{n}^*) - N(\mathbf{\tilde{n}}) = \left(\Delta n_1 + \sum_{i=1}^{K-1} (\tilde{n}_{i+1} - \tilde{n}_i)Q(g(\tilde{n}_i)) \cdot \exp\{-\Delta n_i g(\tilde{n}_i)g'(\tilde{n}_i)\} - 1\right) (1 + o(1)) \tag{118}
\]
\[
= \left(\Delta n_1 + \left(1 - \frac{1}{\sqrt{2\pi}}\right) \frac{1}{g(\tilde{n}_1)g'(\tilde{n}_1)} - \sum_{i=2}^{K-1} \Delta n_i\right) (1 + o(1)) \tag{119}
\]
\[
= -L \frac{\sqrt{n_1}}{\sqrt{\ln(K)(\mathbf{\tilde{n}})}} (1 + o(1)), \tag{120}
\]
where \( L = \left(\ln \frac{1}{\sqrt{2\pi}} + \frac{1}{2\sqrt{2\pi}} - 1\right) \sqrt{\frac{V(P)}{C(P)}} \) is a positive constant. From the relationship between \( n_k \) and \( n_1 \) in (85) and the equality (120), we get
\[
N(\mathbf{\tilde{n}}) = N(\mathbf{n}^*) + L \frac{\sqrt{N(\mathbf{n}^*)}}{\sqrt{\ln(K)(\mathbf{n}^*)}} (1 + o(1)). \tag{121}
\]
Plugging (121) into our VLSF achievability bound (93), we get
\[
\ln M \geq N(\mathbf{n}^*)C(P) - \frac{\sqrt{N(\mathbf{n}^*)}}{\ln(K)(\mathbf{n}^*)}V(P) - O\left(\frac{\sqrt{N(\mathbf{n}^*)}}{\ln(K)(\mathbf{n}^*)}\right). \tag{122}
\]
Comparing (122) and (93), we see that the decoding times chosen in (74) have the optimal second-order term in the asymptotic expansion of the maximum achievable message size within our code construction. Moreover, the order of the third-order term in (122) is the same as the order of the third-order term in (93). Whether the proposed code structure is optimal remains an open question.

**D. Proof of Theorem 1**

Our achievability proof is inspired by Polyanskiy et al.’s coding scheme in [6] for DMCs. There, the number of decoding times is unlimited. In [6], to prove an achievability result with an average error probability \( \epsilon \) and an average decoding time \( N \), the decoder decodes to an arbitrary message at time \( n_1 = 0 \) with probability \( p = \frac{e^{-p} - e^{-p'}}{1 - e^{-p'}} \). With probability \( 1 - p \), the code uses another VLSF code with average decoding time \( N' \) and average error probability \( \epsilon' \). With the same choice of \( \epsilon' \), Truong and Tan [11], [12] adapt the coding scheme in [6] to the Gaussian point-to-point and multiple access channels with an unlimited number of decoding times and an average power constraint. Like [6], [11], [12], our coding strategy fixes the smallest decoding time \( n_1 \) to 0. To achieve the best second-order term within our code construction (see Section IV-E, below), we set
\[
\epsilon' \triangleq \frac{1}{\sqrt{N'} \ln N'}. \tag{123}
\]
Before the transmission starts, the decoder generates a random variable \( D \sim \text{Bernoulli}(p) \) with
\[
p \triangleq \frac{\epsilon - \epsilon'}{1 - \epsilon'}. \tag{124}
\]
If \( D = 1 \), then the decoder decodes to an arbitrary message at time \( n_1 = 0 \); otherwise the encoder and decoder use an \( (N', \{n_k\}_{k=2}^{K}, M, \epsilon', P) \) VLSF code. The average error probability is bounded by
\[
1 \cdot p + \epsilon' \cdot (1 - p) = \epsilon, \tag{125}
\]
and the average decoding time is
\[
N = p \cdot 0 + (1 - p) \cdot N' = (1 - p)N'. \tag{126}
\]
From (124), and (126), we get the asymptotic expansion
\[
N = \frac{N}{1 - \epsilon} \left(1 + O\left(\frac{1}{\sqrt{\ln N}}\right)\right). \tag{127}
\]
By Theorem 2, there exists an \((N', \{n_k\}_{k=2}^K, M, \ell_N, P)\) VLSF code with
\[
\ln M = N'C(P) - \sqrt{N'\ln(K-1)(N')} V(P) + O\left(\sqrt{\frac{N'}{\ln(K-1)(N')}}\right).
\]
(128)

Plugging (127) into (128) and using the Taylor series expansion of the function \(\sqrt{N'\ln(K-1)(N')}\) completes the proof.

E. Second-order Optimality of the Parameter \(\epsilon_N^*\) in Section IV-D within the Chosen Code Construction

In this section, we show that the error value \(\epsilon_N^*\) chosen in (123) is second-order optimal in the sense that under the VLSF code design in Section IV-D, the error value \(\epsilon_N^*\) that minimizes the average decoding time in (126) has the same asymptotic expansion (19) of the maximum achievable message size as \(\epsilon_N^*\) up to the second-order term.

From the code construction in Section IV-D, Theorem 3, (124), and (126), the average decoding time is
\[
N(n_2, \ldots, n_K, \gamma) = N'(1 - \epsilon) \frac{1}{1 - \epsilon'},
\]
(129)

where
\[
N' = n_2 + \sum_{i=2}^{K-1} (n_{i+1} - n_i)P\left[|X_{n_0}; Y_{n_0}| < \gamma\right]
\]
(130)

and
\[
\epsilon' = P\left[|X_{n_0}; Y_{n_0}| < \gamma\right] + M \exp(-\gamma).
\]
(131)

Let \((n^*, \gamma^*) = (n_2^*, \ldots, n_{K^*}; \gamma^*)\) be the solution of \(\nabla N(n^*, \gamma^*) = 0\). As in Section IV-C, we use the approximation \(P\left[|X_{n_0}; Y_{n_0}| < \gamma\right] = Q(g(n_0))(1 + o(1))\), where \(g(n_0)\) is given in (98). The prior discussion (105)–(106)\(^3\) finds the values of \(n_2^*, n_3^*, \ldots, n_{K^*} - 1\) that minimize \(N'\). Minimizing \(N'\) also minimizes \(N\) in (129) since \(\epsilon_N^*\) depends only on \(n_K\) and \(\gamma\), and \(\epsilon\) is a constant. Therefore, to minimize \(N\), it only remains to find \((n_{K^*}; \gamma^*)\) such that
\[
\frac{\partial N}{\partial n_K}\bigg|_{(n, \gamma)=(n^*, \gamma^*)} = 0
\]
(132)
\[
\frac{\partial N}{\partial \gamma}\bigg|_{(n, \gamma)=(n^*, \gamma^*)} = 0.
\]
(133)

Consider the case \(K > 2\). Solving (132) and (133) using (105)–(110) gives
\[
g(n_K^*) = \sqrt{\ln n_K^* + \ln(2\ln(n_K^*)) + \ln(3\ln(n_K^*)) + O(1)}
\]
(134)
\[
= c_0 + N'\left(\frac{1}{\sqrt{2\pi n_K^*}} \exp\left(-\frac{g(n_K^*)^2}{2}\right) (1 + o(1))\right)
\]
(135)

where \(c_0\) is a positive constant. Solving (134)–(135) simultaneously, we obtain
\[
\ln M = \gamma^* - \ln n_K^* + O(1).
\]
(136)

\(^3\)Due to (130), we invoke the proof in Section IV-C with \(K - 1\) decoding times instead of \(K\).

Plugging (134) and (136) into (131), we get
\[
\epsilon_N^* = \frac{c_1}{\sqrt{n_K^* \ln(2\ln(n_K^*))}}(1 + o(1)),
\]
(137)

where \(c_1\) is a constant. Let \((\tilde{n}, \tilde{\gamma}) = (\tilde{n}_2, \ldots, \tilde{n}_K, \tilde{\gamma})\) be the parameters chosen in (74) and (89). Note that \(\epsilon_N^*\) is order-different than \(\epsilon_N^*\) in (123). Following steps similar to (118)–(120), we compute
\[
N(n^*, \gamma^*) - N(\tilde{n}, \tilde{\gamma}) = -O\left(\frac{\sqrt{n_K^*}}{\ln n_K^*}\right).
\]
(138)

Plugging (138) into (19) gives
\[
\ln M = \frac{N(n^*, \gamma^*)}{1 - \epsilon}
\]
\[
- \sqrt{N(n^*, \gamma^*) \ln(K-1)(N(n^*, \gamma^*))} V(P) + O\left(\sqrt{N(\ln(K-1)(N))}\right)
\]
(139)

Comparing (19) and (139), we see that although (123) and (137) are different, the parameters \((\tilde{n}, \tilde{\gamma})\) chosen in (74) and (89) have the same second-order term in the asymptotic expansion of the maximum achievable message size as the parameters \((n^*, \gamma^*)\) that minimize the average decoding time within our code structure.

For \(K = 2\), the summation term in (131) disappears; in this case, the solution to (132) gives
\[
\epsilon_N^* = \frac{c_2}{\sqrt{n_K^* \ln n_K^*}}(1 + o(1))
\]
(140)

for some constant \(c_2\). Following the steps in (138)–(139), we conclude that the parameter choices in (74) and (89) are second-order optimal within our code construction for \(K = 2\) as well.

F. Proof of Theorem 4

As in the proof of Theorem 1, we first show an achievability result for a vanishing error probability. As in [6], [12], we set the vanishing error probability to be \(\frac{1}{N}\).

1) Achievability of VLSF codes with a vanishing error probability:

\textbf{Lemma 4:} Fix \(P > 0\). For the Gaussian channel (3) with noise variance 1, it holds that
\[
\ln M^*\left(N, \infty, \frac{1}{N}, P\right) \geq NC(P) - \sqrt{N} 4C(P) \ln J(P) - \ln N + O(1).
\]
(141)

\textbf{Proof of Lemma 4:} To prove Lemma 4, we apply Theorem 3 with \(K = \infty\) and
\[
T = \{n_k : k \ell_N, k \in \mathbb{Z}^+\}.
\]
(142)

Here \(\ell_N\) is the gap between consecutive decoding times. That gap is here constant within the given code but grows with the average decoding time \(N\) for which the code is designed. How \(\ell_N\) grows with \(N\) is determined later (see (157), below).
Choosing the input distribution: Let the distribution, $P_{X^nK}$, of the random codewords, be chosen as in (57). In this case, $K = \infty$.

Expected decoding time analysis: Following the steps in (32)–(33), we bound the average decoding time as
\[ \mathbb{E}[\tau^*] \leq \mathbb{E}[\tau], \]  
where $\tau$ is given in (36). We define the random variable
\[ \xi \triangleq \inf \left\{ k \geq 1 : \frac{1}{\ell_N} i(X^{k\ell_N}; Y^{k\ell_N}) > \frac{\gamma}{\ell_N} \right\} = \tau. \]  
(143)

To bound $\mathbb{E}[\xi]$, we use the following result from the renewal theory literature.

Lemma 5 (Lorden [26, Th. 1]): Let $X_1, X_2, \ldots$ be i.i.d. random variables with $\mathbb{E}[X_1] = \mu > 0$ and $\mathbb{E}\left[\max\{0, X\}\right]^2 = m < \infty$. Let $S_n = \sum_{i=1}^{n} X_i$ and $\tau(\gamma) = \inf\{n \in \mathbb{N} : S_n \geq \gamma\}$. Then,
\[ \sup_{\gamma > 0} \mathbb{E}[\tau(\gamma)] \leq \frac{\gamma}{\mu} + \frac{m}{\mu^2}. \]  
(145)

Note that
\[ \frac{1}{\ell_N} i(X^{k\ell_N}; Y^{k\ell_N}) = \sum_{i=1}^{k} B_i \]  
(146)
is a sum of $k$ i.i.d. random variables $B_1, \ldots, B_k$. The expected value of $B_1$ is bounded as
\[ \mathbb{E}[B_1] = \frac{1}{\ell_N} \mathbb{E}\left[ i(X^{\ell_N}; Y^{\ell_N}) \right] \]  
(147)
\[ = \frac{1}{\ell_N} \mathbb{E}\left[ \ln \frac{P_{Y^{\ell_N}|X^{\ell_N}}(Y^{\ell_N})}{P_{Y^{\ell_N}}(Y^{\ell_N})} \right] \]  
(148)
\[ - \frac{1}{\ell_N} \mathbb{E}\left[ \ln \frac{P_{Y^{\ell_N}|X^{\ell_N}}(Y^{\ell_N})}{P_{Y^{\ell_N}}(Y^{\ell_N})} \right] \]  
(149)
\[ \geq C(P) - \frac{1}{\ell_N} \max_{y^{\ell_N} \in \mathcal{Y}^{\ell_N}} \ln \frac{P_{Y^{\ell_N}|X^{\ell_N}}(y^{\ell_N})}{P_{Y^{\ell_N}}(y^{\ell_N})}, \]  
(150)
\[ \geq C(P) - \frac{1}{\ell_N} \ln J(P), \]  
(151)
where $Y^{\ell_N}$ is a $\mathcal{N}(0, (1 + P)I_{\ell_N})$ random vector, and $J(P)$ is given in (49). Inequalities (150) and (151) follow from (68) and Lemma 2, respectively. Similarly,
\[ \mathrm{Var}[B_1] = \frac{V(P)}{\ell_N} (1 + o(1)) \]  
(152)
for any $\ell_N \to \infty$ as $N \to \infty$. Applying Lemma 5 to (144), where $(X_1, X_2, \ldots)$ and $\gamma$ in Lemma 5 are set as $(B_1, B_2, \ldots)$ and $\tau_N$, respectively, we get
\[ \mathbb{E}[\xi] \leq \frac{C(P)}{\ell_N} \left[ \ln J(P) + 1 + \frac{\mathrm{Var}[B_1]}{\mathbb{E}[B_1]^2} \right] \]  
(153)
where (154) follows from (151) and the observation that $\mathbb{E}\left[\max\{0, B_1\}\right]^2 \leq \mathbb{E}[B_1^2]$. Setting
\[ \gamma = NC(P) - \ell_N C(P) - \frac{N}{\ell_N} \ln J(P) + O(1), \]  
(155)
we get from (144) and (151)–(154),
\[ \mathbb{E}[\tau] \leq N. \]  
(156)
By (143), $\mathbb{E}[\tau^*]$ is also bounded by $N$.

To maximize the right-hand side of (155), we set
\[ \ell_N \triangleq \sqrt{\frac{N \ln J(P)}{C(P)}}. \]  
(157)

Error probability analysis: Following the steps in (39)–(47), the average error probability is bounded as
\[ \mathbb{P}\left[ g_{\tau^*}(U, Y^{\tau^*}) \neq W \right] \leq (M - 1) \exp\{-\gamma\} + \mathbb{P}\left[ \bigcup_{i=1}^{K} \left\{ ||X_i||^2 > n_i P \right\} \right]. \]  
(158)

Note that, as argued in [6, eq. (109)], $\mathbb{P}[\tau = \infty] = 0$ by (156).

Since the random codewords (57) satisfy the maximal power constraint (8) with probability 1, the second term in (158) is 0. Setting
\[ \ln M = \gamma - \ln N \]  
(159)
bounds the error probability by $\frac{1}{N^\gamma}$.

Combining (155), (157), and (159) completes the proof of Lemma 4. 

2) Completing the proof of Theorem 4: The strategy is similar to that of the proof of Theorem 1 with the difference that we set
\[ \epsilon' \triangleq \frac{1}{N^{\gamma}}. \]  
(160)

Before the transmission starts, we generate a random variable
\[ D \sim \text{Bernoulli}(p) \]  
(161)
with $p \triangleq \epsilon - \epsilon'$. If $D = 1$, then the decoder decodes to an arbitrary message at time $n_1 = 0$; otherwise the encoder and decoder use an $(N', \{ n_k \}_{k=2}^{K}, M, \epsilon_1, P)$ VLSF code. Following steps identical to (125)–(127), we see that the average error probability of the code is bounded by $\epsilon$, and that the average decoding time is $N = N'(1 - p)$, or
\[ N' = \frac{N}{1 - \epsilon} \left( 1 + O\left( \frac{1}{N} \right) \right) \]  
(162)
Combining Lemma 4 and (162) completes the proof.
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