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Abstract.
The third generation South Pole Telescope camera (SPT-3G) improves upon its predecessor (SPTpol) by an order

of magnitude increase in detectors on the focal plane. The technology used to read out and control these detectors,
digital frequency-domain multiplexing (DfMUX), is conceptually the same as used for SPTpol, but extended to ac-
commodate more detectors. A nearly 5x expansion in the readout operating bandwidth has enabled the use of this
large focal plane, and SPT-3G performance meets the forecasting targets relevant to its science objectives. However,
the electrical dynamics of the higher-bandwidth readout differ from predictions based on models of the SPTpol sys-
tem. To address this, we present an updated derivation for electrical crosstalk in higher-bandwidth DfMUX systems,
and identify two previously uncharacterized contributions to readout noise. The updated crosstalk and noise models
successfully describe the measured crosstalk and readout noise performance of SPT-3G, and suggest improvements
to the readout system for future experiments using DfMUX, such as the LiteBIRD space telescope.

Keywords: SPT-3G, DfMUX, FDM, readout noise, crosstalk, CMB instrumentation.
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1 Introduction

The South Pole Telescope (SPT) is a 10-meter telescope located at the geographic South Pole
as part of the Amundsen–Scott Research Station. SPT is used to observe the sky at microwave
frequencies, with the goal of making deep and high-resolution measurements of the cosmic mi-
crowave background (CMB); it is currently equipped with the SPT-3G receiver, the third camera
to be deployed on the telescope. SPT-3G is in its third year of surveying a 1,500 deg2 field of the
CMB, using a polarization-sensitive tri-chroic focal plane with 16,000 detectors [1]. The detectors
are bolometric transition-edge sensors (TES): metal films held at sub-Kelvin temperatures in the
transition between normal and superconducting states [2]. TES detectors convert depositions of
incident power to variations in the resistance of the film; these variations are sensed by applying a
voltage bias across the TES and measuring the resulting current through the circuit. This methodol-
ogy is sufficiently sensitive to detect O(10 aW) fluctuations in deposited power. TES devices have
been the standard for the past three generations of SPT receivers, and are common throughout the
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field of CMB instrumentation, in part because they operate at or near the photon noise limit. For
this reason, each generation of receiver for SPT has improved sensitivity primarily by increasing
the number of TES devices operated simultaneously, and SPT-3G observes the sky with an order
of magnitude more detectors than SPTpol, decommissioned in 2017.

One of the enabling technologies for increasing focal plane size is the multiplexed readout,
which allows multiple TES detectors to be operated with a shared set of electronics. Without
multiplexing, detector numbers would be constrained by cryogenic cooling limitations and the cost
of the readout system. As detector numbers increase, improvements to multiplexing technology
are necessary. A multiplexing readout system includes both room-temperature signal processing
electronics and cryogenic analog electronics, and is characterized by the number of detectors that
can be operated as a single module of shared electronics (the multiplexing factor or “mux factor”).
SPT-3G employs a 68x mux design that is conceptually based on the 16x mux system of SPTpol,
but extended to accommodate higher multiplexing.

Electrical models used to design and forecast the performance of SPT-3G were derived from
the 16x mux predecessors, and make a number of approximations or assumptions that are no
longer valid in the higher mux factor regime. Consequently, achieved electrical crosstalk and
readout noise performance are worse than expected. Despite this, performance remains either
within target requirements (in the case of crosstalk), or sufficient with respect to target scientific
analysis (in the case of elevated readout noise). The performance difference from expectation
indicates an incomplete understanding of the system dynamics, which we seek to correct with
the model updates presented here. In Section 2 we give a description of the readout system that
highlights relevant non-idealities. In Section 3 we derive updated analytic forms for the crosstalk
in such systems. In Section 4 we present the improved noise model alongside measurements from
SPT-3G, as well as descriptions of two new mechanisms relevant to accurately modeling SPT-3G
readout noise. These mechanisms are explored in more detail in Sections 5 and 6. Results from
this updated set of models are being used to inform specific design choices to improve existing
instruments using this technology and future instruments such as the LiteBIRD space telescope.

2 Digital Frequency-Domain Multiplexing

The need to multiplex is dictated by the requirement that TES devices be kept at sub-Kelvin tem-
peratures (∼270 mK in the case of SPT-3G). Without multiplexing, each detector would be con-
nected to room temperature by a separate pair of conductors, producing a total heat load in ex-
cess of the cooling power available. SPT-3G overcomes this limitation by using a multiplexing
strategy known as frequency-domain multiplexing (FDM). The particular FDM designs used on
the SPT cameras are known as fMUX, starting with the SPT-SZ camera in 2007, which used an
analog frequency-domain multiplexing (AfMUX) system [3]. This was superseded by the digital
frequency-domain multiplexing (DfMUX) system deployed on the SPTpol instrument in 2011 [4].
SPT-3G uses the second generation DfMUX readout, which was first introduced in [5]. The de-
scription given here will omit details not relevant for the crosstalk and noise model updates, but a
detailed account of the modern DfMUX design, and full noise modeling, can be found in [6].

DfMUX preserves the independence of each TES bias, while limiting the number of cryogenic
wires required, by applying the bias voltages as megahertz sinusoids (the carriers). In the previous
generation of DfMUX readout up to 16 of these carriers were distributed at frequencies between
200 kHz and 1.2 MHz, but current designs operate up to 68 such carriers in a bandwidth up to
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5.5 MHz. The individual carrier tones are summed together in room-temperature electronics to
generate a composite waveform that can be transmitted to the sub-Kelvin stage over a single pair of
conductors. That waveform is separated back into the component sinusoids at the sub-Kelvin stage,
using a bank of cryogenic resonant filters [7]. Carrier frequencies are chosen to correspond to filter
resonant frequencies, and each TES is embedded within a filter. This allows a bias at the proper
frequency to be applied to a TES, while isolating it from bias voltages intended for other TES
devices. As the TES detectors vary in resistance they amplitude-modulate the associated carrier
tone, generating a current waveform in which the sky signal is encoded. Each of these amplitude-
modulated tones is then summed to make a single output waveform. The output waveform is
sensed cryogenically using a superconducting quantum interference device (SQUID), before being
amplified by conventional electronics and digitally demodulated to recover the independent sky
signals incident on each TES. This operation is analogous to AM radio, and is shown schematically
in Figure 1.

2.1 Nulling

SQUID devices act as transimpedance amplifiers, converting current at the input to a voltage at the
output. They are highly non-linear, with a periodic response function and limited dynamic range
(Figure 2). SPT-3G uses arrays of individual SQUIDs configured in parallel and series banks and
fabricated by the National Institute of Standards and Technology [8, 9, 10]. A typical SPT-3G
SQUID array will exhibit significant non-linearity for inputs greater than ∼2.1 µA, which is less
than the current produced by a single TES voltage bias. To linearize the SQUID amplifiers a
separate current waveform is injected at the SQUID input to cancel the incoming signals. That
current waveform is called a nuller, and is generated using narrow-band digital feedback centered
at the carrier bias frequencies. The bandwidth of the feedback is sufficient to capture the science
signals in the sidebands of the carrier tones; under this scheme our data is the signal generated
by the feedback, rather than the output signal from the SQUID. This feedback system is known
as Digital Active Nulling (DAN) and was first described in [11] for the first-generation DfMUX
readout system. An account of DAN for modern higher-density systems can be found in [6].

2.2 Parasitic capacitances to ground

The schematic readout diagram shown in Figure 1 lacks stray circuit elements of the system that
are relevant at the higher bias frequencies now used. The most notable of these are capacitances
to ground within the cryogenic filter elements. The filters are made up of 2D lithographic devices
that generate capacitance and inductance using geometric shapes. The shapes have trace widths
between 4 µm and 16 µm and total areas of up to ∼20 mm2 [6, 12, 13]. A byproduct of this design
is a parallel-plate capacitance with the ground plane 675 µm away. There are similar capacitances
to ground throughout the readout electronics, formed by the microstrip routing on the TES wafer
and traces of the separate PCBs on which the filters and SQUIDs are mounted. All of these may
be estimated based on the design of the lithography or layout of the electronics cards.

Capacitances to ground are largely irrelevant at lower bias frequencies, but at higher frequen-
cies they present a low enough impedance path through the system to modify transfer functions.
This effect was first noted in [14] with respect to how stray capacitances bias measurements of
detector properties. We show in Section 6 that these parasitic current paths can also significantly
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Fig 1: A simplified schematic diagram of the DfMUX readout system. Voltage biases
are calculated and produced as a composite waveform in the warm electronics; these
are divided into component sinusoids by a bank of cryogenic filters; incident radiation
deposits power on the TES detectors, changing their resistance; this amplitude-modulates
the carrier sinusoids and produces a current waveform with the sky signal encoded in
the sidebands, similar to AM radio; the current waveforms are summed together into
another composite waveform that is sensed in the output signal path. To linearize the
SQUID amplifiers, a nulling waveform is generated that cancels signals at the input of
the SQUID using active feedback. The nuller waveform is then used as the science
data output, since it accurately reproduces the sky signal in order to cancel the current
waveform. The lower inset figure shows example sky, carrier, output, and nuller signals
for a single TES. Figure adapted from [8].
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Fig 2: The SQUID output response is a periodic function of the input
current, resulting in limited useful dynamic range. Annotated is the
approximately linear response regime and the bias point at which we
operate the SQUIDs. This bias point refers to a DC input bias (the
flux bias) used to center the SQUID response in the linear regime.
Figure from [6].

amplify readout noise. A more complete circuit model for the synthesizer signal path is given in
Figure 3.

3 Crosstalk

Electrical coupling between detectors in a DfMUX system is a dominant source of crosstalk in the
instrument. This can occur in two ways:

Leakage current crosstalk happens when the ith carrier voltage is amplitude-modulated by vari-
ations in the nth TES within a different filter. This is caused by overlap between the filter
bandwidths, which allows some current to leak through one of the other parallel legs of the
cryogenic filter. This effect is a strong function of the filter shape and spacing, and causes
signal from the nth TES to crosstalk into the output from the ith TES.

Leakage power crosstalk happens because leakage current deposits electrical power across the
TES in the legs it leaks through. Under some conditions, deposited power across the nth TES
due to leakage current can vary as a function of the ith TES resistance. This varying leakage
power mimics the power depositions from the sky, and causes signal from the ith TES to
crosstalk into the output from the nth TES.

These mechanisms were first derived for an fMUX system in [3, hereafter D12], and those deriva-
tions were used to model the expected crosstalk performance of the SPT-3G design. While the
mean crosstalk performance met our design requirement [5], the phenomenology diverges notice-
ably from the expectation. This is largely a consequence of additional stray impedances relevant
to crosstalk, which were not characterized or included in the D12 derivations. A more complete
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Fig 3: An electrical model of the signal chain that includes stray impedances, such as an induc-
tance in series with the bias resistor [15], series inductance in the striplines [16], and parasitic
capacitances to ground [6, 14]. Red corresponds to electronics at room temperature through
to the wire harness. Green corresponds to electronics at the 4K stage through to striplines that
connect the 4K and sub-Kelvin stages. Blue indicates electronics at the sub-Kelvin stage that
include the LC filtering board and TES wafer. Parasitic strays new to this circuit model and
relevant to the discussions herein are highlighted in yellow. RGND is typically low impedance.
Channels 1 & 2 demonstrate the RCL configuration, while channels 67 & 68 demonstrate an
alternative RLC configuration that is also used for SPT-3G filters. Not pictured are the initial
amplification or filtering stages common to both the carrier and nuller outputs, or the output
path between the SQUID output and the ADC.

derivation of these crosstalk mechanisms is given in Section 3.1. The resulting total crosstalk is
described in Section 3.2, and Section 3.3 uses in-situ crosstalk measurements to validate the model
updates. The primary differences with the D12 model are:

1. Inclusion of stray series resistance within each parallel leg of the LC filter network. This
effect is the most prominent source of differences between the two models for the SPT-3G
design.

2. Preservation of phase information. The D12 model approximates total crosstalk fraction
using the magnitudes of each of the crosstalk and primary signals. However, these signals
can be out-of-phase with one another, leading to cancellation and suppression. This effect
is relatively small for an SPT-3G-like design, but can be significant for systems with large
series impedance with the cryogenic filters.

3. Bias frequency flexibility. The D12 model assumes bias frequencies are exactly at the filter
resonance. In higher-bandwidth systems, it is common for bias frequencies to be offset from
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the true resonant frequency by up to a few hundred hertz, inducing extra complex impedance.
These offsets are due to fluctuations in resonant frequencies as a function of TES resistance,
and how bias frequencies are chosen to mitigate inter-modulation distortion products [6].

3.1 Crosstalk model derivation

The simplified circuit model shown in Figure 4 captures the relevant electrical elements for calcu-
lating crosstalk:

1. A voltage source producing carrier sinusoids at frequencies ωi.

2. The filtering network, formed by a parallel bank of series LCR filters. Each leg of the filter
includes both a TES and a stray series resistance.

3. A common impedance in series with the filtering network (Zcom). In the SPT-3G system this
is dominated by the inductive reactance of the SQUID input coil (which is suppressed when
DAN is active), and of the cryogenic striplines between 4K and sub-Kelvin stages (which
remains, even when DAN is active).

This circuit model omits the nulling path and the parasitic capacitances. The nulling path modifies
Zcom to remove the SQUID input impedance in series with the cryogenic filter, which is equivalent
to a different choice of Zcom, in our case corresponding to the stripline reactance. Differences in
parasitic capacitance within each leg can modify the relative impedance of the parallel legs, but not
enough to meaningfully change crosstalk dynamics. Typical SPT-3G parameters for the elements
in this circuit model are summarized in Table 1.

Typical SPT-3G Parameters
Parameter Value

Zcom jω·(46 nH)

RTES 1.3 Ω to 1.7 Ω

Rs 0.25 Ω to 0.4 Ω

L 60 µH

C 12 pF to 150 pF

2πωi 1.6 MHz to 5.5 MHz, log-spaced

Table 1: Typical SPT-3G circuit parameters relevant to the calcu-
lation of electrical crosstalk. Resonant frequencies are designed by
varying the capacitance to distribute the frequencies logarithmically
within the bandwidth, so the lowest frequency regime has the nar-
rowest frequency spacing. Bias frequencies are selected based on
the resonant frequencies exhibited, but may be offset from the exact
resonant frequency by up to several hundred hertz.
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Fig 4: An example circuit diagram of the cryogenic network. This includes all rele-
vant components used in the derivation of leakage current crosstalk and leakage power
crosstalk.

Following Figure 4, for bias frequency ωi, the impedance of any single cryogenic filter leg n is

Zn,i = RTES,n + rs,n + jωiLn +
1

jωiCn
, (1)

such that RTES,n is the TES resistance, rs,n is any stray series resistance with the TES, and Ln
and Cn are the inductor and capacitor elements that define the filter resonant frequency. In this
notation the impedance of the on-resonance cryogenic leg is Zi,i, while Zn6=i,i are the impedances
of off-resonance cryogenic legs. The impedance of the full parallel network is

Znet(ωi) =

(
mux factor∑

n=1

1

Zn,i

)−1
. (2)

where i±1 are nearest-neighbors with respect to i, such thatZi±1,i are the two lowest impedance
paths through the cryogenic network at ωi, aside from the on-resonance leg.1 Significant crosstalk
coupling only occurs between on-resonance detectors and nearest-neighbors. For SPT-3G de-

1This notation implies that nearest-neighbors are always those immediately adjacent in frequency-space to the
primary leg, i. In practice this is nearly always true, but due to yield issues or scatter in the resonance frequency
locations, both “nearest-neighbors” could actually have lower (or higher) resonant frequencies than the on-resonance
path.
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sign parameters, Zi±1,i ranges from 20 Ω to 80 Ω, while Zi,i are typically <2 Ω. Therefore, the
impedance of the network at each bias frequency may be approximated

Znet(ωi) ≈ Zi,i . (3)

3.1.1 Primary signal

The intended primary signal is the change in current at frequency ωi due to changes in the on-
resonance TES resistance RTES,i:

[
δIi

δRTES,i

]

signal

=
δ

δRTES,i

[
Vbias(ωi)

Zi,i + Zcom(ωi)

]
(4)

δIi,signal =
−Vbias(ωi) · δRTES,i

(Zi,i + Zcom(ωi))2
. (5)

Crosstalk happens when
(

δIi
δRTES,n6=i

)
6= 0.

3.1.2 Leakage current crosstalk

Leakage current crosstalk occurs because some fraction of the current induced through Znet by
Vbias(ωi) flows through an off-resonance leg n 6= i, allowing variations in both the on-resonance
and off-resonance TES to amplitude-modulate Vbias(ωi). This form of crosstalk is given by

[
δIi

δRTES,n6=i

]

LC

=
δ

δRTES,n

[
Vbias(ωi)

(Zn,i + Zcom(ωi))

]
. (6)

Expressed as a leakage current signal, δIi,n,LC, this becomes

δIi,n,LC =
−Vbias(ωi) · δRTES,n

(Zn,i + Zcom(ωi))2
. (7)

Or as a crosstalk fraction, using Equation 5,
[
δIi,n,LC
δIi,signal

]
=
δRTES,n

δRTES,i

(
Zi,i + Zcom(ωi)

Zn,i + Zcom(ωi)

)2

. (8)

For most practical systems in which detectors have approximately uniform resistance and satura-
tion powers, δRTES,n ≈ δRTES,i, and the first term drops out. Variations in TES resistance produce
signals in a narrow bandwidth (<100Hz) relative to the filter bandwidths (>10kHz), so crosstalk
fractions calculated at the bias frequencies are sufficient to describe the crosstalk across all side-
band signals of interest. Note that common impedances to the filtering network (Zcom) contribute
to leakage current crosstalk, but are not required for it.
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3.1.3 Leakage power crosstalk

Leakage current dissipates power across the TES detector in the off-resonance leg through which
it flows; this is called leakage power. Leakage power deposited onto the ith detector from leakage
current induced by the nth voltage bias is given by

Pi,n =

(
Znet(ωn)Vbias(ωn)

Znet(ωn) + Zcom(ωn)

)2
RTES,i

Z2
i,n

. (9)

In the simple case when Zcom = 0, leakage power deposited across any TES is only a function of
that TES resistance, and therefore no crosstalk mechanism exists. When Zcom 6= 0, an additional
voltage divider is formed with the cryogenic network. What was a fixed voltage bias across the
filtering network Znet now varies as a function of Znet(ωn). Variations in RTES,n then modulate
Pi,n, generating a form of crosstalk

[
δIi

δRTES,n 6=i

]

LP

=
1

Vbias(ωi)

[
δPi,n
δRTES,n

]
. (10)

Expressed as a leakage power signal, δIi,n,LP, this becomes

δIi,n,LP ≈
V 2
bias(ωn)

Vbias(ωi)

(
Zn,n Zcom(ωn)

(Zn,n + Zcom(ωn))3

)(
2 RTES,i δRTES,n

Z2
i,n

)
, (11)

with the approximation from Equation 3 applied. The equation in the form of a crosstalk fraction
is
[
δIi,n,LP
δIi,signal

]
≈ −

(
V 2
bias(ωn)δRTES,n

V 2
bias(ωi)δRTES,i

)
(Zi,i + Zcom(ωi))

2

(Zn,n + Zcom(ωn))3

(
2 RTES,i Zn,n Zcom(ωn)

Z2
i,n

)
. (12)

This expression simplifies under the reasonable assumption that the detectors are approximately
uniform in resistance and saturation power (and therefore bias voltage), in which case the first term
drops out.

3.2 Total crosstalk fraction

The expressions for each signal described above have significant (and different) imaginary com-
ponents, indicating they are all shifted in phase with respect to one another. All DfMUX systems
record the complex signature of Ii, and the phase of the primary signal δIi,signal is separately mea-
sured in-situ as part of the calibration for each observation.2 The final data product in the time
domain is the projection of Ii in-phase with the primary signal δIi,signal [6]. The total crosstalk
fraction is therefore the vector sum of two out-of-phase copies of the crosstalk signal, which par-

2More precisely, the phase of
δIi
δPν

is measured in-situ, as radiative loading on the focal plane (Pν) is varied.

Because the total crosstalk fraction is <1% this is a good approximation of the phase of δIi,signal.
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tially cancel and is then further suppressed as it is projected into the primary signal axis,

δIi,n,xtot
δIi,signal

=
δIi,n,xtot · δÎi,signal

δIi,signal
=

(δIi,n,LC + δIi,n,LP) · δIi,signal

‖δIi,signal‖
δIi,signal

(13)

where the leftmost quantity is a scalar crosstalk fraction, the operator · denotes a dot product,
and δÎi,signal denotes a unit vector in the direction of the vector δIi,signal. This is shown in
Figure 5, where the phase (top) and magnitude (bottom) of each signal is shown; and in Figure 6,
where the effective crosstalk along the primary signal axis is plotted. Figure 6 shows how the D12
model underestimates leakage current crosstalk (due to the contribution from rs) and overestimates
leakage power crosstalk (at low frequencies, due to suppression when projected along the primary
signal axis). In all figures, the “M20 model” refers to the set of equations derived in this section,
which were first published in [17].

The crosstalk cancellation may seem non-intuitive, but it makes sense qualitatively: a decre-
ment in the nth TES resistance will generate an increment in the current at ωi (due to leakage current
crosstalk), but it will also increment the deposited leakage power across the ith TES, raising its re-
sistance, and causing a decrement in current at ωi (due to leakage power crosstalk). These forms of
crosstalk therefore oppose one another, though not perfectly, due to a phase offset in their action.

3.3 Crosstalk model validation

Measurements of crosstalk in-situ, using the extended source RCW38, have been previously de-
scribed in [5]. Comparison between these measurements and electrical crosstalk modeling is lim-
ited by the precision of the optical measurements, and the fact that such measurements can only be
performed between detectors that have sufficiently different beams on the sky (so the crosstalk im-
age can be distinguished from the source image). The mapping between resonator frequency and
detector on the focal plane is such that intended nearest-neighbors either observe the sky with over-
lapping beams (but orthogonal polarization), or with non-overlapping but adjacent beams (from a
physically nearby pixel on the focal plane). This limits the above method to measuring crosstalk
between detector-pairs designed to be non-nearest-neighbors. In most cases this results in large
frequency separations and low crosstalk, but in rare cases the resonator frequencies have scattered
due to variations in the fabrication, resulting frequency spacing is much narrower than intended. In
the latter case it is possible to measure nearest-neighbor-like electrical conditions between pixels
that observe sufficiently separate regions of the sky. Consequently, the best statistical test of the
crosstalk is in the basis of bias frequency separation, rather than bias frequency, and a comparison
in this basis between the measured optical crosstalk and the predicted crosstalk using the D12 and
M20 models is shown in Figure 7. The region of low frequency separation allows an easy differen-
tiation between the two crosstalk models. Though not an ideal comparison, the result indicates the
importance of stray impedances in crosstalk calculations, and supports the extension to analytic
crosstalk modeling presented above.

4 Readout noise modeling

Stray impedances also play an important role in noise performance. Instrument noise can be con-
sidered in two categories:

12
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Fig 5: Top: The phase of each crosstalk component for a simulated SPT-3G
multiplexing module with typical properties. The phases δIi,signal and δIi are
nearly identical because the total crosstalk fraction is very low. Most strik-
ing, the relative phase offset between the leakage power and the primary sig-
nal ranges from between approximately 90° and 45°, suppressing the effective
contribution of leakage power crosstalk. Bottom: The magnitudes of each
crosstalk component for an SPT-3G-like system. Line widths indicate the dif-
ference between (i, i− 1) and (i, i+ 1) nearest-neighbor pairs. As magnitudes,
both crosstalk quantities are shown as positive; but the relevant quantity is the
vector-sum of both crosstalk vectors that is in-phase with the signal. Because
leakage current crosstalk is approximately 180 degrees out-of-phase with the
signal phase it appears as a negative crosstalk. Leakage power crosstalk is, for
the most part, less than 90 degrees out-of-phase with the signal and appears as
positive crosstalk. These two end up partially canceling.
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Fig 6: A comparison of the effective crosstalk fractions for a multiplexing
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D12 derivations. The dip in leakage power crosstalk at low frequency is due
to the increased suppression from a ∼90° phase offset relative to the primary
signal. The D12 model is largely insensitive to differences between (i, i − 1)
and (i, i+1) nearest-neighbor pairs and so has no visible changes in line width.

Non-readout noise: noise sources intrinsic to the TES operation and incident radiation. This cat-
egory includes the photon noise (arrival time statistics of incident photons [18]) and phonon
noise (random motion of thermal carriers that move heat away from the TES [19]). These
noise sources deposit power on the TES detector, which is converted to a current noise via
the detector responsivity (S, in units of pA

aW
).

Readout noise: current noise sources that are additive with respect to non-readout noise, and in-
dependent of the detector responsivity. These are conventionally characterized as a noise
equivalent current (NEI) spectral density in units of pA√

Hz
at the SQUID input. Sources of

readout noise include: SQUID output noise, amplifier noise, transistor noise in the digital-to-
analog converters (DACs) and analog-to-digital Converters (ADCs), Johnson-Nyquist noise
from Ohmic elements in the signal path, and quantization noise from the digitization.3 For
this discussion, TES Johnson noise is also included as a readout noise source, as it is sup-
pressed when the TES responsivity is non-zero, but present when we measure readout noise
[20].

Readout noise can be measured in-situ when detectors are in the fully normal state and have
no responsivity to incident power (S = 0), thereby disabling non-readout noise sources. Although
individual noise sources are almost identical in this generation of DfMUX to previous implemen-
tations [3], NEI predictions based on models used for previous implementations poorly reconstruct

3A detailed breakdown of these noise sources for SPT-3G can be found in [6].
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Fig 7: A comparison between measured in-situ crosstalk and simulated
crosstalk for 4,400 detector pairs in the receiver. Each pair differs slightly
in rs, RTES, and underlying bias frequencies, all of which are measured sepa-
rately and serve as inputs to the simulations. The variations in these properties
contribute to the width of the distribution in crosstalk at each frequency sep-
aration. Shown here are the 1σ distributions in the measured and simulated
crosstalk values. The M20 model (blue), which includes stray impedances, is
a better approximation for the measured crosstalk (gray) than the D12 model
(orange), which omits stray impedances. The larger width in the distribution of
measured crosstalk reflects the additional uncertainties associated with optical
crosstalk measurements.

the observed readout noise at higher bias frequencies. We identify two new mechanisms that mod-
ulate the effective amplitude of the existing noise sources and resolve this inconsistency. Both of
these effects occur due to parasitic impedances in the electronic circuit that only become relevant at
higher frequencies. With this new understanding, minor hardware changes can be made to reduce
or eliminate this noise in future implementations. These mechanisms are:

An effective low-pass output filter between the SQUID output and room-temperature amplifica-
tion stages. This filter attenuates signal and some, but not all, noise sources. A subset of
readout noise sources in the output signal path are not attenuated, functionally amplifying
that subset when referred back through the filter to the SQUID input. This output filter is
described in more detail in Section 5.

Parasitic capacitances to ground in the cryogenic electronics, which generate a current sharing
effect like the one first characterized in [8]. In [8], a mechanism was identified by which
nulling currents could avoid the SQUID input by flowing through the cryogenic filter net-
work instead. Here we identify a second current path that bypasses the SQUID input, this
time via parasitic capacitances to ground throughout the readout system. Similar to the
output filter above, this results in an effective amplification of noise sources between the
SQUID and ADC; but, unlike the output filter it also applies to the intrinsic SQUID noise,
one of the largest sources of readout noise. It’s possible to analytically calculate the resulting
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noise increase based on the cryogenic electronics design, as described in Section 6. Another
consequence of this current path is that it partially spoils the differential balancing of the
transmission lines going into the cryostat, making them more susceptible to radio frequency
interference (RFI).

A full circuit model that includes both of these effects forms the core of an updated DfMUX
noise model. Figure 8 shows the measured readout noise alongside the previous and updated
model expectations. Besides describing the observed SPT-3G readout noise, these results suggest
methods for improving noise performance in SPT-3G or future DfMUX readout designs, such as
for LiteBIRD.
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Fig 8: A comparison of measured SPT-3G readout noise with the previous noise model
(orange) and an updated model (blue). The updated model includes the effects of the
output filter and parasitic capacitances relevant to current sharing. The width of the
distributions are calculated from the standard deviation of noise data and realizations
binned by resonator (bias frequency). Noise realizations are generated using SQUID
parameters corresponding to measured properties of SQUIDs in SPT-3G. Variation in
SQUID performance is responsible for most of the scatter between detectors operated at
the same bias frequencies. Dotted lines indicate the approximate switching frequencies
of the buck regulators used to generate power in the warm electronics, and are a known
source of additional noise not specifically captured in the noise model. Discontinuous
steps as a function of bias frequency, most prominent at 4.5 MHz, are due to changes in
the geometric properties of the lithographic cryogenic filters for each resonator [6], and
captured in the updated circuit model.
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5 Output filter

The signal path relevant to the output filter is between the SQUID output and the first room-
temperature amplification stage, shown in Figure 9. The SQUID dynamic impedance (Zdyn) to-

SQUID Input Coil iin

SQUID Output

VSQUID

Zdyn

Cwh40pF

Lwh

20nH

Rwh

10Ω
Lwh

20nH

Rwh

10Ω

+

-

1st Stage Amplifier

VAmp

Fig 9: The cryogenic portion of the output signal path is shown here in blue. The parallel
capacitance within the wire harness (Cwh) and SQUID dynamic impedance (Zdyn) form a
low-pass filter that attenuates high frequency signals before they reach the 1st stage amplifier
input.

gether with a parallel capacitance in the wire harness (Cwh) generates a low-pass filter with a cutoff
frequency fc ∼ 1

2πZdynCwh
. The SQUID dynamic impedance characterizes the relationship between

the SQUID output voltage and current through the Josephson junctions that form the SQUID out-
put, [21]

Zdyn =
δVout
δIjj

. (14)

It is a SQUID property that is easily measured in-situ, and can be modeled as a real resistance in
series with the voltage output signal. The transfer function describing the resulting attenuation of
the voltage signals is defined as χoutput =

VAmp

VSQUID
.

The value of approximately 40 pF forCwh is determined empirically, and is consistent with the-
oretical values for the wire harness design of approximately 18 cm of 38 AWG Manganin twisted
pair. SPT-3G SQUIDs exhibit a median dynamic impedance of 750 Ω, although there are six out-
liers that are operated in a low dynamic impedance configuration of 350 Ω. Figure 10 shows the
resulting χoutput for each detector in the SPT-3G receiver, inferred based on measurements of Cwh

and Zdyn.
The six SQUIDs in SPT-3G operated with low dynamic impedance allow us to verify this

model and the impact on readout noise performance. Figure 11 shows measured readout noise for
detectors associated with the low dynamic impedance SQUIDs. These detectors exhibit signifi-
cantly lower noise than the receiver distribution, and are consistent with an expectation generated
from noise realizations in which all SQUIDs exhibit similar ∼350 Ω dynamic impedance.

In principle, all SQUIDs in the SPT-3G receiver can be operated with lower dynamic impedance;
however, in nearly all cases this generates pathologies in the SQUID response that make them un-
usable. This appears to be related to the change in output filter cutoff frequency, which fails to
attenuate out-of-band signals as strongly. Resonances in the SQUID design make them susceptible
to such out-of-band signals, which then couple back into the SQUID input [6]. In laboratory tests,
SPT-3G SQUIDs become well-behaved when operating at low dynamic impedance if the stronger
output filter is reproduced by artificially increasing Cwh. It’s not clear why the six SQUIDs op-
erated at low dynamic impedance in SPT-3G do not exhibit degraded performance in this con-
figuration, as they are otherwise of the same design. The potential improvement to SPT-3G to
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Fig 10: An analytic calculation of the output filter (χoutput) as a func-
tion of SQUID dynamic impedance (Zdyn) for the measured value of
Cwh = 40 pF. Grey points indicate inferred values for each detector
in the receiver, showing that although some detectors benefit from
low dynamic impedance SQUIDs, most detectors are significantly
attenuated by this filter, especially at high bias frequency. Noise
sources in the output signal path are referred to an NEI at the SQUID
input by dividing by χoutput, and therefore appear amplified by this
filter.

developing a way to operate the entire receiver in a low dynamic impedance configuration is min-
imal relative to the risks associated with any modifications. However, this effect is an important
consideration in the design and requirements for the SQUIDs and wire harnesses of the LiteBIRD
space telescope.

6 Current sharing

Recall from Section 2.1 that Digital Active Nulling uses feedback in discrete bandwidths, centered
at the carrier frequencies, to minimize signals at the digital demodulation stage (labeled “DE-
MOD” in Figure 1, and digitized at the ADC). DAN injects whatever current at the SQUID input
is necessary to minimize signals in this bandwidth. In most cases this is equivalent to minimizing
current through the SQUID input itself, which is the intended outcome. In other cases it requires
driving current through the SQUID input. These two cases can be summarized as:

1. Signals sourced in the input circuit, which exist as physical currents at the SQUID input.
This includes the carrier tone and associated side-bands, as well as detector noise sources
and readout noise sources in the carrier and nuller signal paths. When DAN injects nulling
current to cancel voltages at the ADC that come from these sources, it does so by perfectly
matching the amplitude of the currents that physically exist at the SQUID input, thereby both
canceling them and faithfully recording them.

2. Signals sourced in the output circuit, such as noise generated in the output path between the
SQUID and the ADC, produce voltages at the ADC but do not exist as physical currents
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Fig 11: Measured readout noise in detectors operated with SQUIDs exhibiting a lower
dynamic impedance (blue points above) is systematically lower than the rest of the re-
ceiver (shown in gray as in Figure 8). This difference is consistent with the expectation
from the noise model, which predicts a∼10% noise improvement at high frequency from
lower dynamic impedance SQUIDs. This model is shown in green, where low Zdyn op-
eration of the entire receiver is simulated. There are currently 6 SQUIDs on SPT-3G
operated at low Zdyn.

at the input to the SQUID. To minimize these signals at the ADC, DAN will drive current
through the SQUID to generate opposing voltages.

Nulling currents of the second variety, which do not cancel existing currents, have several
parallel paths through which to return, and only one of these is through the SQUID input. A
fraction of the delivered waveform bypasses the SQUID input by flowing through these other
parallel paths. Since only current flowing through the SQUID input will cancel noise generated in
the output path, DAN must produce a larger copy of that noise to compensate for the portion lost
via the parallel paths. Like with the output filter, this is equivalent to a transfer function effect that
amplifies noise sources in the output path; unlike the output filter effect, this amplification applies
to the intrinsic SQUID noise as well.

The term given to the mechanism by which current is diverted around the SQUID input is
current sharing, and the factor by which noise sources in the output path are amplified is the current
sharing factor. The three parallel paths for nuller currents are shown in a simplified schematic in
Figure 12 (based on Figure 3). These are:

1. Through the SQUID input coil (|jωLsquid| ≈ 2.3Ω at the highest bias frequencies) and back
through the wire harness (|Rwh + jωLwh| ≈ 10Ω), for a total ofO(10 Ω). This is the desired
current path, and ideally is the lowest impedance option to limit the current sharing factor in
the system.
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2. Through the striplines (Zcom ≈ 0.5Ω at optimal bias frequencies), across the filtering net-
work (Znet ≈ 1.7Ω), through the low impedance leg that generates the bias voltage (|Rbias +
jωLbias| << 1Ω), and back out through the wire harness (|Rwh + jωLwh| ≈ 10Ω), for a
total ofO(10 Ω). This path shares the final leg through the wire harness with (1). If this were
the only other parallel path, the current sharing factor would be determined by a comparison
between the SQUID input reactance and Znet +Zcom, and come to a factor of approximately
1.7. This path is unavoidable for any DfMUX system, and its noise effects have been previ-
ously reported and accounted for.

3. Through parasitic capacitances to ground within the signal chain, including within SQUID
card wiring, lithographic filters, and TES wafer, and returning through Rref = 0 Ω. Together
these impedances can be ∼20 Ω at the highest bias frequencies, making it a significant path
through the system, primarily because it avoids the ∼10 Ω contribution from the wire har-
ness. This is possible for two reasons: first, because the ground inside the cryostat is in-
tentionally well-coupled to the ground outside the cryostat through structural and cryogenic
elements; and second, becauseRref is low impedance. Once this path is included, the current
sharing factor jumps to over 2.5. This path exists only due to stray impedances in the system
and is not fundamental. Future receiver designs could mitigate this with a re-engineering of
a few electrical elements.

Current sharing was first noted in [5], where the second path above was identified. We now addi-
tionally identify the third path through the parasitic capacitance to ground as a major contribution
to a high current sharing factor in SPT-3G.

+

VNuller

−
itot

1.5kΩ

Rref ipar

10Ω

Rwh

70nHSQUID
Input Coil

iSQUID
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Rbias

Znet + Zcom

icomb ipar
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Current Sharing Factor: itot

iSQUID
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iSQUID

Fig 12: A simplified diagram based on Figure 3, highlighting the different parallel paths
for an input nuller current. Signals that require DAN to drive a current through the
SQUID input coil will be shared between three possible current paths, shown in green,
blue, and red. The green path is the intended outcome, the blue path is an inevitable
source of current sharing due to the topology of DfMUX systems, and the red path is
due just to parasitic impedances in the system. Future receiver designs can mitigate this
path with a re-engineering of a few electrical elements. The current sharing factor is the
factor by which noise sources in the output path are amplified.
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An exact calculation of the current sharing for each resonator requires a numerical simulation
of the full circuit model, but the general form of the effect can be approximated by

χcs =
ISQUID input coil

INuller input

(15)

≈
∣∣∣∣
(

((Zcom(ω) + Znet(ω) +Rwh) ‖ jωLSQUID) +Rwh + Zparasitic

Zparasitic

)

×
(
jωLSQUID + Zcom(ω) + Znet(ω)

Zcom(ωi) + Znet(ω)

)∣∣∣∣ ,
(16)

for a Zparasitic that corresponds to the effective capacitive reactance of the parasitic current path.
The current sharing factor is then given by 1/χcs.

6.1 In-situ current sharing model validation

A direct measurement of the current sharing factor is possible in-situ by comparing the amplitude
of a known nuller input current to the signal measured at the SQUID output. Figure 13 shows
the measured distribution of current sharing factor at each bias frequency in the SPT-3G system
alongside a prediction based on the analytic circuit model.

6.2 Experimental current sharing model validation

Although there are many relevant capacitances to ground throughout the system, the return paths
for all of them flow throughRref , which is currently a 0 Ω ground reference in the room-temperature
electronics, provided by a single resistor. The nuller voltages (VNuller) are transformer-coupled, and
so a ground reference is required for the DC SQUID flux bias (shown in Figure 3) to produce a
bias current through the SQUID input, but that reference is not required to be low impedance. That
choice was intended to prevent any ambient electromagnetic interference from generating voltages
at the input of the SQUID, but the intent is undermined by enabling such a significant current
sharing mechanism. Figure 14 shows the simulated improvement in current sharing factor with
Rref = 100 Ω. We validate this model (and potential improvement) using laboratory measurements
of 6 SQUID modules, shown in Figure 15. The detectors and environment used for this test ex-
hibit a higher characteristic readout noise than seen on SPT-3G, but the significance of the noise
improvement after the modification to Rref is large relative to that difference, and consistent with
expectations based on the predicted reduction in current sharing.

At the highest frequencies, the noise improvement is more modest than expected. This may be
a consequence of the small number of detectors, or a feature of the laboratory test setup. It could
also be indicating an additional current return point that remains uncharacterized. Nevertheless,
this test demonstrates the utility of the readout model, which can reliably simulate changes in
instrument performance as a function of design, and guide hardware changes to the electronics.
The choice of 100 Ω has not been subject to optimization, and was selected to improve current
sharing while keeping interpretation of the results simple. Larger-scale investigations of this are
underway, and it has been incorporated into the baseline LiteBIRD readout design [6].
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Fig 13: The current sharing factor (1/χcs) can be measured directly in-situ and compared
to an expectation based on an analytic evaluation of the electrical model shown in Figure
3, which includes both current sharing paths. The plot above compares the distribution of
measured values for each detector across SPT-3G (mean and standard deviation, binned
by resonator on the multiplexing module) with a fully analytic expectation based on the
readout circuit design. The circuit simulation assumes designed values for all parame-
ters, while the hardware in the receiver includes scatter in detector and filter properties,
so width in the measured distribution is expected. The agreement between the simula-
tions and measured values is excellent, and the largest disagreement (between 3 MHz to
3.5 MHz) corresponds to a known region of high scatter in the fabricated LC resonant
frequencies, such that neighboring channels are more likely to deviate from the circuit
model and have overlapping filters [6]. This suggests that an analytic model for the
readout is accurately capturing the relevant dynamics for current sharing effects.

6.3 Modifying existing instruments

Modifying Rref on existing room-temperature readout electronics currently deployed on CMB in-
struments is relatively non-invasive, as it does not require access to the vacuum or cryogenic vol-
umes of the instrument. Although such an intervention may take place for SPT-3G during the
next austral summer maintenance period, any hardware modification carries intrinsic risk, and in
this case that risk includes manipulation of electronics at the vacuum interface. While the above-
shown experimental measurements indicate a possible ∼35% improvement to the readout noise of
detectors operated with the highest bias frequencies, the overall improvement to noise-equivalent
temperature is more modest, and any improvement to our target science analyses would be small.

7 Conclusion

To achieve multiplexing factors that enable modern CMB instruments, DfMUX readout systems
now operate at megahertz bias frequencies with dense filter arrangements, and are exercising the
electronics signal paths in ways that previous generations did not. An extension of the analytic
crosstalk and noise models is required for precision forecasting and analysis of these systems. Pre-
sented here are new analytic formulas for crosstalk analysis, which better describe the SPT-3G
performance, and allow for instrument designs to take advantage of the cancellation and projection
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Fig 14: The low impedance ground reference allows a current sharing path through parasitic capac-
itances in the system, resulting in a substantial current sharing factor. Modifying this reference to
increase the resistance to 100 Ω disables that current sharing path and improves the current sharing
factor, as simulated above. By reducing the current sharing factor, the noise performance of the
system improves, as demonstrated in Figure 15.
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Fig 15: Laboratory tests modifying Rref confirm a substantial reduction in readout noise, consis-
tent with a change in the current sharing factor as shown in Figure 14. The highest frequency
channels under-perform expectations, possibly indicating an additional current return point not
yet characterized, though this may also be a feature of laboratory test environment. Separately,
the modification improves scatter, particularly in channels near to the buck regulator frequencies,
which suggests an improvement to the differential balancing and consequent electromagnetic in-
ference susceptibility.
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effects in order to design a lower-crosstalk DfMUX system. Also presented are a set of two pre-
viously unexplained mechanisms by which readout noise is amplified, which were responsible for
discrepancies between prior noise models and measured noise performance. With this knowledge,
these noise mechanisms can be mitigated in future implementations by making simple changes to
the DfMUX circuit design.
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