Determination of Near Surface Shear-Wave Velocities in the Central Los Angeles Basin With Dense Arrays
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Abstract In this study, we investigate the shallow shear wave velocity structure of the Los Angeles Basin in southern California, using ambient noise correlations between 5 dense arrays and 21 broadband stations from the Southern California Seismic Network (SCSN). We observe clear fundamental mode and first overtone Rayleigh waves in the frequency band 0.25–2.0 Hz, and obtain group velocity maps through tomography. We further derive a 3D shear wave velocity model, covering a large portion of the central LA Basin for the depths shallower than 3 km. We found that the small scale shallow velocity structure heterogeneities are better resolved compared with the SCEC Community velocity models. Our model captures the presence of the Newport-Inglewood fault by a NW–SE trending high velocity belt. Our model provides more accurate constraints on local ground motion predictions with detailed mapping of structural heterogeneities.

1. Introduction

Los Angeles (LA) Basin is a major sedimentary basin that formed as part of the extension following the rotation of the Transverse Ranges in the Miocene. It has a depth of approximately 8 km at its deepest point and has strong lateral variations in its near-surface structure (Shaw et al., 2015) due to variations of the depositional environment across the basin. Both the depth extent and near surface velocities strongly affect the amplification of ground motions. The deeper structure of the basin controls the low-frequency resonance behavior of the motion, which is important for high-rise buildings, while the shallower velocities primarily affect the motions at frequencies of 1 Hz or higher. The latter is important for community infrastructure and buildings that are less than 10-stories high. Recent studies have shown that the ground motions can vary laterally by a factor of five over a kilometer distance (Clayton et al., 2019), which poses a significant earthquake hazard concern in the densely populated greater LA area, consequently it is important to constrain the near-surface structure and wave velocities of the LA Basin.

Studies of the detailed basin velocity structure rely on the analysis of earthquake seismic records, borehole geophysical data, geologic inference, and seismic reflection profiles. Structural models of the southern California region have also been conducted using seismic observations including receiver functions (Ma & Clayton, 2016; Zhu & Kanamori, 2000) and seismic tomography (Hauksson, 2000; Qiu et al., 2019; Tape et al., 2009). On the other hand, Suss and Shaw (2003) measured P wave velocities of the central LA Basin through a normal moveout analysis of oil-company reflection surveys and from borehole sonic logs. All of these approaches provide constraints on the structure of the LA Basin on a variety of length scales. These various approaches have resulted in a series of 3D community velocity models (CVM) for southern California (Lee, Chen, Jordan, Maechling, et al., 2014; Shaw et al., 2015; Small et al., 2017). The CVM models are reported to be capable of forward predicting waveforms up to 0.2 Hz (Jia et al., 2020; Lee, Chen, Jordan, et al., 2014; Taborda et al., 2016). However, the LA Basin is only covered by approximately 20 Southern California Seismic Network broadband stations, which limits the spatial resolution of the tomography based approaches. Reflection surveys and borehole logs used for velocity analysis are of much higher precision, but they are generally only available in the oil producing areas which constitute only a small portion of the LA Basin. The detailed structure of the LA Basin is difficult to determine because it requires dense arrays of seismic instruments deployed in urban areas.

In recent years, the development of ambient noise tomography and the increasingly extensive usage of dense seismic arrays are two innovations that allow a more detailed and comprehensive structural analysis. Ambient noise surface wave tomography has been widely applied in imaging subsurface structure
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Ambient noise tomography involves noise correlations, which turns coherent seismic noise recorded by different stations into Green's functions between these stations, assuming a diffuse and isotropic noise field (Snieder, 2004). The dominant signal in the vertical-vertical correlations is the Rayleigh wave. The next steps include measuring dispersions of surface waves with a frequency-time analysis (Bensen et al., 2007; Levshin et al., 1972), standard seismic tomography (Barmin et al., 2001) and nonlinear shear wave inversions (Herrmann, 2013). Ambient noise tomography has been traditionally used to investigate regional and continental scale structure with long period ($T > 5s$) surface waves obtained from correlations between broadband seismic stations. Recent developments in dense array deployments extend the ambient-noise based structural studies to higher frequencies, making seismic imaging of local and shallow velocity structure easily applicable (Castellanos et al., 2020; Lin et al., 2013; Roux et al., 2016).

Five temporary dense arrays of totaled more than 16,000 high-frequency velocity sensors were deployed by oil companies from 2011 to 2018 in the Los Angeles region (Figure 1). Most of these arrays are located above oil fields associated with the Newport-Inglewood fault. An exception is the Santa Fe Springs survey, which is closer to the northeastern edge of the basin. The stations are deployed for different time spans from 3 weeks to 5 months and recorded continuously during those times. This means they not only record the active source signals of the survey but also the passive ambient noise. Although the dense nodal arrays only cover small areas, and each of them was deployed at different times, they all overlap in time with the long-term SCSN broadband seismic stations which span over the whole LA Basin. This long span time and dense coverage of the inter-array ambient noise correlations provide a unique opportunity to investigate the detailed shallow structural heterogeneities of the central LA Basin.

In this study, we will illustrate the effectiveness of noise correlations between the broadband SCSN stations and the high-frequency dense array nodal sensors between 0.2 and 2.0 Hz. We then perform frequency-time analysis on the noise correlation functions to retrieve Rayleigh-wave dispersion curves. Using a standard straight-ray tomography approach, we generate group velocity maps, which are then inverted for the shear-wave velocity structure. We then assess the model errors, and discuss the effect of our model on strong ground motion predictions.

2. Data and Method

We collect the ambient noise data recorded by the industrial arrays (16,000 short-period vertical component nodes) and SCSN stations (21 broadband sensors) in their overlapping time periods. This results in at least 500 h of noise data for each of the node-broadband pairs (Figure 1). The industry data is recorded with dense arrays (100 stations/km$^2$) in which each station is a vertical-component velocity sensor with a corner frequency of 10 Hz. These geophones are deployed in a relatively noisy urban setting, and although they are most sensitive to frequencies above 10 Hz, several studies have shown that noise correlations within the dense arrays can produce Rayleigh waves in the frequency band of 0.1–10 Hz (Ben-Zion et al., 2015; Lin et al., 2013; Nakata et al., 2015).

We follow Bensen et al. (2007) to calculate the inter-array noise correlation functions (NCFs). We cut the vertical component noise data of both SCSN stations and dense arrays into one hour segments, and then perform time domain normalization and spectral whitening to suppress the influence of earthquakes and other coherent signals. Due to the reduced instrumental responses at lower frequencies for the dense array geophones, we normalize the spectrum of geophone noise data by their spectral amplitudes. That is, we force the amplitudes of all frequencies to be uniform and only keep their phase information. We then calculate the NCF of all possible inter-array station pairs, and stack these 1-h correlations over a three-week span. We have computed 353,006 noise correlations, including 106,800 for array LB3D, 104,811 for SB3D,
50,660 for SFS, 48,840 for ELB, and 41,895 for ROSE. We summarize these numbers in Table S1. Finally, we average both sides of each NCF by flipping the virtual source and receiver, forming symmetric waves on the positive side and negative side (Lin et al., 2008). In addition to the inter-array correlations, we also calculate the intra-array correlations within the SCSN stations. An example of the distance-sorted stacked NCFs is shown in Figure 2. For a relatively broad frequency band between 0.2 and 2.0 Hz (Figure 2a), we observe a clear trend of the Rayleigh wave moveout but it is difficult to distinguish the separate modes. However, for relatively higher frequencies between 0.5-2.0 Hz (Figure 2b), we observe splitting of the modes, indicating that both fundamental and first overtone Rayleigh waves exist in the NCFs. The propagations of these multi-modal Rayleigh waves are shown in Figure 3, as wavefields recorded by four dense arrays using the SCSN station LTP as a virtual source. We observe both slower waves with large amplitudes and faster but weaker signals for the four different directions. These are the fundamental mode and first overtone Rayleigh waves, respectively. Note that the wave propagation within every single dense array involves nontrivial phase distortions, amplitude variations, and frequency content differences. Presumably, these different paths could have very different small scale scatter distributions. Another possible cause is the difference of intrinsic attenuation effect along these ray paths. More intensely scattered high frequency waves and less intrinsic attenuation can make the surface wavefield more complex. The observed wavefield complexities suggest significant structural heterogeneities along the ray paths.

Figure 2. Inter-array noise correlation functions between SCSN stations and dense nodal arrays. (a) Noise correlation functions stacked in distance bins between 0.2 and 2.0 Hz. (b) High frequency (0.5–2.0 Hz) filtered noise correlation functions stacked in distance bins.
We use a frequency-time analysis (FTAN) method (Herrmann, 2013; Levshin et al., 1972) to retrieve both the fundamental and first overtone modes of Rayleigh wave group velocity dispersions for all SCSN-array pairs. As for the data selection, we empirically set the minimum signal-to-noise ratio to be 5. We filter the waves between $0.2 \sim 1.0$ Hz before we screen them with SNR. For the NCF with a distance $l$, we define the signal time window between $l/1.2 \sim l/0.3$ s, and the noise window to be $0 \sim l/1.2$ s, where 1.2 and 0.3 km/s are proxies of upper and lower bounds of Rayleigh waves velocities. Both signal and noise are measured by the root mean square value of the waves over time. We only keep the interstation distance of the NCFs greater than 8 km. The distance restriction is to allow adequate separation of the modes. Furthermore, to ensure the robustness of the dispersion measurements, we stack the NCFs for almost identical ray paths defined by dense array bins of 300-m radius, typically involves tens of stations. There are reasons why we choose the circular distance to be 300 meters. The first is to avoid gaps in the arrays caused by infrastructure. Second, our correlation distance in tomography is 1 km, and a larger stacking radius is closer to this wavelength limit, which could potentially introduce artificial smoothness. Furthermore, to test the nodal array interstation

Figure 3. Wavefield snapshots of the noise correlation functions from station LTP to dense arrays (a) LB3D, (b) ELB, (c) ROSE and (d) SFS.
distance needed in this study, we down sampled the nodal station density to average interstation distances to 0.3, 0.45, and 0.7 km, and we conducted checkboard tests at the period of 2s in these cases. We found that an average interstation distance of less than 0.3 km is required for recovering the checkboard map (Figure S1). In the FTAN approach, we apply a Gaussian filter where we set the filter parameter alpha to 25 as a compromise between the narrow-band assumption and filtering robustness (Zhang et al., 2020). Once we obtained the velocity-time amplitudes, we adopt a hybrid dispersion picking strategy, in which we first automatically pick the dispersion curves within velocity-time corridors, and then manually check the picked curves. The corridors are estimated through stacking the velocity-time amplitudes of NCFs from each SCSN station to all geophones in each dense array, because these NCFs share similar ray paths. Figure S2a shows the example of corridors on the stacked FTAN maps from the virtual source LGB to the different dense arrays. The fundamental mode and first overtone surface wave signals are well covered by the corridors. Moreover, the picked dispersions for LGB against array LB3D (Figure S2a) are consistent with machine learning picked ones (Zhang et al., 2020). Figure S2b presents an overview of all corridors on the stacked velocity-time maps. Within the large number of noise correlations, we manually check one dispersion curve at equal intervals every 50 curves. Because each dense array has thousands of nodal stations, and the ray paths from one virtual source to nodal stations of same array are similar to each other, this sampling inspection approach provides a robust way of assessing the quality of corridors and the criteria used for accepting the picks. We accept the picks within the corridor when their spectral amplitudes are larger than all other possible picks at the same frequency, and when their spectral amplitudes are larger than 0.4 cm/s for the fundamental mode and 0.3 cm/s for the first overtone. These thresholds provided good quality picks with a reasonably high acceptance rate. Figure 4 shows an example of the group velocity dispersion picking for the pair of broadband station LTP and dense array geophone 1041–5011. The dispersion curves of the fundamental mode and first overtone Rayleigh waves are clear and are well picked.

Due to the uneven data quality between each station-array pair, the numbers of picked dispersion data for different SCSN station and nodal array pairs can be significantly different (Figure S3). If their weights are not balanced, the tomographic inversion will be dominated by those station-array pairs that contribute most dispersion picks. Therefore, we adjust the weightings of different station-array pairs by uniformly resampling so no more than 200 picks for each station-array pair and each period are used. The dispersion counts from different station-array pairs after this reweighting are much more even (Figure S3), indicating that the
data are better weighted. A compilation of all dispersion data after reweighting is shown in Figure 5. These curves show an overall increase of group velocity U with period, and hence an increase of Vs with depth. Figure 6 shows the compilation of extracted fundamental mode and first overtone Rayleigh wave group velocities for periods of 1s, 2s, 3s, and 4s.

To analyze the inter-station group velocity dispersion measurements, we use the 2D straight-ray tomography adapted from Barmin et al. (2001) to derive the fundamental mode and first overtone Rayleigh wave group velocity maps. The region is discretized into 0.012° x 0.008° grids, and we linearly invert for group velocity maps of each period between 0.5 and 4.0 s. In the linear inversions, we adopt two penalty terms for regularization, 1) constraint on model smoothness; 2) damping as a function of the ray coverage density. For the smoothness constraints, we set the correlation length to be 1 km. The ray coverage damping uses the concept of azimuthal coverage proposed by Ekström (2006) to quantitatively indicate the effective ray coverage in each grid. We perform this linear inversion with two iterations. In the first iteration, we weight all the dispersion data equally, and apply a strong regularization for a smooth model which presumably represents the first order structural heterogeneities. We then forward predict the synthetic group arrival times for all ray paths, and approximate the misfit between data and synthetic arrival times as data error. We discard those data with misfits larger than three times of standard deviation (Castellanos et al., 2018). In the second iteration, we construct the data covariance matrix which diagonal terms are specified based on the data errors. Thus, the data weightings are inversely proportional to the data error, making the group velocity map inversions less dependent on specific paths with large misfits. To understand the data resolvability in our group velocity map inversions, we generate standard checkerboard resolution maps through the resolution matrix \( (G^T C^{-1} G + Q)^{-1} G^T C^{-1} G m^* \) (Ma & Clayton, 2014), where C is the data covariance matrix, Q is the regularization matrix, G is the forward operator, and m* is the input checkerboards containing up to ±20% contrasting slowness variations. Figure 7 shows the checkerboard resolution maps at periods of 1, 2s, 3s, and 4s for both fundamental mode and first overtone Rayleigh waves. We found that the contrasting checkerboard structures are well recovered in a large portion of the LA Basin for all these periods and wave modes. However, the resolution is lower at the edge of the studied area due to the poor azimuthal coverage of the rays.

Figure 5. Compilation of all used dispersion picks. The histograms indicate distributions of the fundamental mode (in light red) and first overtone (in light blue) group velocity picks for different periods. The period axis uses a logarithmic scale. Lines in red and blue indicate the mean group velocities for fundamental mode and first overtone, respectively.
We invert for the shear wave velocities as a function of depth, using 1D group velocity profiles at each grid extracted from the tomographic maps. We use the SURF96 program (Herrmann, 2013) for this shear wave velocity inversion. SURF96 is designed for horizontally isotropic layered structure, and involves an iterative least squares inversion procedure. Using the SCEC CVM-S4 profiles embedded with Vs30-derived geotechnical layer (Ely et al., 2010) at all grid points as the initial model, we iteratively perturb the shear wave velocities of all layers while calculating P wave velocities following the empirical relationship introduced by Brocher (2005), until a good fit between observed and synthetic fundamental mode and first overtone.

Figure 6. Ray coverage of (a) the fundamental mode and (b) the first overtone Rayleigh wave group velocity measurements for periods 1–4 s.

Figure 7. Checkerboard resolution maps of (a) the fundamental mode and (b) the first overtone Rayleigh wave group velocity tomography for periods 1–4 s.
Rayleigh wave dispersion curves are achieved. These final 1D shear wave velocity profiles are integrated into a whole 3D Vs model of the study region. We also tested using the 1D model inverted from the mean of all dispersion curves as the initial model, and found no significant change to the shear wave velocity profiles.

3. Results

We invert the extracted dispersion curves from the Rayleigh waves group velocity maps for a suite of frequencies between 0.25 and 2.0 Hz. Figure 8 shows the fundamental mode and first overtone group velocities at periods of 1s, 2s, 3s, and 4s. For both modes and all periods, we observed two high group velocity anomalies in the southwestern and northeastern corners of the study region, which correspond to the Palos Verdes Hills and Puente Hills, respectively. The group velocities are much lower in the area between these high velocity hills, which suggests the decreasing sedimentary layer thickness toward the Palos Verde fault zone to the southwest and toward the Elsinore fault zone to the northeast, consistent with the hard bedrocks beneath these hills that bound the LA Basin in these two directions. Note that the well resolved area is smaller for the short-period and long-period end (period of 1s and 4s in Figure 7). The reason why the areas shrink at these two period ends is that the surface wave energy decreases when the period approaches 0.5s and 5s (e.g., Figure 4b). The depleted noise correlation function energy for the short period end is primarily due to the low signal-to-noise ratio of high frequency Rayleigh waves. At the long period end, the lower instrumental responses of the high frequency industrial nodal sensors cause the noise signals less correlated. In the center of the LA Basin, we observe significant group velocity variations of smaller length scales. These variations are far beyond the group velocity errors (Fig. S4) estimated from the diagonal term of the model covariance matrix $C = (G^tG + Q)^{-1}$ (Ma & Clayton, 2014). Such small scale variations indicate non-trivial structural heterogeneity of the sedimentary layer, and suggest possible interface roughness within the basin. The effectiveness of data inversion is shown by the significant slowness variance reductions for different modes and periods (Figure S5).

We show the shear wave velocity inversions in Figure 9. Figure 9a shows horizontal slices of the shear wave velocities at depths of 0.5–2.5 km. At larger depths, the Vs velocity continues to increase and the low velocity area shrinks. We estimate the Vs uncertainties for each grid (e.g., Figure S6) by inverting 50 dispersion
curves sampled from group velocity errors. Specifically, for each location grid, we generate 50 randomly perturbed dispersion curves for fundamental mode and first overtone, respectively. At an individual period for each mode, the group velocities are perturbed following a Gaussian distribution with mean of the inverted group velocities (Figure 8) and with standard deviations from the diagonal term of the model covariance matrix in the tomographic inversions (Figure S4). After we obtained the ensemble of dispersion curves (e.g., Figure S6a), we invert them for an ensemble of 1D shear wave velocity models (e.g., Figure S6b). We further measure the standard deviation error of Vs at each depth using the ensemble of 1D Vs models, and combine these 1D Vs errors to Vs error maps (Figure S7). The measured Vs standard deviation error for most of the central LA Basin (Figure S7) is significantly smaller than the observed Vs variations in our model (Figure 9).

One pronounced feature of the Vs model is the high velocity belt from NW to SE at a depth of around 1.5 km (Figure 9a). This high velocity strand, accompanied with a sharp horizontal velocity contrast (Figure 9b), appears to be consistent with the trace of the Newport-Inglewood fault system (Figure 9a), which is manifested by a line of hills from Cheviot Hills on the northwestern end to the Signal Hill on the southeastern end (Hauksson, 1987). These hills are the topographic expression of the Newport-Inglewood fault extending to the surface, suggesting that the fault movement transported higher velocity materials from deeper to shallower depths. This explains the observed high shear wave velocity anomalies of the Newport-Inglewood fault zone and is consistent with various dense array studies (Bianco et al., 2019; Castellanos et al., 2020; Lin et al., 2013; Nakata et al., 2015).

We note in the Vs slices at a depth of 1–1.5 km (Figure 9) that there are low-velocity streaks trending NW to SE, to the northeast of the aforementioned NW–SE high velocity zone. This NW–SE trending low velocity feature corresponds well with the P wave low velocity anomalies obtained with sonic logs and industrial reflection data (Sliss and Shaw, 2003). It also agrees with the trend of sedimentary deposits during the late
Miocene (Redin, 1991), suggesting that they may be due to depositional channels created when the LA Basin was filling with sediments in the Miocene (Süss and Shaw, 2003).

### 4. Discussion

We compare our shear wave velocity model with SCEC CVM-S4 and CVM-H15.1 models as shown in Figure 10. These models generally agree on the large scale structure of the basin (Taborda et al., 2016). However, their near-surface structures of the LA Basin appear different. The CVM-S model is smoother since it is constructed using full-waveform tomography. On the other hand, since the CVM-H model is largely inferred from geological observations and P wave velocities from oil industry, it has geotechnical layers with sharp artificial boundaries. In the shallow basin, the CVM-S model better characterizes the first-order velocity structure, while the CVM-H model captures finer scale heterogeneities. A comparison of recorded and synthetic waveforms in Southern California confirms that the CVM-S model predicts long period waveforms better, while the CVM-H model better fits the arrival time of scattered waves (Lai et al., 2020). Our Vs model of the LA Basin, named LAS1 (Los Angeles Shallow 1), is in between the CVM-S and CVM-H models, as its overall basin shape and velocity range is closer to the CVM-S model, while rapid lateral variations such as the high velocity anomaly of the Newport-Inglewood fault are similar to the CVM-H model (Figure 10a).

The small scale shallow structural variation of our LAS1 model appears different from both the SCEC CVM-S and CVM-H models, which may significantly influence the modeling of earthquake ground motion amplitudes for the central LA Basin. To illustrate the effect of the variations in the near surface velocities, we performed 2D simulations of vertically incidental shear wave pulse using the CVM-S, CVM-H, and our LAS1 models for each cross-section. The calculations are done with a 2D fourth-order staggered-grid finite-difference formulation (Virieux, 1984) that initiated a 1 Hz SH-pulse (in velocity) at a depth of 3 km and propagated it to the surface (Figure 8b). The peak acceleration, obtained through numerical differentiation at each horizontal position, is then compared to an equivalent pulse propagated through a medium with a constant shear velocity of 1 km/s (Figure 8b). The ratios of the results are displayed in Figure 10b and show that the LAS1 and CVM-H models have comparable levels of peak acceleration and lateral variations, but that the CVM-S has significantly lower motions and is laterally smoother. This is likely due to the different wavelengths that these Vs models feature. The CVM-S model comes from a long period ($T > 5s$).
full-waveform inversion, while our LAS1 model captures shorter wavelength structural features from short period data (0.5–4s), and the CVM-H model incorporates high-frequency information from geotechnical layers and seismic reflection constraints. The small wavelength heterogeneities can produce larger local lateral and vertical velocity gradient, which could significantly amplify the strong motions (Bowden et al., 2015; Steidl et al., 1996). Additionally, scattering and diffraction due to the existence of structural heterogeneities and rough basin interfaces can cause wave interference, and potentially amplify the motions (Delépine & Semblat, 2012). With the additional constraints from dense array dispersion data, our model can potentially predict the variations of shallow crustal amplifications in the LA Basin which is observed during the 2019 Ridgecrest earthquake sequence (Filippizitis et al., 2021). The simulations shown here are only intended to illustrate the differences in the models and we present them in lieu of a more complicated 3D simulation.

To better understand the Vs structural difference between our LAS1 model and the CVM-S/CVM-H models, we forward calculate the fundamental model and first overtone Rayleigh wave group velocity dispersions for these models. We used the program sdisp96 (Herrmann, 2013) to calculate dispersion curves for multiple 1D profiles and then combined them to 2D maps at different depths. The comparison of these synthetic dispersion maps against the observed tomographic group velocity maps is shown in Figure 11. Among these models, the LAS1 group velocity maps fit the tomographic observations the best. The CVM-S model overpredicts the long period group velocities, while the CVM-H model produces much lower Rayleigh group velocities than the observations. To directly examine the model predictions against the picked dispersion data, we generate synthetic dispersion curves from group velocity maps of our tomographic result and the CVM-S/CVM-H models along the ray paths between SCSN stations and dense arrays. The fittings to directly picked dispersion data for these models are shown in Figure 12. Similar to the group velocity map comparisons, the CVM-S model predicts that long period Rayleigh waves travel faster than observations, and the CVM-H model underestimates the Rayleigh wave group velocities for multiple frequency bands. Our model fits the observations significantly better than CVM-S/CVM-H models, but still generates non-negligible misfits. Possible sources of the misfits are the simple forward modeling used in the problem, in particular the straight ray assumption, and the uneven ray coverage. The diminishing ray density toward the edge of the basin contributes to the data misfit. A possible solution to this is to use machine-learning based tomography to reduce the artifacts (Bianco et al., 2019).
5. Conclusion

We use ambient noise correlations between 5 dense oil company nodal networks and 21 broadband Southern California Seismic Network stations to develop a high resolution shallow structural velocity model of the central Los Angeles Basin. We demonstrated that this short period (0.25–2.0 Hz) inter-station noise correlation can produce clear multimodal Rayleigh wavefields, thus can provide very detailed coverage of a large portion of the LA Basin. We extracted group velocity dispersion curves and inverted for the shear wave velocity structure. Our Vs model shows the shrinking circumference of the velocity sedimentary materials as the basin deepens, and reveals the existence of multiscale structural heterogeneities and interface roughness within the basin. The model also shows evidence of the Newport-Inglewood fault as a high shear-wave velocity belt. The estimated Vs model generally agrees with the SCEC CVM-S and CVM-H models, but better fits the Rayleigh wave dispersion data. It predicts shallow crustal amplification more similar to the CVM-H model than the CVM-S. This model should be able to better predict the variations in the shallow crustal amplification, which will improve strong ground motion simulations.
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