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Abstract

The $CP$-violating weak phase $\phi_s$ and the decay width difference $\Delta\Gamma_s$ between the light and heavy $B^0_s$ mass eigenstates are measured with the CMS detector at the LHC in a sample of 48 500 reconstructed $B^0_s \rightarrow J/\psi \phi(1020) \rightarrow \mu^+\mu^-K^+K^-$ events. The measurement is based on a data sample corresponding to an integrated luminosity of 96.4 fb$^{-1}$, collected in proton-proton collisions at $\sqrt{s} = 13$ TeV in 2017–2018. To extract the values of $\phi_s$ and $\Delta\Gamma_s$, a time-dependent and flavor-tagged angular analysis of the $\mu^+\mu^-K^+K^-$ final state is performed. The analysis employs a dedicated tagging trigger and a novel opposite-side muon flavor tagger based on machine learning techniques. The measurement yields $\phi_s = -11 \pm 50$ (stat) $\pm 10$ (syst) mrad and $\Delta\Gamma_s = 0.114 \pm 0.014$ (stat) $\pm 0.007$ (syst) ps$^{-1}$, in agreement with the standard model predictions. When combined with the previous CMS measurement at $\sqrt{s} = 8$ TeV, the following values are obtained: $\phi_s = -21 \pm 44$ (stat) $\pm 10$ (syst) mrad, $\Delta\Gamma_s = 0.1032 \pm 0.0095$ (stat) $\pm 0.0048$ (syst) ps$^{-1}$, a significant improvement over the 8 TeV result.

1 Introduction

Precision tests of the standard model (SM) of particle physics have become increasingly important, since no direct evidence for new physics has been found so far at the CERN LHC. Decays of $B^0_s$ mesons present important opportunities to probe the consistency of the SM. In this Letter, a new measurement of the CP-violating weak phase $\phi_s$ and the decay width difference $\Delta \Gamma_s$ between the light ($B^0_s$) and heavy ($B^0_s^{*}$) $B^0_s$ meson mass eigenstates is presented. Charge-conjugate states are implied throughout, unless stated otherwise.

The weak phase $\phi_s$ arises from the interference between direct $B^0_s$ meson decays to a CP eigenstate of $c\bar{c}s\bar{s}$ and decays through mixing to the same final state. In the SM, $\phi_s$ is related to the elements of the Cabibbo–Kobayashi–Maskawa matrix via $\phi_s \simeq -2\beta_s = -2 \arg(-V_{ts}V_{tb}^*/V_{cs}V_{cb}^*)$, neglecting penguin diagram contributions, where $\beta_s$ is one of the angles of the unitary triangles. The current best determination of $-2\beta_s$ comes from a global fit to experimental data on b hadron and kaon decays. Assuming no physics beyond the SM (BSM) in the $B^0_s$ mixing and decays, a $-2\beta_s$ value of $-36.96^{+0.72}_{-0.84}$ mrad is determined [1]. New physics can modify this phase via the contribution of BSM particles to $B^0_s$ mixing [2,3]. Since the numerical value of $\phi_s$ in the SM is known very precisely, even a small deviation from this value would constitute evidence of BSM physics. The decay width difference between the $B^{0}_s$ and $B^{0}_s^{*}$ eigenstates, on the other hand, is predicted less precisely at $\Delta \Gamma_s = 0.091 \pm 0.013$ ps$^{-1}$ [4]. Its measurement provides an important test for theoretical predictions and can be used to further constrain new-physics effects [4].

The weak phase $\phi_s$ was first measured by the Fermilab Tevatron experiments [5–9], and then at the LHC by the ATLAS, CMS, and LHCb experiments [10–19], using $B^0_s \rightarrow J/\psi \phi (1020)$ (referred to as $B^0_s \rightarrow J/\psi \phi$ in what follows), $B^0_s \rightarrow J/\psi f_0(980)$, and $B^0_s \rightarrow J/\psi h^+h^-$ decays, where $h$ stands for a kaon or pion. Measurements of $\phi_s$ in $B^0_s$ decays to $\psi(2S)\phi(1020)$ and $D_s^+D_s^-$ were performed by the LHCb Collaboration [20,21].

In this Letter, CMS results on the $B^0_s \rightarrow J/\psi \phi$ decay to the $\mu^+\mu^-K^+K^-$ final state are presented, and possible additional contributions to this final state from the $B^0_s \rightarrow J/\psi f_0(980)$ and nonresonant $B^0_s \rightarrow J/\psi K^+K^-$ decays are taken into account by including a term for an additional $S$-wave amplitude in the decay model. Compared to our previous measurement [14] at $\sqrt{s} = 8$ TeV, we benefit from the increase in the center-of-mass energy from 8 to 13 TeV that nearly doubles the $B^0_s$ production cross section and a novel opposite-side (OS) muon flavor tagger. The new tagger employs machine learning techniques and achieves better discrimination power than previous methods. We also make use of a specialized trigger that requires an additional (third) muon, which can be used for flavor tagging, improving the tagging efficiency at the cost of a reduced number of signal events. As a result, the new measurement, while based on a similar number of $B^0_s$ candidates as the earlier one [14], allows us to double the precision in the determination of $\phi_s$, as well as measure some of the parameters that were constrained to their world-average values in our previous work [14]. At the same time, the precision on parameters that do not benefit from the tagging information, such as $\Delta \Gamma_s$, is comparable to that in the previous measurement.

Final states that are mixtures of CP eigenstates require an angular analysis to separate the CP-odd and CP-even components. A time-dependent angular analysis can be performed by measuring the decay angles of the final-state particles and the proper decay length of the reconstructed $B^0_s$ candidate, which is equal to the proper decay time $t$ multiplied by the speed of light, and referred to as $ct$ in what follows.

In this measurement, we use the transversity basis [22] defined by the three decay angles
\[ \Theta = (\theta_T, \psi_T, \varphi_T) \text{, as illustrated in Fig. 1.} \]

The angles \( \theta_T \) and \( \varphi_T \) are, respectively, the polar and azimuthal angles of the \( \mu^+ \) in the rest frame of the \( J/\psi \) meson, where the \( x \) axis is defined by the direction of the \( \phi \) meson momentum and the \( x-y \) plane is defined by the plane of the \( \phi \to K^+K^- \) decay. The helicity angle \( \psi_T \) is the angle of the \( K^+ \) meson momentum in the \( \phi \) meson rest frame with respect to the negative \( J/\psi \) meson momentum direction.

![Diagram](image)

**Figure 1:** Definition of the three angles \( \theta_T, \psi_T, \) and \( \varphi_T \) describing the topology of the \( B_s^0 \to J/\psi \phi \to \mu^+\mu^- K^+K^- \) decay.

The differential decay rate of \( B_s^0 \to J/\psi \phi \to \mu^+\mu^- K^+K^- \) is described by a function \( \mathcal{F}(\Theta,ct,\alpha) \), as in Ref. [23]:

\[
\frac{d^4\Gamma(B_s^0)}{d\Theta d(ct)} = \mathcal{F}(\Theta,ct,\alpha) \propto \sum_{i=1}^{10} O_i(ct,\alpha) g_i(\Theta),
\]

where \( O_i \) are time-dependent functions, \( g_i \) are angular functions, and \( \alpha \) is a set of physics parameters.

The functions \( O_i(ct,\alpha) \) are:

\[
O_i(ct,\alpha) = N_i e^{-\Gamma_{i} t} \left[ a_i \cosh \left( \frac{\Delta \Gamma_{i} t}{2} \right) + b_i \sinh \left( \frac{\Delta \Gamma_{i} t}{2} \right) + c_i \cos(\Delta m_{i} t) + d_i \sin(\Delta m_{i} t) \right],
\]

where \( \Delta m_{i} (\Delta \Gamma_{i}) \) is the absolute mass (decay width) difference between the \( B_{s}^{i} \) and \( B_{s}^{n} \) mass eigenstates, and \( \Gamma_{i} \) is the average decay width, defined as the arithmetic average of the \( B_{s}^{i} \) and \( B_{s}^{n} \) decay widths. The functions \( g_i(\Theta) \) and the parameters \( N_i, a_i, b_i, c_i, \) and \( d_i \) are defined in Table 1.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( g_i(\Theta,\psi_T,\varphi_T) )</th>
<th>( N_i )</th>
<th>( a_i )</th>
<th>( b_i )</th>
<th>( c_i )</th>
<th>( d_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 2 \cos^2 \psi_T (1 - \sin^2 \theta_T \cos^2 \varphi_T) )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>1</td>
<td>( D )</td>
</tr>
<tr>
<td>2</td>
<td>( \sin^2 \psi_T (1 - \sin^2 \theta_T \sin^2 \varphi_T) )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>1</td>
<td>( D )</td>
</tr>
<tr>
<td>3</td>
<td>( -\sin^2 \psi_T \sin 2\theta_T \sin \varphi_T )</td>
<td>(</td>
<td>A_{1}(0)</td>
<td>^2 )</td>
<td>1</td>
<td>( -D )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{1}{\sqrt{3}} \sin 2\theta_T \sin^2 \theta_T \sin 2\varphi_T )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( \cos(\delta_1 - \delta_0) )</td>
<td>( S \cos(\delta_1 - \delta_0) )</td>
</tr>
<tr>
<td>5</td>
<td>( \frac{1}{\sqrt{3}} \sin 2\psi_T \sin^2 \theta_T \sin 2\varphi_T )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( \cos(\delta_1 - \delta_0) )</td>
<td>( D \cos(\delta_1 - \delta_0) )</td>
</tr>
<tr>
<td>6</td>
<td>( \frac{1}{\sqrt{3}} \sin 2\psi_T \sin^2 \theta_T \sin 2\varphi_T )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( \sin(\delta_1 - \delta_0) )</td>
<td>( S \sin(\delta_1 - \delta_0) )</td>
</tr>
<tr>
<td>7</td>
<td>( \frac{1}{\sqrt{3}} (1 - \sin^2 \theta_T \cos^2 \varphi_T) )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>1</td>
<td>( -D )</td>
</tr>
<tr>
<td>8</td>
<td>( \frac{1}{\sqrt{3}} \sin 3\psi_T \sin^3 \theta_T \sin 2\varphi_T )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( C \cos(\delta_1 - \delta_0) )</td>
<td>( S \sin(\delta_1 - \delta_0) )</td>
</tr>
<tr>
<td>9</td>
<td>( \frac{1}{\sqrt{3}} \sin 3\psi_T \sin^3 \theta_T \sin 2\varphi_T )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( \sin(\delta_1 - \delta_0) )</td>
<td>( -D \sin(\delta_1 - \delta_0) )</td>
</tr>
<tr>
<td>10</td>
<td>( \frac{1}{\sqrt{3}} \cos \psi_T (1 - \sin^2 \theta_T \cos^2 \varphi_T) )</td>
<td>(</td>
<td>A_{0}(0)</td>
<td>^2 )</td>
<td>( \cos(\delta_1 - \delta_0) )</td>
<td>( S \sin(\delta_1 - \delta_0) )</td>
</tr>
</tbody>
</table>
The coefficients \( C, S, \) and \( D \) contain the information about \( CP \) violation, and are defined as:

\[
C = \frac{1 - |\lambda|^2}{1 + |\lambda|^2}, \quad S = \frac{-2|\lambda| \sin \phi_s}{1 + |\lambda|^2}, \quad D = \frac{-2|\lambda| \cos \phi_s}{1 + |\lambda|^2},
\]

using the same sign convention as that in the LHCb measurement \[16\]. The amount of \( CP \) violation in the \( B_0^s \to B_0^s \) system is given by the complex parameter \( \lambda \), defined as \( \lambda = (q/p)(A_f/A_f) \), where \( A_f(A_f) \) is the decay amplitude of the \( B_0^s(\bar{B}_0^s) \) meson to the final state \( f \), and the parameters \( p \) and \( q \) relate the mass and flavor eigenstates through \( B_0^{s*} = p|B_0^0\rangle - q|\bar{B}_0^0\rangle \) and \( B_0^s = p|B_0^0\rangle + q|\bar{B}_0^0\rangle \) \[24\]. The parameters \( |A_\perp|^2, |A_0|^2, \) and \( |A_\parallel|^2 \) are the magnitudes of the perpendicular, longitudinal, and parallel transversity amplitudes of the \( B_0^s \to J/\psi \phi \) decay, respectively; \( |A_\bot|^2 \) is the magnitude of the S-wave amplitude from \( B_0^0 \to J/\psi f_0(980) \) and non-resonant \( B_0^0 \to J/\psi K^+K^- \) decays, and the parameters \( \delta_\perp, \delta_0, \delta_\parallel, \) and \( \delta_S \) are the respective strong phases.

Equation (1) represents the model for the \( B_0^0 \) meson decay, while the model for the \( \bar{B}_0^s \) meson decay is obtained by changing the sign of the \( c_i \) and \( d_i \) terms in Eq. (2).

## 2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity (\( \eta \)) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

The silicon tracker measures charged particles within the range \( |\eta| < 2.5 \). During the LHC running period when the data used in this Letter were recorded, the silicon tracker consisted of 1856 silicon pixel and 15 148 silicon strip detector modules.

Muons are measured in the range \( |\eta| < 2.4 \), with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. The efficiency to reconstruct and identify muons is greater than 96%. Matching muons to tracks measured in the silicon tracker results in a relative transverse momentum (\( p_T \)) resolution, for muons with \( p_T \) up to 100 GeV, of 1% in the barrel and 3% in the endcaps \[25\].

Events of interest are selected using a two-tiered trigger system \[26\]. The first level (L1), composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a fixed time interval of less than 4 \( \mu \)s. The second level, known as the high-level trigger (HLT), consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. \[27\].

## 3 Event selection and simulated samples

The analysis is performed using data collected in proton-proton (\( pp \)) collisions at \( \sqrt{s} = 13 \) TeV during 2017–2018, corresponding to an integrated luminosity of 96.4 fb\(^{-1}\). A trigger optimized
for the detection of b hadrons decaying to $J/\psi$ mesons, along with an additional muon potentially usable for flavor tagging, is used to collect the data sample for the analysis. At L1, the trigger requires three muons, with the minimum $p_T$ requirement on the highest $p_T$ (leading, $\mu_1$) and second-highest $p_T$ (subleading, $\mu_2$) muons of $p_T > 5$ and 3 GeV, respectively, and the dimuon invariant mass $m_{\mu_1\mu_2} < 9$ GeV. There is no $p_T$ requirement on the third muon at L1. At the HLT, the three muons are required to be within the CMS geometrical acceptance $|\eta| < 2.5$; two of these muons must be oppositely charged, each have $p_T > 3.5$ GeV, form a $J/\psi$ candidate with an invariant mass in the range $2.95$–$3.25$ GeV, and have a probability to originate from a common vertex larger than 0.5%. The third muon is required to have $p_T > 2$ GeV and can be used to infer the flavor of the $B_s^0$ meson at production (i.e., its particle/antiparticle state), exploiting semileptonic $b \to \mu^- + X$ decays, as discussed further in Section [4].

Additional selection criteria are applied to events passing the HLT requirements. The numerical values of the selection cuts have been optimized with the help of the TMVA package [28,29], using a genetic algorithm, to maximize the signal purity. First, $J/\psi$ meson candidates are constructed using pairs of opposite-sign muons with $p_T > 3.5$ GeV and $|\eta| < 2.4$, and compatible with originating from a common vertex, obtained from a Kalman fit [30]. Candidates are accepted only if their invariant mass is within 150 MeV of the world-average $J/\psi$ meson mass [31]. Next, pairs of opposite-sign tracks satisfying the high-purity requirement [32] with $p_T > 1.2$ GeV and $|\eta| < 2.5$, not associated with the muons that form the $J/\psi$ candidate, are used to form $\phi$ candidates. The $\phi$ candidates are selected if the track pair has an invariant mass, assuming the kaon mass for both particles, within 10 MeV of the world-average $\phi$ meson mass [31]. Finally, the $J/\psi$ and $\phi$ candidates are combined to form $B_s^0$ candidates: a common vertex ("$B_s^0$ vertex") is obtained from a fit with the four tracks, two for muons and two for kaons. The invariant mass of the $B_s^0$ candidate is obtained from a kinematic fit, where the invariant mass of the two muons is constrained to the world-average $J/\psi$ meson mass [31]. The mass of the $\phi$ candidate is not constrained since its natural width exceeds the mass resolution.

Due to the high instantaneous luminosity of proton-proton collisions at the LHC, several primary vertices (PVs) are reconstructed in each event. The vertex that minimizes the angle between the $B_s^0$ candidate momentum vector and the line connecting this vertex with the $B_s^0$ decay vertex is chosen as the production vertex and is used to determine the characteristics of the $B_s^0$ candidate, such as proper decay length. We used simulations to study if the PV selection procedure introduces any bias in the measurement. It was found that in about 97% of the events, the selected PV is also the closest one to the point of origin of the $B_s^0$ meson. The impact of choosing a different vertex in the remaining cases on the final results is found to be negligible with respect to the total systematic uncertainties discussed in Section [6]. The proper decay length is measured as $ct = cm^{PDG}_{B_s^0} L_{xy}/p_T$, where $m^{PDG}_{B_s^0}$ is the world-average $B_s^0$ mass [31] and $L_{xy}$ is the reconstructed transverse decay length, which is defined as the distance in the transverse plane from the production vertex to the $B_s^0$ vertex. Additional selection criteria are applied to $B_s^0$ candidates, requiring $p_T > 11$ GeV, the four-track vertex fit $\chi^2$ probability $> 2\%$, an invariant mass in the 5.24–5.49 GeV range, and a proper decay length $ct > 70 \mu$m, with an uncertainty $\sigma_{ct} < 50 \mu$m. The proper decay length uncertainty is obtained by propagating the uncertainties in the decay distance and the $p_T$ of the $B_s^0$ candidate to $ct$. In about 2% of the events more than one $B_s^0$ candidate is selected. In these cases, the candidate with the highest vertex fit probability is chosen. The impact of this choice on the measurement has been evaluated by redoing the analysis using the candidate with the lowest vertex fit probability. No sizable bias has been observed with respect to the total systematic uncertainties discussed in Section [6]. A total of 65 500 $B_s^0 \to J/\psi \phi$ candidates are selected.
Simulated event samples are used to measure the selection efficiency and the flavor tagging performance. These samples are produced using the Pythia 8.230 Monte Carlo (MC) event generator [33] with the underlying event tune CP5 [34] and the parton distribution function set NNPDF3.1 [35]. The b hadron decays are modeled with the EVTGEN 1.6.0 package [36]. Final-state photon radiation is accounted for in the EVTGEN simulation with PHOTOS 215.5 [37, 38]. The response of the CMS detector is simulated using the GEANT4 package [39]. The effect of multiple collisions in the same or neighboring bunch crossings (pileup) is accounted for by overlaying simulated minimum bias events on the hard-scattering process. Simulated samples are then reconstructed using the same software as for collision data.

The simulation is validated via comparison with background-subtracted data in a number of control distributions. The B^0_s candidate invariant mass distribution after the signal selection is shown in Fig. 2, whereas the proper decay length and its uncertainty distributions are shown in Fig. 3.

![Figure 2: The invariant mass distribution of the B^0_s \rightarrow J/\psi \phi \rightarrow \mu^+ \mu^- K^+ K^- candidates in data. The vertical bars on the points represent the statistical uncertainties. The solid line represents a projection of the fit to data (as discussed in Section 5, solid markers), the dashed line corresponds to the signal, the dotted line to the combinatorial background, and the long-dashed line to the peaking background from B^0 \rightarrow J/\psi K^*(892)^0 \rightarrow \mu^+ \mu^- K^- \pi^-, as obtained from the fit. The distribution of the differences between the data and the fit, divided by the combined uncertainty in the data and the best fit function for each bin (pulls) is displayed in the lower panel.](image-url)

4 Flavor tagging

The flavor of the B^0_s candidate at production is determined with an OS flavor tagging algorithm. The OS approach is based on the fact that b quarks are predominantly produced in b\overline{b} pairs, and therefore one can infer the initial B^0_s meson flavor by determining the flavor of the other (“OS”) b quark in the event.

In this analysis, the flavor of the OS b hadron is deduced by exploiting the semileptonic b \rightarrow \mu^- + X decay, where the muon sign \( \xi \) is used as the tagging variable (\( \xi = -1 \) for B^0_s). This technique works on a probabilistic basis. If no OS muon is found, the event is considered as untagged (\( \xi = 0 \)). The tagging efficiency \( \epsilon_{tag} \) is defined as the fraction of candidate events that
Figure 3: The ct distribution (left) and its uncertainty (right) for the $B_0^s \to J/\psi \phi \to \mu^+ \mu^- K^+ K^-$ candidates in data. The notations are as in Fig. 2.

are tagged. When a muon is found, the tag is defined to be correct (“right tag”) if the flavor predicted using the muon sign and the actual $B_0^s$ meson flavor at production coincide. The correlation between the muon sign and the signal $B_0^s$ meson flavor is diluted by wrong tags (mistags) originating from cascade $b \to c \to \mu^+ + X$ decays, oscillation of the OS $B^0$ or $B_0^s$ meson, and muons originating from other sources, such as $J/\psi$ meson and charged pion and kaon decays. The mistag fraction $\omega_{\text{tag}}$ is defined as the ratio between the number of wrongly tagged events and the total number of tagged events. It is used to compute the dilution $D = 1 - 2\omega_{\text{tag}}$, which is a measure of the performance degradation due to mistagged events. The tagging power $P_{\text{tag}} \equiv \epsilon_{\text{tag}} D^2$ is the effective tagging efficiency, which takes into account the dilution and is used as a figure of merit in maximizing the algorithm performance.

To maximize the sensitivity of this measurement, we have developed a novel OS muon tagger taking advantage of machine learning techniques. The use of deep neural networks (DNNs) in the new tagger leads to lowering of the mistag probability $\omega_{\text{tag}}$ and reducing of the related systematic uncertainties. The use of a dedicated trigger, which requires an OS muon, dramatically increases the fraction of tagged candidates compared to our earlier measurement [14]. Taken together, these two improvements increase the muon tagging performance by $\approx 20\%$ compared to that in Ref. [14].

For each event, we search for a candidate OS muon consistent with originating from the same production vertex as the signal $B_0^s$ meson. This tagging muon is required to have $p_T > 2$ GeV, $|\eta| < 2.4$, the longitudinal impact parameter with respect to the production vertex $IP_z < 1.0$ cm, and the distance from the $B_0^s$ candidate momenta in the $(\eta, \phi)$ plane $\Delta R_{\mu, \phi} > 0.4$. Tracks that belong to the reconstructed $B_0^s \to J/\psi \phi \to \mu^+ \mu^- K^+ K^-$ decay are explicitly excluded from consideration. In order to reduce the contamination from light-flavor hadrons misreconstructed as tagging muons, a discriminator based on a DNN was developed using the KERAS library [40] within the TMVA toolkit. This discriminator, called the “DNN against light hadrons” in the following, uses 25 input features related to the muon kinematics and reconstruction quality, and is trained with $3.5 \times 10^6$ simulated muon candidates of which $2.5 \times 10^5$ are misreconstructed hadrons. The following DNN hyperparameters are optimized through a grid scan to maximize the discrimination power: number of layers, number of neurons for each layer, and the dropout probability. No signs of overtraining are observed at the chosen hyperparameters configura-
tion when comparing the output distributions from the testing and training samples. Tagging muons are required to pass a working point of the DNN output that has an efficiency of $\approx 98\%$ for genuine muons and $\approx 33\%$ for misreconstructed light-flavor hadrons, when evaluated using muon candidates reconstructed with the CMS particle-flow (PF) algorithm [41]. In $\approx 3\%$ of the events where more than one tagging muon candidate passes all the above selections, only the highest $p_T$ one is kept.

Another DNN is used to further discriminate the right- and wrong-tag muons, as well as to predict the mistag probability on a per-event basis. This DNN, referred to as the muon tagger DNN, has been developed using the KERAS library within the TMVA toolkit, based on simulated $B^0 \rightarrow J/\psi \phi \rightarrow \mu^+\mu^- K^+K^-$ events, and calibrated with self-tagging $B^\pm \rightarrow J/\psi K^\pm$ MC and data samples, as described below.

The input features of the muon tagger DNN are of two kinds: muon variables and cone variables. The muon variables are the muon $p_T$, $\eta$, transverse and longitudinal impact parameters with respect to the production vertex, along with their uncertainties, the distance $\Delta R_{\eta,\phi}$ to the signal $B^0$ candidate, and the discriminant of the DNN against light hadrons. The cone variables are related to the activity in a cone of radius $\Delta R_{\eta,\phi} = 0.4$ around the muon momentum direction and include the relative PF isolation [41], the scalar $p_T$ sum of all additional tracks within the cone, the sum of their charges weighted by the track $p_T$, the muon relative momentum and $\Delta R_{\eta,\phi}$ with respect to the vector sum of the momenta of all additional tracks within the cone, and the ratio of the energy of the muon to the total energy of all additional tracks within the cone (assuming the pion mass for each track). The muon tagger DNN is trained on $2.8 \times 10^5$ simulated $B^0 \rightarrow J/\psi \phi$ events, of which about 85 000 have a wrong tag. Its structure is optimized similarly to that for the DNN against light hadrons. The optimal DNN has three dense layers of 200 neurons, each with a rectified linear unit activation function. A dropout layer with a dropout probability of $40\%$ is placed after each dense layer. The cross-entropy loss function and the Adam optimizer [42] are used. The DNN is constructed in such a way that its output score $d$ is equal to the probability of tagging the event correctly. Therefore, the per-event mistag probability is simply $\omega_{\text{evt}} = 1 - d$.

The output $d$ of the tagger is calibrated using a self-tagging data sample of $B^\pm \rightarrow J/\psi K^\pm \rightarrow \mu^+\mu^- K^\pm$ events, where the charge of the kaon corresponds to the charge and flavor of the $B^\pm$ meson. The same trigger and $J/\psi$ candidate reconstruction requirements as for the $B^0$ signal sample are applied. A charged particle with $p_T > 1.6$ GeV, assumed to be a kaon, is combined in a kinematic fit with the dimuon pair to form the $B^\pm$ candidate. The calibration is performed separately for the 2017 and 2018 data samples, by comparing the measured mistag fraction ($\omega_{\text{meas}}$) with the $\omega_{\text{evt}}$ predicted by the muon tagger DNN. The $B^\pm$ events are divided into 100 bins in $\omega_{\text{evt}}$ and the right- and wrong-tag events are separately counted in each bin to extract the corresponding $\omega_{\text{meas}}$ value. The $B^\pm$ signal in each bin is discriminated from the background via a binned likelihood fit to the $J/\psi K^\pm$ invariant mass distribution in the 5.10–5.65 GeV range.

The calibration results for the 2017 and 2018 $B^\pm$ data are shown in Fig. 4. The data points are fitted with a linear function $a + b\omega_{\text{evt}}$. The calibration parameters returned by the fit for the 2017 (2018) data samples are $a = -0.0010 \pm 0.0040$, $b = 1.012 \pm 0.013$ ($a = 0.0031 \pm 0.0031$, $b = 1.011 \pm 0.010$), statistically compatible with a unit slope and zero offset.

The calibration of the DNN output is also verified with a procedure similar to that described above using an independent sample of simulated $B^0_s \rightarrow J/\psi \phi$ and $B^\pm \rightarrow J/\psi K^\pm$ events. The reconstructed $B^0_s$ and $B^\pm$ mesons are matched to the generated ones in order to find their true flavor at production. In general, the measured mistag probability is predicted very accurately by $\omega_{\text{evt}}$ over the entire measured range for all the examined samples and processes, with more
Figure 4: Results of the calibration of the per-event mistag probability $\omega_{\text{evt}}$ based on $B^\pm \rightarrow J/\psi K^\pm \rightarrow \mu^+\mu^- K^\pm$ decays from the 2017 (left) and 2018 (right) data samples. The vertical bars represent the statistical uncertainties. The solid line shows a linear fit to data (solid markers). The pull distributions between the data and the fit function in each bin are shown in the lower panels.

than 90% of the tagged events falling in the $\omega_{\text{evt}} = 0.1–0.5$ range in all cases. Residual differences are well approximated by linear functions with slopes close to unity and offsets consistent with zero. The $\chi^2$ per degree of freedom values for all fits are below 2. We conclude that the value of $\omega_{\text{evt}}$ returned by the tagging DNN is a good approximation of the true mistag probability in data, with minor residual differences taken into account with calibration functions.

The calibrated flavor tagger performance, evaluated using $B^\pm \rightarrow J/\psi K^\pm$ events in data, is shown in Table 2. A tagging efficiency of $\approx 50\%$ and a tagging power of $\approx 10\%$ are achieved in both the 2017 and 2018 data samples. The efficiency is much higher than the semileptonic $b$ hadron branching fraction due to the requirement of an additional OS muon at the HLT, as described in Section 3.

Possible differences in the mistag probability calibration between the $B^0_s$ and $B^\pm$ samples, as well as the statistical uncertainties in the calibration parameters and possible variations from linearity of the calibration function, are considered as systematic uncertainties and described in Section 6.

Table 2: Calibrated opposite-side muon tagger performance evaluated using $B^\pm \rightarrow J/\psi K^\pm$ events in the 2017 and 2018 data samples. The uncertainties shown are statistical only.

<table>
<thead>
<tr>
<th>Data sample</th>
<th>$\varepsilon_{\text{tag}}$ (%)</th>
<th>$\omega_{\text{tag}}$ (%)</th>
<th>$P_{\text{tag}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>$45.7 \pm 0.1$</td>
<td>$27.1 \pm 0.1$</td>
<td>$9.6 \pm 0.1$</td>
</tr>
<tr>
<td>2018</td>
<td>$50.9 \pm 0.1$</td>
<td>$27.3 \pm 0.1$</td>
<td>$10.5 \pm 0.1$</td>
</tr>
</tbody>
</table>

5 Maximum-likelihood fit

An unbinned multidimensional extended maximum-likelihood fit is performed on the combined data samples using 8 observables as input: the $B^0_s$ candidate invariant mass $m_{B^0_s}$, the three decay angles $\Theta$ of the reconstructed $B^0_s$ candidate, the flavor tag decision $\xi$, the mistag fraction $\omega_{\text{evt}}$, the proper decay length of the $B^0_s$ candidate $ct$, and its uncertainty $\sigma_{ct}$.
From the multidimensional fit, the physics parameters of interest \( \phi, \Delta \Gamma_s, \Gamma_s, \Delta m_s, |\lambda| \), the squares of amplitudes \( |A_\perp|^2, |A_0|^2, |A_s|^2 \), and the strong phases \( \delta_0, \delta_\perp, \), and \( \delta_{s,1} \) are determined, where \( \delta_{s,1} \) is defined as the difference \( \delta_s - \delta_\perp \). The \( B_0^0 \rightarrow J/\psi \phi \) amplitudes are normalized to unity by constraining \( |A_\perp|^2 \) to \( 1 - |A_\perp|^2 - |A_0|^2 \). The fit model is validated with simulated pseudo-experiments and with simulated samples with different input parameter sets.

The likelihood function is composed of the probability density functions (pdfs) describing the signal and background components. The likelihood fit algorithm is implemented using the ROOFIT package \cite{roofit,roofitRef}. The signal and background pdfs are formed as the product of functions that model the invariant mass distribution and the time-dependent decay rates of the reconstructed candidates. In addition, the signal pdf includes the efficiency functions. The event pdf \( P \) is defined as:

\[
P = \frac{N_{\text{sig}}}{N_{\text{tot}}} P_{\text{sig}} + \frac{N_{\text{bkg}}}{N_{\text{tot}}} P_{\text{bkg}},
\]

where

\[
P_{\text{sig}} = \varepsilon(\mu) \varepsilon(\Theta) \left[ \tilde{F}(\Theta, \mu, \alpha) \otimes G(\mu, \sigma_\mu) \right] P_{\text{sig}}(m_{B_0^0}) P_{\text{sig}}(\sigma_{ct}) P_{\text{sig}}(\xi)
\]

and

\[
P_{\text{bkg}} = P_{\text{bkg}}(\cos \theta_\perp, \phi_\perp) P_{\text{bkg}}(\cos \psi) P_{\text{bkg}}(\mu) P_{\text{bkg}}(\sigma_{ct}) P_{\text{bkg}}(\xi).
\]

The corresponding negative log likelihood is:

\[
- \ln \mathcal{L} = - \sum_{i=0}^{N_{\text{evt}}} \ln P_i + N_{\text{tot}} - N_{\text{evt}} \ln N_{\text{tot}}.
\]

Here, \( P_{\text{sig}} \) and \( P_{\text{bkg}} \) are the pdfs that describe the \( B_0^0 \rightarrow J/\psi \phi \rightarrow \mu^+\mu^- K^+K^- \) signal and background contributions, respectively. The yields of signal and background events are \( N_{\text{sig}} \) and \( N_{\text{bkg}} \), respectively, \( N_{\text{tot}} \) is their sum, and \( N_{\text{evt}} \) = 65,500 is the number of candidates selected in data. The pdf \( \tilde{F}(\Theta, \mu, \alpha) \) is the differential decay rate function \( F(\Theta, \mu, \alpha) \) defined in Eq. (1), modified to include the flavor information \( \xi \) and the dilution term \( (1 - 2\omega_{\text{evt}}) \), which are applied as multiplicative factors to each of the \( c_i \) and \( d_i \) terms in Eq. (2). In the \( F \) expression, the value of \( \delta_0 \) is set to zero, following a general convention \cite{6,8}, and the value of \( \Delta \Gamma_s \) is constrained to be positive, based on the LHCb measurement \cite{44}. All the parameters of the pdfs are allowed to float in the final fit, unless explicitly stated otherwise.

The functions \( \varepsilon(\mu) \) and \( \varepsilon(\Theta) \) model the dependence of the signal reconstruction efficiency on the proper decay length and the three angles of the transversity basis, respectively. The proper decay length efficiency is parameterized with a fourth-order Chebyshev polynomial multiplied by an exponential function with a negative slope, while the angular efficiency is parameterized with spherical harmonics and Legendre polynomials up to order six. Both parameterizations are obtained from fits to the respective efficiency histograms in \( B_0^0 \rightarrow J/\psi \phi \) simulated events, and are fixed in the fit to data.

The term \( G(\mu, \sigma_{ct}) \) is a Gaussian resolution function, which makes use of the per-event decay length uncertainty \( \sigma_{ct} \), scaled by a correction factor \( \kappa \) introduced to account for the residual effects when the decay length uncertainty is used to model the \( \mu \) resolution. The value of \( \kappa \) is estimated using simulated samples and is equal to \( \approx 1.2 \) for both the 2017 and 2018 data samples.

The signal mass pdf \( P_{\text{sig}}(m_{B_0^0}) \) is a Johnson’s \( S_U \) distribution \cite{35}, while the decay length uncertainty pdf \( P_{\text{sig}}(\sigma_{ct}) \) is described by the sum of two Gamma distributions. These pdfs best model each individual variable in one-dimensional fits to simulated samples.
The background pdf contains two terms to model both the combinatorial background and the peaking background, dominated by $B^0 \rightarrow J/\psi K^*(892)^0 \rightarrow \mu^+ \mu^- K^+ \pi^-$, where the pion is assumed to be a kaon candidate. The background from $\Lambda_b^0 \rightarrow J/\psi p K^- \rightarrow \mu^+ \mu^- p K^-$, where the proton is assumed to be a kaon candidate, is estimated using simulated events to have a negligible effect on the fit results compared to the systematic uncertainties discussed in Section 6. The background invariant mass pdf $P_{\text{bkg}}(m_{B^0})$ is described by an exponential function for the combinatorial background and a Johnson’s SU distribution for the peaking background. The background decay length pdf $P_{\text{bkg}}(c_t)$ is described by the sum of two exponential distributions for the combinatorial background, while a single exponential distribution is used for the peaking background. The angular parts of the background pdfs $P_{\text{bkg}}(\cos \theta_T, \phi_T)$ are described analytically by a series of Legendre polynomials for $\cos \theta_T$ and $\cos \psi_T$, and sinusoidal functions for $\phi_T$. For the $\cos \theta_T$ and $\phi_T$ variables, a two-dimensional pdf is used to take into account a possible correlation between the two. The background decay length uncertainty pdf $P_{\text{bkg}}(\sigma_{c_t})$ is described by a sum of two Gamma distributions for the combinatorial background, while the peaking background is fixed to that for the signal.

The tag pdfs are defined as $P(\xi) = 1 - \varepsilon_{\text{tag}}$ for the untagged events ($\xi = 0$) and $P(\xi) = \varepsilon_{\text{tag}}(1 \pm A_{\text{tag}})/2$ for the tagged ones ($\xi = \pm 1$), where $\varepsilon_{\text{tag}}$ is the tagging efficiency and $A_{\text{tag}}$ is the tagging asymmetry, defined as the difference between the numbers of positively and negatively tagged events ($\xi = \pm 1$) divided by the total number. The measured tagging asymmetry is found to be compatible with zero.

The correlation between the different fit components has been studied in both data and simulations, and found to be negligible.

The peaking background part of $P_{\text{bkg}}$ is determined using simulated samples, while the initial combinatorial background part is found from a fit to the $B^0_s$ invariant mass sidebands 5.24–5.28 GeV and 5.45–5.49 GeV in data, and then left free to float in the final fit, starting from this initial pdf. The signal and background components of the decay length uncertainty pdf are fixed to the ones obtained from a two-dimensional fit together with the invariant mass pdf. The 2017 and 2018 data samples are fitted simultaneously. The joint likelihood function of the simultaneous fit shares the decay rate model, the invariant mass pdfs, the peaking background model, and the lifetime and angular components of the combinatorial background model between the two samples. The number of signal and background events are measured separately in each data sample, as is the tagging efficiency. The efficiency functions, $P(\sigma_{c_t})$ pdfs, tag pdfs, and $\kappa$ factors are also specific to each data sample.

6 Systematic uncertainties and results

The results of the fit with their statistical and systematic uncertainties are given in Table 3, whereas the statistical correlations between the measured parameters are reported in Appendix A. Statistical uncertainties are obtained from the increase in $-\log \mathcal{L}$ by 0.5, whereas systematic uncertainties are described below and summarized in Table 4. The measured number of $B^0_s \rightarrow J/\psi \phi \rightarrow \mu^+ \mu^- K^+ K^-$ signal events from the fit is $48,500 \pm 250$. The distributions of the input observables and the corresponding fit projections are shown in Figs. 2, 3, and 5.

Several sources of systematic uncertainties in the physics parameters are studied by testing the various assumptions made in the fit model and those associated with the fitting procedure.

Model bias: Possible biases in the fitting procedure are evaluated by generating 1000 pseudo-experiments, each statistically equivalent to the data samples, from the fitted model in data...
Table 3: Results of the fit to data. Statistical uncertainties are obtained from the increase in $-\log \mathcal{L}$ by 0.5, whereas systematic uncertainties are described below and summarized in Table 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fit value</th>
<th>Stat. uncer.</th>
<th>Syst. uncer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_s$ [mrad]</td>
<td>$-11$</td>
<td>$\pm 50$</td>
<td>$\pm 10$</td>
</tr>
<tr>
<td>$\Delta \Gamma_s$ [ps$^{-1}$]</td>
<td>$0.114$</td>
<td>$\pm 0.014$</td>
<td>$\pm 0.007$</td>
</tr>
<tr>
<td>$\Delta m_s$ [hs$^{-1}$]</td>
<td>$17.51$</td>
<td>$\pm 0.10$</td>
<td>$\pm 0.03$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$0.972$</td>
<td>$\pm 0.026$</td>
<td>$\pm 0.008$</td>
</tr>
<tr>
<td>$\Gamma_s$ [ps$^{-1}$]</td>
<td>$0.6531$</td>
<td>$\pm 0.0042$</td>
<td>$\pm 0.0026$</td>
</tr>
<tr>
<td>$</td>
<td>A_0</td>
<td>^2$</td>
<td>$0.5350$</td>
</tr>
<tr>
<td>$</td>
<td>A_{\perp}</td>
<td>^2$</td>
<td>$0.2337$</td>
</tr>
<tr>
<td>$</td>
<td>A_S</td>
<td>^2$</td>
<td>$0.022$</td>
</tr>
<tr>
<td>$\delta_{\parallel}$ [rad]</td>
<td>$3.18$</td>
<td>$\pm 0.12$</td>
<td>$\pm 0.03$</td>
</tr>
<tr>
<td>$\delta_{\perp}$ [rad]</td>
<td>$2.77$</td>
<td>$\pm 0.16$</td>
<td>$\pm 0.05$</td>
</tr>
<tr>
<td>$\delta_{S_{\perp}}$ [rad]</td>
<td>$0.221$</td>
<td>$\pm 0.083$</td>
<td>$\pm 0.048$</td>
</tr>
</tbody>
</table>

Figure 5: The angular distributions $\cos \theta_T$ (left), $\cos \psi_T$ (middle), and $\phi_T$ (right) for the $B_s$ candidates and the projections from the fit. The notations are as in Fig. 4.

(referred to as “nominal-model pseudo-experiments” in what follows). Each of them is fitted with the nominal model, and the pull distributions (i.e., the difference divided by the combined uncertainty) between the parameters obtained from the fit and their input values are produced. Each pull distribution is fitted with a Gaussian function, and the estimated central value is taken as the corresponding systematic uncertainty, if different from zero by more than its error. To avoid double-counting this uncertainty, whenever pseudo-experiments are used to evaluate other systematic uncertainties, the model bias is always subtracted. In these cases, the corresponding pull distributions are compared to those obtained with the nominal-model pseudo-experiments. If the mean of the pull distribution differs from the mean of the nominal-model distribution by more than their combined RMS, the difference is taken as the corresponding systematic uncertainty.

Model assumptions: The assumptions made in defining the likelihood functions are tested by generating pseudo-experiments with different hypotheses and fitting the samples with the nominal model. The following assumptions are tested: signal and background invariant mass models, background proper decay length model, and background angular model. Pull distributions with respect to the input values are used to evaluate the systematic uncertainty, as described in the “model bias” paragraph.

Angular efficiency: The systematic uncertainty related to the limited MC event count used to estimate the angular efficiency function is evaluated by regenerating the efficiency histograms
Table 4: Summary of the systematic uncertainties. The dashes (—) mean that the corresponding uncertainty is not applicable. The total systematic uncertainty is obtained as the quadratic sum of the individual contributions.

| Source                        | \(\phi_t\) | \(\Delta t_s\) | \(\Delta m_s\) | \(|A|\)  | \(\Gamma_s\) | \(|A_0|\) \(^2\) | \(|A_{\parallel}|\) \(^2\) | \(|A_{\perp}|\) \(^2\) | \(\delta_0\) | \(\delta_1\) | \(\delta_2\) |
|-------------------------------|------------|----------------|----------------|-------|-----------|----------------|----------------|----------------|-----------|-----------|-----------|
| Statistical uncertainty       | 50         | 0.014          | 0.10           | 0.026 | 0.0042    | 0.0047         | 0.0063         | 0.0077         | 0.12      | 0.16      | 0.083     |
| Model bias                    | 7.9        | 0.0019         | —              | 0.0035 | 0.0005    | 0.0002         | 0.0012         | 0.0011         | 0.020     | 0.016     | 0.006     |
| Model assumptions             | —          | —              | —              | 0.0046 | 0.0003    | —              | 0.0013         | 0.0011         | 0.017     | 0.019     | 0.011     |
| Angular efficiency            | 3.8        | 0.0006         | 0.007          | 0.0057 | 0.0002    | 0.0008         | 0.0010         | 0.0012         | 0.006     | 0.015     | 0.015     |
| Proper decay length efficiency | 0.3        | 0.0062         | 0.001          | 0.0002 | 0.0022    | 0.0014         | 0.0023         | 0.0041         | 0.001     | 0.002     | 0.002     |
| Proper decay length resolution | 3.5        | 0.0009         | 0.021          | 0.0015 | 0.0006    | 0.0007         | 0.0009         | 0.0007         | 0.006     | 0.025     | 0.022     |
| Data/simulation difference    | 0.6        | 0.0008         | 0.004          | 0.0003 | 0.0003    | 0.0044         | 0.0029         | 0.007          | 0.007     | 0.007     | 0.028     |
| Flavor tagging                | 0.5        | <10\(^{-4}\)  | 0.006          | 0.0002 | <10\(^{-4}\) | 0.0003 <10\(^{-4}\) | 0.0007 <10\(^{-4}\) | 0.0007         | 0.001     | 0.007     | 0.001     |
| Sig./bkg. \(\omega_{ct}\) difference | 3.0        | —              | —              | 0.0005 | —         | 0.0008 —       | —              | —              | 0.006     | 0.006     | 0.006     |
| Peaking background            | 0.3        | 0.0008         | 0.011          | <10\(^{-4}\) | 0.0002 | 0.0005         | 0.0002         | 0.0005         | 0.003     | 0.007     | 0.011     |
| \(S-P\) wave interference     | —          | 0.0010         | 0.019          | —       | 0.0005    | 0.0005         | —              | 0.013          | —         | 0.019     | 0.019     |
| \(P(\sigma_J)\) uncertainty   | <10\(^{-1}\) | 0.0019         | 0.028          | 0.0004 | 0.0008    | 0.0006         | 0.0008         | 0.0001         | 0.001     | 0.002     | 0.005     |
| Total systematic uncertainty  | 10.0       | 0.0070         | 0.032          | 0.0083 | 0.0026    | 0.0049         | 0.0045         | 0.016          | 0.028     | 0.045     | 0.048     |

1000 times using the reference one, with the fit repeated after reestimating the efficiency. The root mean square (RMS) of the obtained physics parameter distributions is taken as the systematic uncertainty.

**Proper decay length efficiency:** The proper decay length efficiency is first validated by fitting the \(B^{\pm}\) proper decay length distribution in the control \(B^{\pm} \rightarrow J/\psi K^{\pm}\) channel, using several different data-taking periods. Each fit is performed applying the efficiency function evaluated using simulated \(B^{\pm} \rightarrow J/\psi K^{\pm}\) samples with the same procedure used for the \(B^{0} \rightarrow J/\psi \phi\) analysis. We consider eight different data-taking periods, each with the number of \(B^{\pm}\) candidates comparable with the number of signal candidates in the \(B^{0}\) sample used in the analysis. We also consider the 2017 and 2018 data-taking periods as two additional large control data sets. The results are in good agreement with the world-average \(B^{\pm}\) meson lifetime \[^{[3]}\], with differences no larger than 1.5 standard deviations, showing no bias or instabilities during the data taking. Having verified that the efficiency parameterization does not introduce any noticeable bias, we evaluate the related systematic uncertainty by varying the parameters of the proper decay length efficiency function within their statistical uncertainties. The RMS of the distribution of each extracted physics parameter of interest with respect to the nominal fit value is taken as the corresponding systematic uncertainty. We assign a systematic uncertainty to the efficiency model by repeating the fit using the efficiency histogram instead of a smooth efficiency function, and taking the difference from the nominal result as the uncertainty.

**Proper decay length resolution:** A systematic uncertainty is assigned to the proper decay length resolution by varying the \(\kappa\) correction factor by \(\pm 10\%\), as estimated from a data-to-simulation comparison, repeating the fit, and taking the largest difference from the nominal result as the uncertainty. We also evaluate a systematic uncertainty related to the assumption that \(\kappa\) is independent of the proper decay length, by parametrizing \(\kappa\) as a function of \(ct\) using simulated samples. A systematic uncertainty is assigned with the same methodology used to evaluate the “model assumption” systematic uncertainties, using the \(\kappa(ct)\) parametrization as an alternative hypothesis.

**Data/simulation difference:** The efficiency parametrization is found to be very sensitive to the muon and kaon \(p_T\), and \(B^{0}\) meson rapidity distributions, hence a systematic uncertainty is assigned to cover the differences in each of these variables, between data and simulation. The effect is evaluated by reweighting the simulated distributions in each variable to agree with the data. The same weights are applied to the simulated samples used to estimate the efficiencies,
which are then recomputed. The fit is repeated in each case and the sum in quadrature of the differences from the nominal result is taken as the systematic uncertainty.

**Flavor tagging:** The uncertainties associated with the flavor tagging are propagated by varying the parameters of the mistag probability calibration curves within their statistical uncertainties. For each variation, new calibration curves are produced and the data are refitted. The RMS of each fitted parameter distribution is then taken as the corresponding systematic uncertainty. We also evaluate the effect of the assumption that the signal and calibration channels have the same mistag calibration. The difference between the $B_0^s$ and $B^\pm$ calibrations is evaluated using simulated samples and is taken as the systematic uncertainty. The effect of the calibration function shape is evaluated by repeating the fit using a third-order polynomial and taking the difference with respect to the nominal result as the systematic uncertainty. The combined contribution of the three sources to the total systematic uncertainty is negligible.

**Different \(\omega_{evt}\) distribution in signal and background:** A systematic uncertainty is assigned to the possible differences in the mistag probabilities between signal and background. The separate signal and background \(\omega_{evt}\) distributions in data are first measured by using the $B_0^s$ candidate invariant mass signal and sidebands regions. These distributions are separately modeled using the Kernel Density Estimation method [46, 47] and added to the fitting model. One thousand pseudo-experiments are generated and pull distributions with respect to the input values are used to evaluate the systematic uncertainty, as described in the “model bias” paragraph.

**Peaking background:** The systematic uncertainty related to the fixed yield of the peaking background component is evaluated by repeating the fit using a different yield obtained from a $B^0 \to J/\psi K^*(892)^0$ control sample in data. The difference with respect to the nominal result is taken as the systematic uncertainty. A systematic uncertainty is also assigned to the proper decay length modeling of the peaking background by forcing the lifetime to match the world-average value [31], repeating the fit, and taking the difference from the nominal result as the systematic uncertainty.

**S-P wave interference:** The fit model does not take into account the difference in the invariant mass dependence between the $P$-wave from the $B_0^s \to J/\psi \phi$ decay and the $S$-wave, which modifies their interference by a factor $k_{SP}$. The corresponding systematic uncertainty is estimated using pseudo-experiments. The $k_{SP}$ factor is computed by integrating the $P$- and $S$-wave interference term in the $\phi$ candidate mass range, assuming that the $P$-wave amplitude is described by a relativistic Breit–Wigner distribution and the $S$-wave amplitude by a constant, and found to be $k_{SP} = 0.54$. Different $S$-wave lineshapes are found to lead to very similar values of $k_{SP}$, with a variation no larger than \(\approx 2\%\). One thousand pseudo-experiments are generated applying $k_{SP} = 0.54$ to the $i = 8, 9, 10$ terms in Table 1 related to the $S$- and $P$-wave interference. Pull distributions with respect to the input values are used to evaluate the systematic uncertainty, as described in the “model bias” paragraph. The parameters $|A_S|^2$ and $\Delta m_s$ are the only ones whose total uncertainty is affected significantly by this approximation.

**$P(\sigma_{ct})$ uncertainty:** In the fit to data the proper decay length uncertainty pdf is fixed to the one obtained from a pre-fit, as described in Section 5. A systematic uncertainty is assigned by sampling this distribution 1000 times, using the parameter uncertainties obtained from the pre-fit. Each time the fit to data is repeated and the standard deviation of the obtained physics parameter distributions is taken as the systematic uncertainty.

A summary of the systematic uncertainties is given in Table 4. After adding the systematic uncertainties in quadrature, we measure the following values of the $CP$-violating phase and
the width difference between the two $B^0$ mass eigenstates:
\[
\phi_s = -11 \pm 50 \text{ (stat) } \pm 10 \text{ (syst) mrad},
\]
\[
\Delta \Gamma_s = 0.114 \pm 0.014 \text{ (stat) } \pm 0.007 \text{ (syst) ps}^{-1}.
\]

The $|\lambda|$ parameter is measured to be $|\lambda| = 0.972 \pm 0.026 \text{ (stat)} \pm 0.008 \text{ (syst)}$, consistent with no direct $CP$ violation ($|\lambda| = 1$). The average of the heavy and light $B^0_s$ mass eigenstate decay widths is determined to be $\Gamma_s = 0.6531 \pm 0.0042 \text{ (stat)} \pm 0.0026 \text{ (syst)} \text{ ps}^{-1}$, consistent with the world-average value $\Gamma_s = 0.6624 \pm 0.0018 \text{ ps}^{-1}$ [31]. The mass difference between the heavy and light $B^0_s$ meson mass eigenstates is measured to be $\Delta m_s = 17.51^{+0.10}_{-0.09} \text{ (stat)} \pm 0.03 \text{ (syst)} \hbar \text{ ps}^{-1}$, consistent with the theoretical prediction $\Delta m_s = 18.77 \pm 0.86 \hbar \text{ ps}^{-1}$ [4], and in slight tension with the world-average value $\Delta m_s = 17.757 \pm 0.021 \hbar \text{ ps}^{-1}$ [31]. The uncertainties in all these measured parameters are dominated by the statistical component. This analysis represents the first measurement by CMS of the mass difference $\Delta m_s$ between the heavy and light $B^0_s$ mass eigenstates and of the direct $CP$ observable $|\lambda|$.

7 Combination with 8 TeV results

The results presented in this Letter are in agreement with the earlier CMS result at a center-of-mass energy of 8 TeV [14]. As explained in Section 1, both measurements are performed with a similar number of events, with the one at $\sqrt{s} = 13\text{ TeV}$ having a higher tagging efficiency. This leads to an improvement in the uncertainty in quantities that require tagging, such as $\phi_s$, while but the uncertainties in those that do not use tagging, such as $\Delta \Gamma_s$, depend on the raw number of events and are not improved relative to the 8 TeV result. The two sets of results are combined using the BLUE method [48, 49] as implemented in the ROOT package [50–52] using the following physics parameters: $\phi_s, \Delta \Gamma_s, \Gamma_s, |A_0|^2, |A_\perp|^2, |A_S|^2, \delta_\parallel, \delta_\perp, \text{ and } \delta_{S\perp}$. The statistical correlations between the parameters obtained in each measurement are taken into account as well as the correlations of the systematic uncertainties discussed in Section 6. Different sources of systematic uncertainties are assumed to be uncorrelated. The systematic uncertainty correlation between the parameters of the 8 TeV result is assumed to be zero. This assumption has been found to not impact the results in a noticeable way. Since the muon tagging, the efficiency evaluation, and part of the fit model are different in the two measurements, the respective systematic uncertainties are treated as uncorrelated between the two sets of results. The combined results for the $CP$-violating phase and lifetime difference between the two mass eigenstates are:
\[
\phi_s = -21 \pm 44 \text{ (stat) } \pm 10 \text{ (syst) mrad},
\]
\[
\Delta \Gamma_s = 0.1032 \pm 0.0095 \text{ (stat) } \pm 0.0048 \text{ (syst) ps}^{-1},
\]
with a correlation between the two parameters of $+0.02$. The full combination results and the correlations between the various extracted parameters are reported in Appendix A.

The two-dimensional $\phi_s$ vs. $\Delta \Gamma_s$ likelihood contours at 68% confidence level (CL) for the individual and combined results, as well as the SM prediction, are shown in Fig. 6. The contours for the individual results are obtained with likelihood scans, which are used to obtain the combined contour. The contours only account for the statistical uncertainty and the correlation between the two scanned variables, while the results from the combination obtained using the BLUE method take into account the statistical and systematic correlations of a wider range of variables. The results are in agreement with each other and with the SM predictions.
The CP-violating phase $\phi_s$ and the decay width difference $\Delta\Gamma_s$ between the light and heavy $B^0_s$ meson mass eigenstates are measured using a total of 48,500 $B^0_s \rightarrow J/\psi \phi(1020) \rightarrow \mu^+\mu^-K^+\bar{K}^-$ signal events, collected by the CMS experiment at the LHC in proton-proton collisions at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 96.4 fb$^{-1}$. Events are selected using a trigger that requires an additional muon, which can be exploited to infer the flavor of the $B^0_s$ meson at the time of production. A novel opposite-side muon tagger based on deep neural networks has been developed to maximize the sensitivity of the present analysis. A high tagging power of $\approx 10\%$ is achieved, aided by the requirement of an additional muon in the signal sample imposed at the trigger level.

The CP-violating phase is measured to be $\phi_s = -11 \pm 50$ (stat) $\pm 10$ (syst) mrad, consistent both with the SM prediction $\phi_s = -36.96^{+0.72}_{-0.84}$ mrad [1] and with the absence of CP violation in the mixing-decay interference. The decay width difference between the $B^0_s$ mass eigenstates is measured to be $\Delta\Gamma_s = 0.114 \pm 0.014$ (stat) $\pm 0.007$ (syst) ps$^{-1}$, consistent with the theoretical prediction $\Delta\Gamma_s = 0.091 \pm 0.013$ ps$^{-1}$ [4]. In addition, the CP-violating parameter $|\lambda|$ and the average lifetime of the heavy and light $B^0_s$ mass eigenstates, as well as their mass difference, have been measured. The uncertainties in all these measurements are dominated by the statistical components.

The results presented in this Letter are further combined with those obtained by CMS at $\sqrt{s} = 8$ TeV [14], yielding $\phi_s = -21 \pm 44$ (stat) $\pm 10$ (syst) mrad and $\Delta\Gamma_s = 0.1032 \pm 0.0095$ (stat) $\pm 0.0048$ (syst) ps$^{-1}$. These results are significantly more precise than those from the previous CMS measurement at 8 TeV, and can be used to further constrain possible new-physics effects in $B^0_s$ meson decay and mixing.
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A Supplemental material: correlation matrices and additional results

Table A.1: Statistical correlation matrix between the physics parameters as obtained from the ML fit to the 13 TeV data.

|       | $\phi_s$ | $\Delta\Gamma_s$ | $\Delta m_s$ | $|\lambda|$ | $\Gamma_s$ | $|A_0|^2$ | $|A_\perp|^2$ | $|A_S|^2$ | $\delta_{\parallel}$ | $\delta_{\perp}$ | $\delta_{S\perp}$ |
|-------|---------|-----------------|-------------|-------------|----------|--------|--------|--------|--------------|-----------|-----------|
| $\phi_s$ | +1.00   | -0.02           | -0.19       | +0.22       | 0.00     | -0.01  | +0.01  | -0.01  | -0.02       | -0.09     | +0.03     |
| $\Delta\Gamma_s$ | +1.00   | -0.02           | 0.00        | -0.48       | +0.63    | -0.71  | 0.00   | +0.01  | -0.01       | -0.04     |           |
| $\Delta m_s$ | +1.00   | -0.14           | +0.03       | -0.01       | +0.02    | +0.03  | +0.01  | +0.68  | -0.05       |           |           |
| $|\lambda|$ | 1.00    | -0.02           | 0.00        | -0.01       | -0.03    | -0.06  | 0.00   | +0.01  | -0.18       | +0.05     |           |
| $\Gamma_s$ | 1.00    | -0.31           | +0.42       | 0.15        | -0.02    | +0.02  | -0.05  |       |           |           |           |
| $|A_0|^2$ | +1.00   | -0.61           | +0.15       | -0.01       | -0.01    | -0.09  |       |       |           |           |           |
| $|A_\perp|^2$ | +1.00   | -0.11           | -0.06       | 0.00        | +0.06    |       |       |       |           |           |           |
| $|A_S|^2$ | +1.00   | -0.07           | +0.02       | -0.44       |       |       |       |       |           |           |           |
| $\delta_{\parallel}$ | 3.19    | ±0.12           | ±0.04       |           |       |       |       |       |           |           |           |
| $\delta_{\perp}$ | 2.78    | ±0.15           | ±0.06       |           |       |       |       |       |           |           |           |
| $\delta_{S\perp}$ | 0.238   | ±0.078          | ±0.046      |           |       |       |       |       |           |           |           |

Table A.2: Physics parameters values as obtained from the combination between the CMS 8 TeV and 13 TeV results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_s$ [mrad]</td>
<td>-21</td>
<td>±44</td>
<td>±10</td>
</tr>
<tr>
<td>$\Delta\Gamma_s$ [ps$^{-1}$]</td>
<td>0.1032</td>
<td>±0.0095</td>
<td>±0.0048</td>
</tr>
<tr>
<td>$\Gamma_s$ [ps$^{-1}$]</td>
<td>0.6590</td>
<td>±0.0032</td>
<td>±0.0023</td>
</tr>
<tr>
<td>$</td>
<td>A_0</td>
<td>^2$</td>
<td>0.5289</td>
</tr>
<tr>
<td>$</td>
<td>A_\perp</td>
<td>^2$</td>
<td>0.2393</td>
</tr>
<tr>
<td>$</td>
<td>A_S</td>
<td>^2$</td>
<td>0.016</td>
</tr>
<tr>
<td>$\delta_{\parallel}$ [rad]</td>
<td>3.19</td>
<td>±0.12</td>
<td>±0.04</td>
</tr>
<tr>
<td>$\delta_{\perp}$ [rad]</td>
<td>2.78</td>
<td>±0.15</td>
<td>±0.06</td>
</tr>
<tr>
<td>$\delta_{S\perp}$ [rad]</td>
<td>0.238</td>
<td>±0.078</td>
<td>±0.046</td>
</tr>
</tbody>
</table>

Table A.3: Correlations between the physics parameters as obtained from the combination between the CMS 8 TeV and 13 TeV results. Correlations are both statistical and systematic.

|       | $\phi_s$ | $\Delta\Gamma_s$ | $\Gamma_s$ | $|A_0|^2$ | $|A_\perp|^2$ | $|A_S|^2$ | $\delta_{\parallel}$ | $\delta_{\perp}$ | $\delta_{S\perp}$ |
|-------|---------|-----------------|----------|--------|--------|--------|--------------|-----------|-----------|
| $\phi_s$ | +1.00   | -0.02           | -0.03    | +0.01  | -0.01  | +0.01  | -0.01       | -0.08     | +0.03     |
| $\Delta\Gamma_s$ | +1.00   | -0.45           | +0.43    | -0.57  | +0.01  | +0.01  | 0.00        | -0.01     | -0.01     |
| $\Gamma_s$ | +1.00   | -0.17           | +0.30    | +0.06  | -0.03  | 0.00   | -0.03       | 0.00      | -0.08     |
| $|A_0|^2$ | +1.00   | -0.56           | +0.25    | -0.03  | +0.01  | -0.18  |             |           |           |
| $|A_\perp|^2$ | +1.00   | -0.08           | -0.03    | +0.01  | +0.14  |       |             |           |           |
| $|A_S|^2$ | +1.00   | -0.02           | +0.02    | -0.20  |       |       |             |           |           |
| $\delta_{\parallel}$ | +1.00   | +0.26           | 0.00     |       |       |       |             |           |           |
| $\delta_{\perp}$ | +1.00   | -0.05           |           |       |       |       |             |           |           |
| $\delta_{S\perp}$ | +1.00   |                |           |       |       |       |             |           |           |
B  The CMS Collaboration
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