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Abstract

We report an analysis of the planetary microlensing event OGLE-2018-BLG-1185, which was observed by a large
number of ground-based telescopes and by theSpitzerSpace Telescope. The ground-based light curve indicates a low
planet–host star mass ratio ofq= (6.9± 0.2) × 10� 5, which is near the peak of the wide-orbit exoplanet mass-ratio
distribution. We estimate the host star and planet masses witha Bayesian analysis using the measured angular Einstein
radius under the assumption that stars of all masses have an equal probability of hosting the planet. The� ux variation
observed by Spitzer is marginal, but still places a constraint on the microlens parallax. Imposing a conservative
constraint that this� ux variation should be� fSpz< 4 instrumental � ux units yields a host mass of

�� ��
��M M0.37host 0.21

0.35
�: and a planet mass of �� ��

��
�€m M8.4p 4.7

7.9 . A Bayesian analysis including the full parallax
constraint from Spitzer suggests smaller host star and planet masses of�� ��

��M M0.091host 0.018
0.064

�: and �� ��
��

�€m M2.1p 0.4
1.5 ,

respectively. Future high-resolution imaging observations with theHubble Space Telescope or Extremely Large
Telescope could distinguish between these two scenarios andhelp reveal the planetary system properties in more detail.

Uni� ed Astronomy Thesaurus concepts:Gravitational microlensing(672); Gravitational microlensing exoplanet
detection(2147); Satellite microlensing parallax(2148)

Supporting material:data behind� gures

1. Introduction

The gravitational microlensing method has a unique sensitivity
to low-mass planets(Bennett & Rhie1996) beyond the snow line
of the host star(Gould & Loeb1992), where, according to core
accretion theory predictions, planet formation is most ef� cient
(Lissauer1993; Pollack et al.1996). The Microlensing Observa-
tions in Astrophysics(MOA) Collaboration(Bond et al.2001;
Sumi et al.2003) presented the most complete statistical analysis
of planets found by microlensing to date and the best
measurement of the planet distribution beyond the snow line in
Suzuki et al.(2016). They found that the mass-ratio distribution
from the 2007 to 2012 MOA-II microlensing survey combined

with earlier samples(Gould et al.2010; Cassan et al.2012) is well
� tted by a broken power-law model.

Their result shows the mass-ratio distribution peaks at��qbr

�q��
�� ��6.7 101.8

9.0 5( ) with power-law slopes of � � � � ��
��n 0.85 0.13

0.12 and
�� ��

��p 2.6 2.1
4.2 above and belowqbr, respectively.70 This result is

consistent with previous microlensing analyses, which suggest
that Neptune-mass-ratio planets are more common than larger
gas giants(Gould et al.2006; Sumi et al.2010), and further
indicates that Neptune-mass-ratio planets are, in fact, the most
common type of planet(large or small) in wide orbits.

Additionally, Suzuki et al.(2018) revealed a disagreement
between the measured mass-ratio distribution in Suzuki et al.
(2016) and the predictions of the runaway gas accretion
scenario(Ida & Lin 2004), which is part of the standard core

64 MOA Collaboration.
65 The Spitzer Team.
66 The KMTNet collaboration.
67 OGLE Collaboration.
68 MiNDSTEp Collaboration.
69 The ROME/ REA Project Team.

70 These values are the median and 68% con� dence level by Markov Chain
Monte Carlo analysis with a 30-planet sample, which is given in Table 5 of
Suzuki et al.(2016). So the 1� range of the mass-ratio distribution peaks is
roughlyqbr � (0.5–2) × 10� 4. At the same time, they also show that the best-
� tting parameters areqbr = 1.65× 10� 4 with power-law slopes ofn = � 0.92
andp = 0.47 in Table 4 of Suzuki et al.(2016).
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accretion theory. Population synthesis models based on core
accretion, including runaway gas accretion, predict too few
planets in the mass range of approximately 20–80M� compared
to those inferred from microlensing observations. Similar
tension is indicated by Atacama Large Millimeter/ submilli-
meter Array(ALMA ) observations. Nayakshin et al.(2019)
compared the wide-orbit(9–99 au) planet candidates with
masses of 0.01MJup to a few MJup suggested by ALMA
protoplanetary disk observations to a population synthesis
prediction from the runaway gas accretion scenario. They
found that the scenario predicts fewer sub-Jovian planets than
the ALMA observations inferred. Three-dimensional hydro-
dynamical simulations of protoplanetary disks do not support
the runaway gas accretion scenario either(Lambrechts et al.
2019).

The peak position of the mass-ratio function and its slope at
low-mass ratios are uncertain due to the lack of planets with
mass ratios ofq < 5.8× 10� 5 in the Suzuki et al.(2016)
sample. Udalski et al.(2018) and Jung et al.(2019b) used
samples of published planets to re� ne estimates of the peak and
the low-mass-ratio slope of the mass-ratio function. Udalski
et al. (2018) con� rmed the turnover shown in Suzuki et al.
(2016) and obtained the slope index in the low-mass regime,
p � 0.73, using seven published planets withq < 1 × 10� 4.
Jung et al.(2019b) foundqbr ; 0.55× 10� 4 using 15 published
planets with low-mass ratios(q < 3 × 10� 4). The Jung et al.
(2019b) study was subject to“publication bias.” That is, the
planets were not part of a well-de� ned statistical sample.
Instead, these planets were selected for publication for reasons
that are not well characterized. Nevertheless, the authors make
the case that this publication bias should not be large enough to
invalidate their results. By contrast, the Udalski et al.(2018)
study only made the implicit assumption that all planets with
q < 1 × 10� 4 (and greater than that of the actual published
planet) would have been published. If this is true(which is very
likely), the study is not subject to publication bias.

A more de� nitive improvement of the Suzuki et al.(2016)
mass-ratio function can be obtained with an extension of the
MOA-II statistical sample to include additional microlensing
seasons(D. Suzuki et al. 2021, in preparation). The low-mass-
ratio planet analyzed in this paper, OGLE-2018-BLG-1185Lb,
will be part of that extended sample, and it will contribute to an
improved characterization of the low end of the wide-orbit
exoplanet mass-ratio function.

The statistical analysis of the wide-orbit planet population
can also be improved by including information on the lens
physical parameters, such as the lens mass,ML, and the
distance to the lens star,DL. While the lens planet–host mass
ratios, q, are usually well constrained from the light-curve
modeling, we need at least two mass–distance relations in order
to deriveML andDL directly. There are three observables that
can yield mass–distance relations:� nite source effects,
microlens parallax effects, and direct detection of the lens� ux.

In recent years, lens� ux detection by high-resolution
imaging follow-up observations(such as by the Hubble Space
Telescope(HST) or Keck) has been done for several microlens
planetary systems after the lens and the source are separated
enough to be detected(Bennett et al.2006, 2007, 2015, 2020;
Batista et al.2014, 2015; Bhattacharya et al.2017, 2018;
Koshimoto et al.2017; Vandorou et al.2020). However, the
required separation for resolving the lens and source depends
on their relative brightnesses, and even if they are comparable

in brightness, it typically takes a few years for them to separate
suf� ciently.

If both the Einstein radius� E from the� nite source effect and
the microlens parallax� E from the parallax effect are measured,
we can derive two mass–distance relations as follows:

�R
�Q

��
��

��
��

M
c
G

D D
D D

c
G

D D
D D4 4

au
, 1L

2

E
2 S L

S L

2

E
2

S L

S L
( )

whereDS is the distance to the source(Gould 1992, 2000).
Finite source effects are detected in most planetary-lens events
through the observation of a caustic crossing or a close
approach to a caustic cusp, thus enabling the measurement of
� E.

The most common method for measuring the microlens
parallax has been via the effects of the motion of the observer,
which is called the orbital parallax effect. In order to detect the
orbital parallax, the ratio oftE (typically tE is � 30 days) to
Earth’s orbital period(365 days) should be signi� cant. Thus,
we only measure the orbital parallax effect for microlensing
events with long durations and/ or relatively nearby lens
systems, yielding mass measurements in less than half of the
published microlensing planetary systems.

The most effective method for routinely obtaining a
microlens parallax measurement is via the satellite parallax
effect (Refsdal 1966), which is caused by the separation
between two observers. Because the typical Einstein radius
projected onto the observer plane,rE� , is about 10 au, the
satellite parallax effect can be measured for a wide range of
microlenses provided the separation between Earth and the
satellite is about 1 au(as was the case for Spitzer).

For the purpose of measuring the Galactic distribution of
planets and making mass measurements through the satellite
parallax effect, the Spitzer microlensing campaign was carried out
from 2014 to 2019 (Gould & Yee 2013; Gould et al.
2014, 2015a, 2015b, 2016, 2018). During the six-year program,
close to 1000 microlensing events were simultaneously observed
from the ground and by Spitzer, and there are 11 published71

planets with satellite parallax measurements from Spitzer:
OGLE-2014-BLG-0124Lb(Udalski et al.2015), OGLE-2015-
BLG-0966Lb (Street et al.2016), OGLE-2016-BLG-1067Lb
(Calchi Novati et al. 2019), OGLE-2016-BLG-1195Lb
(Shvartzvald et al.2017), OGLE-2016-BLG-1190Lb(Ryu
et al. 2018), OGLE-2017-BLG-1140Lb(Calchi Novati et al.
2018), TCP J05074264+ 2447555(Nucita et al.2018; Fukui
et al.2019; Zang et al.2020), OGLE-2018-BLG-0596Lb(Jung
et al. 2019), KMT-2018-BLG-0029Lb(Gould et al.2020),
OGLE-2017-BLG-0406Lb(Hirao et al. 2020), and OGLE-
2018-BLG-0799Lb(Zang et al.2020). Comparison of planet
frequency in the disk to that in the bulge could probe the effects
of the different environments on the planet formation process.

Obvious correlated noise in Spitzer photometry was� rst
noted by Poleski et al.(2016) and Zhu et al.(2017), but those
works did not expect the systematic errors would have a
signi� cant effect on the parallax measurements. Indeed, two
comparisons of small, heterogeneous samples of published
Spitzer microlensing events have con� rmed this expectation
(Shan et al.2019; Zang et al.2020). However, a larger study
(Koshimoto & Bennett2020) of the 50-event statistical sample
of Zhu et al.(2017) indicated a con� ict between the Spitzer

71 In addition Yee et al.(2021) have submitted a paper on OGLE-2019-
BLG-0960.
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microlensing parallax measurements and Galactic models. It
suggested that this con� ict was probably caused by systematic
errors in Spitzer photometry. Based, in part, on the Koshimoto
& Bennett(2020) analysis, the Spitzer microlensing team has
made a greater effort to understand these systematic errors,
including obtaining baseline data in 2019 for many of the
earlier planetary events. These additional baseline data proved
very useful in the characterization of systematics in Spitzer
photometry for three previously published events(Gould et al.
2020; Hirao et al.2020; Zang et al.2020). Those analyses show
that systematics in Spitzer photometry can be present at the
level of 1–2 instrumental� ux units, so observed signals in
Spitzer photometry on those scales should be interpreted with
caution.

In this paper, we present an analysis of the planetary
microlensing event OGLE-2018-BLG-1185, which was simul-
taneously observed by many ground-based telescopes and the
Spitzer Space Telescope. From ground-based light-curve
analysis, the planet–host star mass ratio turns out to be very
low, q � 6.9× 10� 5, which is thought to be near the peak of
the wide-orbit exoplanet mass-ratio distribution in Suzuki et al.
(2016), Udalski et al.(2018), and Jung et al.(2019b). Section2
explains the observations and the data reductions. Our ground-
based light-curve modeling method and results are shown in
Section3. In Section4, we derive the angular Einstein radius
from the source magnitude and color and the� nite source effect
in order to constrain the physical parameters of the planetary
system. In Section5, we estimate the physical properties such
as the host star and planet masses based on the ground-based
light curve alone by performing a Bayesian analysis using the
measured angular Einstein radius under the assumption that
stars of all masses have an equal probability of hosting the
planet. We present our parallax analysis including the Spitzer
data in Section6. Finally, we discuss the analysis and
summarize our conclusions in Section7.

2. Observations and Data Reductions

2.1. Ground-based Survey Observations

The microlensing event OGLE-2018-BLG-1185 was� rst
discovered on 2018 July 7( �aHJD = HJD� 2,450,000� 8306),
at J2000 equatorial coordinates(R.A., decl.) = (17h59m10 26,
� 27°50�06 3) corresponding to Galactic coordinates(l, b) =
(2°.465, � 2°.004), by the Optical Gravitational Lensing Experi-
ment (OGLE) Collaboration (Udalski 2003). The OGLE
Collaboration conducts a microlensing survey using the 1.3 m
Warsaw Telescope with a 1.4 deg2 � eld-of-view (FOV) CCD
camera at Las Campanas Observatory in Chile and distributes
alerts of the discovery of microlensing events by the OGLE-IV
Early Warning System(Udalski et al.1994; Udalski2003). The
event is located in the OGLE-IV� eld BLG504, which is observed
with a cadence of one observation per hour.

The event was also discovered independently on 2018 July 9
by the MOA Collaboration and identi� ed as MOA-2018-BLG-
228 by the MOA alert system(Bond et al.2001). The MOA
Collaboration conducts a microlensing exoplanet survey toward
the Galactic bulge using the 1.8 m MOA-II telescope with a 2.2
deg2 wide FOV CCD camera, MOA-cam3(Sako et al.2008), at
the University of Canterbury’s Mount John Observatory in New
Zealand. The MOA survey uses a custom wideband� lter referred
to asRMOA, corresponding to the sum of the CousinsR and I
bands, and also uses a JohnsonV-band� lter. The event is located

in the MOA � eld gb10, which is observed at a high cadence of
one observation every 15 minutes. The Korea Microlensing
Telescope Network(KMTNet) Collaboration(Kim et al. 2016)
conducts a microlensing survey using three 1.6 m telescopes each
with a 4.0 deg2 FOV CCD camera. The telescopes are located at
the Cerro Tololo Inter-American Observatory(CTIO) in Chile
(KMTC), the South African Astronomical Observatory(SAAO)
in South Africa(KMTS), and Siding Spring Observatory(SSO) in
Australia(KMTA). This event is located in an overlapping region
between two� elds (KMTNet BLG03 and BLG43) and was
identi� ed by the KMTNet EventFinder(Kim et al. 2018) as
KMT-2018-BLG-1024.

2.2. Spitzer Observations

In order to construct statistical samples from the Spitzer
microlensing campaign, Yee et al.(2015) established detailed
protocols for the selection and observational cadence of Spitzer
microlensing targets. On 2018 July 8( � a � _HJD 8308.25),
OGLE-2018-BLG-1185 was selected as a“subjective, immedi-
ate” (SI) target to be observed with the“objective” cadence by
the Spitzer microlensing team. The selection as SI meant that
this event was observed even though it never met the objective
criteria established in Yee et al.(2015). The Spitzer Space
Telescope began to observe this event on 2018 July 14
( � a � _HJD 8313.83), which was 3 days after the peak observed
from the ground-based telescopes. The objective cadence
resulted in approximately one observation per day for the
remainder of the observing window(27 days total). These
observations were taken with the Infrared Array Camera in the
3.6� m (L) band.

2.3. Ground-based Follow-up Observations

After the event was selected for Spitzer observations, some
ground-based follow-up observations were conducted. The
Microlensing Network for the Detection of Small Terrestrial
Exoplanets(MiNDSTEp) used the 1.54 m Danish Telescope at
La Silla Observatory in Chile and the 0.6 m telescope at
Salerno University Observatory in Italy. The Microlensing
Follow-up Network (� FUN) used the 1.3 m SMARTS
telescope at CTIO in Chile. Las Cumbres Observatory(LCO;
Brown et al.2013) used the 1.0 m telescopes at CTIO in Chile,
at SSO in Australia, and at SAAO in South Africa, as part of an
LCO–Spitzer program. The ROME/ REA team(Tsapras et al.
2019) also used the 1.0 m LCO robotic telescopes at CTIO in
Chile, at SSO in Australia, and at SAAO in South Africa. A
summary of observations from each telescope is given in
Table1.

2.4. Data Reduction

The OGLE, MOA, and KMTNet data were reduced using
the OGLE difference image analysis(DIA) photometry pipe-
line (Udalski2003), the MOA DIA photometry pipeline(Bond
et al. 2001), and the KMTNet pySIS photometry pipeline
(Albrow et al.2009), respectively. The MiNDSTEp data were
reduced using DanDIA(Bramich2008; Bramich et al.2013).
The� FUN data were reduced using DoPHOT(Schechter et al.
1993), and the LCO data from the LCO–Spitzer program were
reduced using a modi� ed ISIS package(Alard & Lupton1998;
Alard 2000; Zang et al.2018). The LCO data obtained by the
ROME/ REA team were reduced using a customized version
of the DanDIA photometry pipeline. The Spitzer data were

4

The Astronomical Journal, 162:77(18pp), 2021 August Kondo et al.



reduced using the photometry algorithm described in Calchi
Novati et al.(2015).

It is known that the photometric error bars calculated by data
pipelines can be underestimated(or more rarely overestimated).
Various factors, such as observational conditions, can cause
systematic errors. In order to get proper errors of the parameters
in the light-curve modeling, we empirically normalize the error
bars by using the standard method of Bennett et al.(2008). We
use the formula

� T � T� a � � � �k e , 2i i
2

min
2 ( )

where �T�ai is the ith renormalized error,� i is the ith error
obtained from DIA, andk and emin are the renormalizing
parameters. We set the value ofemin to account for systematic
errors that dominate at high magni� cation, and we adjust the
value ofk to achieve� 2/ dof= 1. The data from Salerno, LCO
SAAO by the LCO–Spitzer program, and LCO SSO and
SAAO by the ROME/ REA project are too few to give any
signi� cant constraint or show systematics and disagreement
with other data sets. Therefore, we do not use them for the
modeling. We list the calculated error bar renormalization
parameters in Table1.

3. Ground-based Light-curve Analysis

3.1. Binary-lens model

The magni� cation of the binary-lens model depends on
seven parameters: the time of lens–source closest approach,t0;
the Einstein radius crossing timetE; the impact parameter in
units of the Einstein radius,u0; the planet–host mass ratioq; the

planet–host separation in units of the Einstein radius,s; the
angle between the trajectory of the source and the planet–host
axis, � ; and the ratio of the angular source size to the angular
Einstein radius,� . The model� ux f (t) of the magni� ed source
at timet is given by

� � � �f t A t f f , 3S b( ) ( ) ( )

whereA(t) is the magni� cation of the source star, andfS andfb
are the unmagni� ed� ux from the source and the� ux from any
unresolved blend stars, respectively.

We also adopt a linear limb-darkening model for the source
star,

� + � +� � � � � �� M � M � MS S u0 1 1 cos , 4( ) ( )[ ( ( ))] ( )

whereS	 (
 ) is the limb-darkened surface brightness. The effective
temperature of the source star estimated from the extinction-free
source color presented in Section4 is Teff � 5662 K (González
Hernández & Bonifacio2009). Assuming a surface gravity

��glog 4.5and a metallicity of ��log M H 0[ ] , we select limb-
darkening coef� cients ofuI = 0.5494,uV = 0.7105,uR= 0.6343,
uZ = 0.6314,ug = 0.7573,ur = 0.6283, andui = 0.5389 from the
ATLAS model (Claret & Bloemen 2011). For the RMOA

passband, we use the coef� cient foruRed= 0.5919, which is the
mean ofuI anduR.

We � rst conducted light-curve� tting with only ground-
based data. We employed a Markov Chain Monte Carlo
algorithm (Verde et al. 2003) combined with the image-
centered ray-shooting method(Bennett & Rhie1996; Bennett
2010). We conducted grid search analysis following the same
procedure in Kondo et al.(2019). First, we performed a broad
grid search over the(q, s, � ) space with the other parameters

Table 1
The Number of Data Points in the Light Curves and the Normalization Parameters

Name Site Collaboration Aperture(m) Filter k emin Nuse/ Nobs

OGLE Chile OGLE 1.3 I 1.660 0.003 3045/ 3045
OGLE Chile OGLE 1.3 V 1.301 0.003 68/ 68
MOA New Zealand MOA 1.8 RMOA 1.650 0.003 7277/ 7509
MOA New Zealand MOA 1.8 V 1.321 0.003 240/ 240
KMT SSO f03 Australia KMTNet 1.6 I 1.900 0.003 2087/ 2706
KMT SSO f43 Australia KMTNet 1.6 I 1.824 0.003 2080/ 2658
KMT CTIO f03 Chile KMTNet 1.6 I 1.579 0.003 2304/ 2486
KMT CTIO f43 Chile KMTNet 1.6 I 1.443 0.003 2195/ 2363
KMT SAAO f03 South Africa KMTNet 1.6 I 2.444 0.003 1813/ 2096
KMT SAAO f43 South Africa KMTNet 1.6 I 1.900 0.003 1846/ 2078
Danish Chile MiNDSTEp 1.54 Z 1.015 0.003 139/ 154
Salerno Italy MiNDSTEp 0.6 I ... ... 0/ 5
LCO SSO Australia LCO–Spitzer 1.0 �ai 2.528 0.003 31/ 44
LCO CTIO Chile LCO–Spitzer 1.0 �ai 1.129 0.003 17/ 17
LCO SAAO South Africa LCO–Spitzer 1.0 �ai ... ... 0/ 19
CTIO 1.3 m Chile � FUN 1.3 I 0.852 0.003 18/ 18
CTIO 1.3 m Chile � FUN 1.3 V 0.566 0.003 3/ 3
LCO SSO Australia ROME/ REA 1.0 g ... ... 0/ 25
LCO SSO Australia ROME/ REA 1.0 �ai ... ... 0/ 74
LCO SSO Australia ROME/ REA 1.0 r ... ... 0/ 29
LCO CTIO Chile ROME/ REA 1.0 g 1.110 0.003 33/ 33
LCO CTIO Chile ROME/ REA 1.0 �ai 1.589 0.003 61/ 61
LCO CTIO Chile ROME/ REA 1.0 r 1.337 0.003 31/ 31
LCO SAAO South Africa ROME/ REA 1.0 g ... ... 0/ 17
LCO SAAO South Africa ROME/ REA 1.0 �ai ... ... 0/ 19
LCO SAAO South Africa ROME/ REA 1.0 r ... ... 0/ 45
Spitzer Earth-trailing orbit Spitzer 0.85 L 2.110 L 26/ 26

5

The Astronomical Journal, 162:77(18pp), 2021 August Kondo et al.



free. The search ranges ofq, s, and � are �� � � � �q6 log 0,
�� � � � �s0.5 log 0.6, and 0< � < 2� , with 11, 22, and 40 grid
points, respectively. Next, we re� ned all parameters for the best
100 models with the smallest� 2 to search for the global best-� t
model.

The parameters of the best-� t models are summarized in
Table2. The light curve and the caustic geometry are shown in
Figures1 and2. As a result of the grid search, we found that
the best-� t binary-lens model is favored over the single-lens
model by� � 2 � 2330. The bottom panels in Figure1 show the
clear deviations of the light curve with respect to the single-lens
model from � a � _HJD 8310.9to � 8311.8, which are well� tted
by the approach to the central caustic for the best binary-lens
model. Although the additional magni� cation from the cusp
approach to the planetary caustic is small, the asymmetric
feature on the right side of the light curve due to the approach
to the central caustic shows clear residuals from the single-lens
model, which suggest the existence of a companion. The best
binary-lens model suggests that the lens system has a very-low-
mass ratio,q � 6.9× 10� 5, with a normalized separation
s� 0.96. It is well known that there is a close/ wide degeneracy
in high-magnitude binary-lens events(Griest & Sa� zadeh1998;
Dominik 1999; Chung et al.2005), which is due to the similar
shape and size of the central caustic betweens ands� 1. From
the grid search, we found the best wide binary-lens model
(s> 1) hasq � 9.2× 10� 5 ands� 1.14. The separation of this
wide model is slightly different from the reciprocal of the
separation of the close model(s< 1), yielding a different shape
and size for the central caustic from those of the best close
model. We ruled out the wide model because the best close
binary-lens model is favored over the wide model by
� � 2 � 268. The� � 2 is large because the source trajectory is
parallel to the lens axis and approaches not only the central
caustic but also the planetary caustics.

3.2. Binary-source model

We checked the possibility that the observed light curve can
be explained by the binary-source model because it is known
that there is a possible degeneracy between the single-lens
binary-source(1L2S) model and the binary-lens single-source
(2L1S) model(Griest & Hu1993; Gaudi1998). For the 1L2S

model, the total effective magni� cation of the source starsA is
expressed as follows:

��
��

��
��

��

��
A

A f A f

f f

A q A

q1
, 5f

f

1 1 2 2

1 2

1 2
( )

whereA1 andA2 are the magni� cation of the two sources with
model � ux f1 and f2, respectively, andqf is the � ux ratio
between the two sources(= f2/ f1). In order to explain the
magni� cation of the second source, we introduce additional
parameters: the time of lens–source closest approacht0,2, the
impact parameter in units of the Einstein radiusu0,2, and the
ratio of the angular source size to the angular Einstein radius,
� 2. We found the best-� t 1L2S model is disfavored relative to
the best-� t 2L1S model by� � 2 � 380, and we excluded the
1L2S model. The parameters of the best-� t 1L2S model are
summarized in Table2. The light curve of the 1L2S model is
shown in Figure1.

3.3. Ground-based Parallax

The magni� cation of the binary-lens model with parallax
effects needs two additional parameters: the north and east
components of the parallax vector� E in equatorial coordinates,
� E,N and � E,E (Gould 2004). The orbital parallax effects are
caused by Earth’s orbital motion. In the case of OGLE-2018-
BLG-1185, the timescale,tE � 15.9 days, is small compared to
Earth’s orbital period, which makes it less likely for us to
measure the parallax effects. The best-� t parallax model
improves the� t slightly by� � 2 � 20, but there is disagreement
in � 2 improvement between the data sets. The parallax
information such as the direction and the value is easily
in� uenced by the systematics in each telescope data set.
Considering these facts, we concluded that we should disregard
the parallax information from the ground-based data.

4. Angular Einstein Radius

We can estimate the angular Einstein radius� E = � * / �
because� can be derived by the light-curve� tting and the
angular source radius� * can be derived by using an empirical

Table 2
The Best-� t Models for Ground-only Data

Parameters Unit 2L1S(Close) 2L1S (Wide) 1L2S

� 2/ dof ... 23,221.473/ 23,252 23,489.306/ 23,252 23,601.431/ 23,249
t0,1 HJD� 8310.7772± 0.0003 8310.7793± 0.0003 8310.7726± 0.0003
t0,2 HJD� L L 8311.5874± 0.0010
tE days 15.931± 0.133 16.312± 0.144 15.730± 0.189
u0,1 10� 3 6.877± 0.063 6.606± 0.067 7.777± 0.131
u0,2 10� 3 L L 8.773± 1.515
q 10� 5 6.869± 0.229 9.164± 0.552 L
s ... 0.963± 0.001 1.144± 0.003 L
� rad 0.114± 0.001 3.261± 0.002 L
� 1 10� 3 3.468± 0.083 < 1.026a 7.234± 0.241
� 2 10� 3 L L 1.613± 0.956
qf,I 10� 2 L L 1.699± 0.192
fS (OGLE)b ... 107.777± 0.437 106.493± 0.448 108.583± 0.550
fb (OGLE)b ... 396.165± 0.594 397.397± 0.440 393.516± 0.587

Notes.
a The value is the 3� upper limit.
b All � uxes are on a 25th-magnitude scale, e.g.,� � � �I f25 2.5 logS S( ).
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