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ABSTRACT

We measure the cross-correlation between galaxy weak lensing data from the Kilo Degree Survey (KiDS-1000, DR4) and cosmic microwave background (CMB) lensing data from the Atacama Cosmology Telescope (ACT, DR4) and the Planck Legacy survey. We use two samples of source galaxies, selected with photometric redshifts, \((0.1 < z_s < 1.2)\) and \((1.2 < z_s < 2)\), which produce a combined detection significance of the CMB lensing/weak galaxy lensing cross-spectrum of 7.7\(\sigma\). With the lower redshift galaxy sample, for which the cross-correlation is detected at a significance of 5.3\(\sigma\), we present joint cosmological constraints on the matter density parameter, \(\Omega_m\), and the matter fluctuation amplitude parameter, \(\sigma_8\), marginalising over three nuisance parameters that model our uncertainty in the redshift and shear calibration, and the intrinsic alignment of galaxies. We find our measurement to be consistent with the best-fitting flat \(\Lambda\)CDM cosmological models from both Planck and KiDS-1000. We demonstrate the capacity of CMB-weak lensing cross-correlations to set constraints on either the redshift or shear calibration, by analysing a previously unused high-redshift KiDS galaxy sample \((1.2 < z_s < 2)\), with the cross-correlation detected at a significance of 7\(\sigma\). This analysis provides an independent assessment for the accuracy of redshift measurements in a regime that is challenging to calibrate directly owing to known incompleteness in spectroscopic surveys.
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1. Introduction

Recent measurements from cosmic microwave background (CMB) experiments, galaxy redshift surveys, weak gravitational lensing, Type-Ia Supernovae, Cepheid Variable stars and time delays from strong lensing systems have put stringent constraints on the parameters that describe the standard model of cosmology (e.g., Henning et al. 2018; Friedman et al. 2019; Riess et al. 2019; Abbott et al. 2019; Hikage et al. 2019; Planck Collaboration et al. 2020a; Wong et al. 2020; Heymans et al. 2020; eBOSS Collaboration et al. 2020; Aiola et al. 2020; Choi et al. 2020).

While the flat \(\Lambda\)CDM model is favoured in most of these surveys when considered individually, some tensions are observed in their combination – notably tensions with the Hubble parameter, \(H_0\) (Riess et al. 2019; Wong et al. 2020) and \(\sigma_8\), the amplitude of matter fluctuations (Abbott et al. 2019; Hikage et al. 2019; Heymans et al. 2020). Whether these arise from newly discovered phenomena or residual systematic effects is currently one of the key scientific goals in the field of cosmology, and a number of techniques have been proposed to approach this problem.

In recent years there have been many studies combining different tracers of the density field. These not only improve cosmological model constraints, but also help test various astrophysical and instrumental systematic effects which can limit our analyses and potentially cause tensions between parameters. For example, cross-correlating CMB lensing with populations of galaxies (for example Smith et al. 2007; Hirata et al. 2008; Bleem et al. 2012; Allison et al. 2015; Bianchini et al. 2015; Giannantonio et al. 2016; Peacock & Bilicki 2018; Omori et al. 2019b; Krolevski et al. 2020; Darwish et al. 2020), quasars (Sherwin et al. 2012; Geach et al. 2013), galaxy groups (Madhavacheril et al. 2015) and clusters (Baxter et al. 2018; Madhavacheril et al. 2020) can be used to measure the bias of these foreground tracers as well as the growth factor. Cross-correlating CMB lensing with the Cosmic Infrared Background (CIB, Holder et al. 2013; Planck Collaboration et al. 2014; van Engelen et al. 2015; Lenz et al. 2019), or correlating galaxy or CMB lensing with the thermal Sunyaev-Zel’dovich effect (Van Waerbeke et al. 2014; Hill & Spergel 2014; Hojjati et al. 2017) informs us about the relationship between dark matter and baryons.

In this study we measure the cross-correlation between galaxy weak lensing and CMB lensing, which both probe an overlapping volume of the underlying matter density field, and
are therefore correlated. The galaxy weak lensing kernel peaks at around a redshift of 0.5 for current data sets, while the CMB lensing kernel is broad and peaks at a redshift of around 2 – thus by measuring the cross-spectrum between these two data sets we can directly study the mass distribution at an intermediate redshift of around 1, purely from gravitational lensing (Bartelmann & Schneider 2001; Lewis & Challinor 2006).

In parallel with constraining cosmology, this particular cross-correlation measurement can help calibrate residual biases present in galaxy weak lensing (Hu 2002; Vallinotto 2013). These include potential errors in the shear calibration correction, \( m \), (also described in the literature as the responsivity), that corrects for the impact of pixel-noise, object selection bias and galaxy blending (see discussion in Kannawadi et al. 2019, and references therein), and the source redshift calibration, that corrects for the imperfect match between photometric and spectroscopic redshifts. Any error in the shear and/or redshift calibration will be degenerate with the normalisation of the matter power spectrum. As the CMB lensing kernel is defined by the underlying cosmology, cross-correlation analyses can potentially unearth unknown systematic errors, providing an independent validation of the more standard calibration methodology using mock catalogues and image simulations.

The first measurement of this kind combined the CMB lensing data from the Atacama Cosmology Telescope (ACT) with galaxy weak lensing data from the Canada-France-Hawaii Telescope Stripe 82 Survey (CS82, Hand et al. 2015). There have been several subsequent measurements using the Canada-France Hawaii Telescope Lensing, Kilo Degree Survey (KiDS), Dark Energy Survey, or Hyper Suprime-Cam galaxy weak lensing surveys combined with the Planck, ACT, South Pole Telescope or POLARBEAR CMB lensing data (Liu & Hill 2015; Kirk et al. 2016; Harnois-Déraps et al. 2016, 2017; Miyatake et al. 2017; Omori et al. 2019a, Namikawa et al. 2019; Marques et al. 2020). Little improvement in the signal-to-noise ratio (SNR) has been observed between these measurements, mostly due to the small overlap area between the data sets or to the large residual noise in the CMB lensing maps; both considerations presently limit the achieved SNR. Ground-based CMB experiments that have lower noise and higher resolution than Planck have recently increased their overlap with galaxy weak lensing surveys (e.g., SPT2 and ACT1), so significant improvements are expected.

For the current generation of low SNR measurements, it is common to compress the cross-correlation measurement into an estimation of a single amplitude parameter \( A \), which is equal to unity if the data are consistent with a \( \Lambda \)CDM model at a chosen cosmology. For the majority of these previous measurements, the amplitude \( A \) was calibrated on the Planck best-fit cosmology and found to be lower than expected (Hand et al. 2015; Liu & Hill 2015; Kirk et al. 2016; Harnois-Déraps et al. 2016, 2017; Marques et al. 2020). There has been some discussion about whether this could be caused by the effect of intrinsic alignment of galaxies (Hall & Taylor 2014; Chisari et al. 2015; Larsen & Challinor 2016), which can imitate and conceal the true lensing signal (see Kirk et al. 2015, and references therein). The cross-correlation of the intrinsic alignments of galaxies with the CMB lensing convergence produces a negative power spectrum – analogous to the term describing the correlation between the intrinsic alignment and lensing signal in cosmic shear surveys – resulting in a reduction in the cross-correlation amplitude (Hirata & Seljak 2004).

Hall & Taylor (2014) found that for a sample with a redshift distribution similar to that of CS82, which has a median redshift of \( 0.6 \), intrinsic alignment leads to a 15-20% decrease in the amplitude of the cross-correlation signal. It should be noted, however, that this modification is dependent on the shape of the redshift distribution and the type of source galaxies sampled by the galaxy weak lensing survey. Furthermore, Chisari et al. (2015) showed this effect is dependent on the type of galaxy, with red galaxies leading to a shift of around 10% in the amplitude and blue galaxies showing no alignment. Hall & Taylor (2014) made more extreme assumptions about the galaxy population and so should be considered an upper limit. While both of these investigations displayed that deeper surveys would have less contamination, a better understanding of the high-redshift intrinsic alignment will be required to validate these conclusions.

Beyond the effects of intrinsic alignments, Harnois-Déraps et al. (2016) showed that baryonic feedback suppresses the cross-correlation power spectrum at large \( \ell \)-bins, and massive neutrinos are also known to affect the amplitude of the signal (for example see van Daalen et al. 2011; Semboloni et al. 2011; Springel et al. 2018, more broadly). To date, these two effects are sub-dominant given the SNR of the measurements, but their proper modelling will be required for the upcoming analyses of Stage-IV galaxy lensing (Harnois-Déraps et al. 2015; Chisari et al. 2019) and CMB experiments (Natarajan & Chung 2020).

In this analysis, we measure the CMB lensing/galaxy weak lensing power spectrum using the latest CMB lensing data from ACT and Planck, and the fourth data release of the KiDS weak lensing observations, covering an area of more than 1000 deg\(^2\) and achieving an unprecedented detection level of 7.7\( \sigma \). The data sets are detailed in Section 2. Our method for measuring and modelling the cross-correlation signal is described in Section 3 and we present our results in Section 4. We then perform an MCMC analysis to fit for \( m \) and \( \sigma_8 \) while marginalising over the known galaxy weak lensing systematic biases. We also calibrate a higher redshift galaxy sample in the KiDS data. We conclude with a summary of our analysis in Section 5.

2. Data

2.1. Galaxy Weak Lensing

KiDS is a recently completed optical wide-field imaging survey carried out with the OmegaCAM camera mounted on the VLT Survey Telescope. It primarily targets the weak gravitational lensing signal of galaxies with a mean redshift of around \( z = 0.7 \). The final data release of KiDS will consist of 1350 deg\(^2\) split across two patches of sky – one along the equator (KiDS North, or KiDS-N) that benefits from overlapping with the GAMA and SDSS spectroscopic surveys as well as a single pointing in the COSMOS15 field (Scoville et al. 2007), and the other in the south (KiDS South, or KiDS-S). KiDS observes the sky in four bands \( u, g, r, i, \) and the \( r \)-band data, having the best seeing conditions, is used for estimating the shapes of the galaxies. By design, the same area of the sky has also been observed by the VISTA Kilo-degree Infrared Galaxy survey (VIKING) using the VISTA telescope in the \( Z, Y, J, H \) and \( K_s \) bands (Edge et al. 2013), thus making KiDS a 9-band imaging survey (Wright et al. 2019).

The measurements presented in this paper are based on the fourth KiDS data release (Kuijken et al. 2019, hereafter KiDS-1000), which spans 1000 deg\(^2\) with accurately calibrated source redshift distributions out to a photometric redshift \( z_B < 1.2 \)

---

1. https://pole.uchicago.edu
2. https://act.princeton.edu
For our fiducial analysis we include all galaxies with a photometric redshift $0.1 < z_B < 1.2$. We also measure the cross-correlation with an additional high redshift sample, $1.2 < z_B < 2$, with which we investigate the accuracy of the shear and redshift calibration in this sample, previously unused in any KiDS analysis. The redshift distribution for this second sample is also derived using the DIR method. The redshift distributions for the two samples are shown with the solid/dashed lines in Fig. 1 (Hildebrandt et al. 2020b).

After masking, which removes a range of contaminants including bright stars or galaxies and bad CCD pixels, the net area of KiDS-1000 is 777 deg$^2$ (shown in Fig. 1 of Kuijken et al. 2019). The mean redshift is 0.72 for the main sample which has an effective source galaxy density of 7.66 gal/arcmin$^2$ (Hildebrandt et al. 2020b) for $(0.1 < z_B < 1.2)$. The high redshift sample, $(1.2 < z_B < 2)$, has a mean redshift of 1.24 and an effective source galaxy density of 0.91 gal/arcmin$^2$.

2.2. CMB Lensing

Here we briefly describe the two CMB lensing convergence maps, $\kappa_C$, which overlap with the KiDS-1000 cosmic shear data.

2.2.1. ACT

The ACT CMB lensing map used in this analysis (Darwish et al. 2020) is reconstructed from a sub-set of arcminute-resolution maps of the temperature and polarisation anisotropy, described in Thornton et al. (2016); Aiola et al. (2020); Choi et al. (2020). The data used for the lensing reconstruction includes observations taken during 2014 and 2015 in the 98 GHz and 150 GHz frequency bands, and consists of two patches of sky on the celestial equator of which we use the ‘BN’ region, which overlaps with the KiDS-N data over an area of $\approx 275$ deg$^2$. This is part of ACT’s fourth data release (DR4).

CMB lensing maps are reconstructed using an estimator quadratic in the inverse-variance filtered CMB maps bandlimited to some range in multipole space. Atmospheric noise and CMB map-maker convergence impose a lower limit on the angular scales that can be included from ACT CMB maps to around $\ell = 500$, but this can be extended to lower multipoles if CMB maps are co-added with Planck. An upper limit of $\ell = 3000$ is typically set so that contamination from foregrounds is small, but this can also be extended to smaller scales if mitigation techniques are used. Because low-$L$ lensing modes modulate high-$\ell$ CMB power, the lowest multipoles in the lensing field that can be reconstructed are typically lower than the lowest-$\ell$ (largest scales) used in the input CMB maps.

Potential sources of extragalactic foreground bias due to the thermal and kinetic Sunyaev-Zeldovich (tSZ and kSZ) effect (Sunyaev & Zeldovich 1970; 1980) and both radio and infrared point sources, have been studied extensively (van Engelen et al. 2014; Schaan & Ferraro 2019; Sailer et al. 2020). For low redshift galaxy samples tSZ is expected to be the largest systematic, but with higher redshift samples the contribution from CIB is comparable (Sailer et al. 2020). For the tSZ and CIB signals could bias spectra by around 10%, which is significantly smaller than the ACT error; furthermore, the tSZ contribution, which dominates at low-$z$, is removed by the use of tSZ deprojected lensing maps, as described below. Planck lensing is expected to have negligible foreground biases due to the lower resolution of Planck.
[Darwish et al. (2020)] presented CMB lensing convergence maps reconstructed from ACT data applying two methods — the first using only ACT data and the second using internal linear combinations (ILC) of Planck and ACT data to remove contamination from the tSZ effect ([Madhavacheril & Hill 2018; Madhavacheril et al. 2020]). We performed our analysis on both sets of maps to confirm that this did not impact our results. The results shown here use the tSZ-free maps, which use the range 100 < ℓ < 3350 from the CMB to reconstruct the lensing field. The lensing maps presented in [Darwish et al. (2020)] have been divided by the mean of the square of the mask, which we multiply back out since we do not have complete overlap on the ACT region with KiDS. Additionally, we use 511 simulations of the ACT survey, which accurately capture the instrumental and observation noise properties of the data, to estimate our covariance matrix (for more details on the estimation of the ACT convergence map and its associated simulations, see [Darwish et al. 2020]).

### Planck

Since ACT DR4 observations in 2014-15 only overlapped with the KiDS-N region, we additionally cross-correlate the KiDS-S data with the publicly available CMB lensing map from the Planck 2018 data release[3] (Planck Collaboration et al. 2020b). The Planck κc map has complete overlap with the KiDS data, however we only use it on the KiDS-S region, providing an area of ≈ 450 deg².

As described in [Planck Collaboration et al. 2020b], the lensing map is reconstructed from the final Planck temperature and polarisation data, where the lensing signal has been detected to 40σ in the auto-spectrum. The angular resolution of the data is lower than that of ACT; hence only scales in the range (100 < ℓ < 2048) were used in the reconstruction of the final κc map with reliable modes in the range (8 < L < 2048). The data release provides two versions of this map, an optimally-weighted and an isotropically-weighted map, of which we use the former in the current paper. We have performed our full analysis on both sets of maps to ensure this choice does not impact our results. Finally, we use the 300 public simulations for covariance estimation and null tests (Planck Collaboration et al. 2020b).

### 3. Methods

In this section we describe our methods used to measure the cross-correlation between the galaxy lensing data and the κc maps, estimate its associated uncertainty, and model the resulting signal.

#### 3.1. Power Spectrum Estimation

Starting from the KiDS-1000 shape catalogue, we construct a shear map covering the survey footprint, taking the weighted average of the galaxy ellipticities in each pixel. The KiDS-North and KiDS-South shear maps are designed to map directly onto the ACT and the Planck convergence maps respectively, which use different pixelisation and coordinate systems. ACT uses the Plate Carree pixelisation ([Calabretta & Greisen 2002]) as described in [Darwish et al. 2020]: it is a special case of equirectangular projection, in which all pixels are rectangular and have a varying area. For the KiDS-S data we first rotate the ellipticities into Galactic coordinates (the native Planck coordinate system) and create a HEALPix map of NSIDE = 2048 ([Górski et al. 2005]), matching the resolution of the Planck lensing maps. In both regions, weight maps are also created from the sum of the galaxy lensfit weights per pixel, which we use in our estimator.

We zero-pad all maps such that both maps in a given cross-correlation measurement cover the same area with the pixels set to zero in a given map where there is no data from that survey, even when that pixel may be non-zero in the map it is being cross-correlated with. This approach maximises the area used in our analysis, as the convergence in one pixel will be correlated with pixels outside of the map because the correlation length is greater than zero ([Harnois-Déraps et al. 2016]). We also avoid using apodisation, and apply the galaxy weight maps instead of the survey footprint, in order to maximise the SNR of the measurement, as in [Hikage et al. 2019] (See [Harnois-Déraps et al. 2016; Alonso et al. 2019] for further discussion on power spectra analysis choices). Instead of reconstructing a galaxy lensing convergence map, we work directly with the two shear components (γ₁, γ₂), equivalent to using Stokes Q and U components in a CMB polarisation analysis. We tested our pipeline, described above, on simulations with the real KiDS-1000 footprint, weights and noise in the simulated galaxy lensing shear maps and ACT noise and footprint in the simulated CMB lensing maps, ensuring that our analysis choices do not produce a biased spectrum.

From the three fields, {κc, γ₁, γ₂}, we estimate the correlation of the galaxy weak lensing E-mode with the CMB lensing convergence {κcγ₁} using the NaMaster[4] estimator, employing the curved-sky computational settings. This method also produces an estimate of the correlation with the galaxy weak lensing B-mode as a by-product (κcγ₂), which is expected to be null.

We measure the cross-correlation power spectrum, C_{E}^{κcγ_e} in 5 logarithmically spaced bins between ℓ = 60 and ℓ = 2500. The lower limit comes from the survey sizes while the upper limit removes modes beyond the map resolution.

#### 3.2. Covariance

The covariance of the cross-correlation power spectrum is estimated using a suite of 511 ACT CMB lensing simulations as described in [Darwish et al. 2020] and the set of 300 publicly available Planck CMB lensing simulations (Planck Collaboration et al. 2020b). These each have a different signal and noise realisation that are consistent with the CMB lensing maps. These simulations do not correlate with the foreground galaxy weak lensing signal, and hence are only adequate for estimating the covariance matrix provided that

\[
(C_{ℓ}^{κcκc} + N_{ℓ}^{κcκc})(C_{ℓ}^{κcγ_e} + N_{ℓ}^{κcγ_e}) \gg (C_{ℓ}^{κcγ_e})^2,
\]

for power spectra C_{ℓ}^{ij} and noise spectra N_{ℓ}^{ij}, where i, j = {κc, γe} are the CMB lensing convergence and the galaxy lensing shear E mode respectively. This is satisfied for the current analysis where the CMB lensing auto-spectrum and noise spectrum dominate the error budget, but will need to be revisited in future data analyses using CMB and galaxy lensing experiments.

To construct the covariance matrix we measure the cross-power spectrum between the simulated CMB lensing maps and the real KiDS lensing maps, C_{ℓ}^{κcκc}, and then estimate the covariance matrix from these measurements, as

\[
\text{Cov}_{ℓ}^{κcγ_e} = \langle \Delta C_{ℓ}^{κcκc} \Delta C_{ℓ}^{κcγ_e} \rangle,
\]
where the $\Delta C^\gamma_n = C^\gamma_n - C^\gamma_n$ is computed for each simulation and $C^\gamma_n$ is the mean. The angular bracket here refers to an average over the 511 (300) ACT (Planck) simulations. This estimate of the covariance matrix includes the contributions from the CMB noise times the galaxy lensing noise (see [Harnois-Deraps et al. 2016] for more some details). The sample variance is not captured here which would require simulated maps of both CMB and galaxy lensing with their cross-spectrum included; however this is not needed given the current levels of noise. We also considered randomly rotating the galaxy ellipticities to better converge on the mean shape noise, but found – as previous studies with KiDS-450 also revealed – that doing so almost perfectly recovers the case where the random ellipticities are not included.

### 3.3. Modelling

#### 3.3.1. Theory spectrum

Our theoretical model for the unbinned cross-correlation power spectrum is given by

$$ C^\gamma_\ell = \int_0^{\gamma_e} d\chi \frac{W(\chi)W(\chi')}{f(\chi)^2} P\left( k = \frac{\ell + \frac{1}{2}}{\chi}, \chi \right), $$

where $i$ and $j$ denote $\kappa_c$ and $\gamma_e$ respectively, $W_i(\chi)$ are the window functions, $\chi$ is the comoving distance, $f(\chi)$ is the comoving angular diameter distance, $P(k,\chi)$ is the 3D matter power spectrum at a given comoving distance and $\chi_c$ is the comoving distance to the surface of last scattering (Limber 1953; Kaiser 1987; Kilbinger 2015). The general form for the lensing window function is

$$ W_i(\chi) = \frac{3 \Omega_m H_0^2}{2 c^2} f(\chi) \int_0^{\gamma_e} d\chi' p(\chi') \frac{f(\chi' - \chi)}{f(\chi')}, $$

where $p(\chi)$ is the comoving distance probability distribution function of the light sources and $a(\chi)$ is the scale factor. For CMB lensing, this is given by

$$ p_c(\chi) = \delta(\chi - \chi_c), $$

since the CMB is on a single source plane. For galaxy weak lensing, this is given by

$$ p_g(\chi) = \frac{n(z) dz}{dz}, $$

where $n(z)$ is the redshift distribution of the galaxies, normalised to integrate to unity, and estimated in Fig. 1 for the two samples used in our analysis.

The theoretical cross-correlation power spectrum is calculated using the Core Cosmology Library (CC[L] Chisari et al. 2019) which, using the default settings, estimates $P(k,\chi)$ employing the CLASS algorithm (Blas et al. 2011). Within CLASS a Boltzmann solver is used to compute the linear power spectrum and the halofit (Smith et al. 2003; Takahashi et al. 2012) fitting function for the non-linear part of the matter power spectrum. We extend this framework to include systematic effects present in the galaxy weak lensing data, which we describe in the following subsections.

#### 3.3.2. Redshift Calibration Uncertainty

Biases resulting from systematic uncertainty in the source redshift distributions have been shown to affect the cross-correlation predictions by up to 10% in previous analyses (Hand et al. 2013). This is larger than for cosmic shear studies, and is due to the fact that photometric redshift estimation becomes most uncertain in the high-redshift tail, where the contribution to the CMB-weak lensing cross correlation signal is the strongest. Errors in the photometric redshift distribution are typically accounted for by modelling this uncertainty as a shift in the redshift distribution,

$$ n(z)_{\text{biased}} = n(z + \Delta z), $$

where $n(z)_{\text{biased}}$ is the observed redshift distribution. The photometric redshift bias, $\Delta z$, can take a positive or negative value, which corresponds to shifting the $n(z)$ to a higher or lower redshift about the mean of the distribution, which results in an increase or decrease of the cross-correlation power spectrum respectively. When cross-correlating with CMB lensing we expect to be more sensitive to the high-redshift tail rather than the main body of the $n(z)$, and therefore $\Delta z$ should not be understood literally as the error on the source redshift distribution. But given our relatively low statistical precision, this is not an issue for our measurement and this parameterisation is therefore sufficient. Nevertheless, in the future we anticipate that the main $n(z)$ will be robust but the high-redshift tail will not, making this type of measurement useful for constraining the parameters which describe the tail of the distribution. Shifting the redshift distribution by $\Delta z$ changes the galaxy weak lensing window function which impacts the amplitude of the cross-correlation power spectrum. We assign a Gaussian prior to $\Delta z$, motivated by the calibration of the $n(z)$ described in [Hildebrandt et al. 2020b] and shown in Table 1. This prior corresponds to the 68% confidence interval on the mean DIR redshift distribution, which is estimated from a spatial bootstrap resampling of the spectroscopic redshift calibration sample.

#### 3.3.3. Shear Calibration Uncertainty

Weak lensing shear measurements are calibrated to account for biases introduced by pixel-noise, object selection and galaxy weights. The KiDS calibration correction is established through the analysis of mock image simulations that emulate the KiDS imaging (Kannawadi et al. 2019). We account for the level of uncertainty in the measured calibration correction with the inclusion of a nuisance parameter $m$, that we marginalise over in our cosmological analysis. Here the observed cross-correlation, $C^\gamma_{\ell, \text{obs}}$, is related to the true cross correlation, $C^\gamma_{\ell}$, as

$$ C^\gamma_{\ell, \text{obs}} = (1 + m) C^\gamma_{\ell}, $$

[Kannawadi et al. 2019] determine Gaussian priors for $m(z_{\text{obs}})$, the calibration correction as a function of photometric redshift, out to $z_{\text{obs}} < 1.2$. For our fiducial analysis with $0.1 < z_{\text{obs}} < 1.2$ we adopt a zero-mean Gaussian prior for $m$ with a width $\sigma_m = 0.02$, as approximated from a galaxy weighted average of $m(z_{\text{obs}})$, and following the level of uncertainty recommended by [Kannawadi et al. 2019]. For our high-redshift analysis with $1.2 < z_{\text{obs}} < 2$, we use a fully uninformative prior on $m$, as our aim here is to use the cross-correlation of this sample to understand galaxy weak lensing systematics.
### 3.3.4. Intrinsic Alignment

The coherent distortions of galaxy shapes resulting from gravitational lensing can be mimicked or obscured by the intrinsic alignment of galaxy shapes. This effect is caused by the interplay of galaxy formation and evolution, and tidal torques that arise from the large-scale structure in which the galaxies are embedded (see Joachimi et al. 2015; Kirk et al. 2015; Kiessling et al. 2015 and references therein).

Intrinsic alignment has two forms: the intrinsic alignment between galaxies referred to as II and correlation between the intrinsic alignment and lensing signal in cosmic shear surveys known as GI. Only the latter comes into play in a cross-correlation measurement. Indeed, the light from the CMB is lensed by the large scale structure, producing distortions that are tangentially aligned around massive foreground haloes. In the non-linear alignment model (Bridle & King 2007), the galaxies that inhabit in the same objects will tend to have an intrinsic ellipticity that aligns radially with the centre of the mass, thereby inducing an anti-correlation with the CMB lensing signal and cancelling part of the cross-correlation signal.

This effect is captured in CCL, which employs the standard non-linear alignment model in which the intrinsic galaxy inertia tensor is proportional to the local tidal tensor. This enters our model as an additional term

\[
C_\text{obs}^{\kappa\gamma}(l) = C_\text{II}^{\kappa\gamma}(l) + C_\text{IA}^{\kappa\gamma}(l)
\]

where \(C_\text{IA}^{\kappa\gamma}(l)\) accounts for the cross-correlation between the intrinsic alignments of galaxies and the CMB lensing convergence. This extra term is calculated by replacing the galaxy lensing window functions in Equation 3 with

\[
W_{\text{IA}}(\ell) = F(z)n(z)\frac{dz}{d\chi}.
\]

Here, \(F(z)\) is equivalent to the product of the so-called alignment bias and the fraction of aligned galaxies in the sample, and is modelled as

\[
F(z) = A_{\text{IA}}\frac{C_1\rho_c\Omega_m}{D(z)},
\]

where \(A_{\text{IA}}\) is a constant that controls the amplitude of the cross-correlation, the constant \(C_1\) absorbs the dimensions of the normalisation such that we set \(C_1\rho_c = 0.0134\) and \(D(z)\) is the growth factor (Joachimi et al. 2011). Given the relatively low SNR of our measurement, we ignore any redshift or luminosity dependence and simply fit for the \(A_{\text{IA}}\) term. Observational studies of intrinsic alignment have been limited to bright samples (e.g., Johnston et al. 2019). To be able to relate these measurements to the fainter and high redshift galaxy samples used in analyses like this one requires the correct modelling to account for the difference in the blue/red galaxy fraction and also the satellite galaxy fraction. We therefore adopt a wide prior motivated by the model presented in Fortuna et al. (2020); a detailed discussion is presented in Appendix A. For the cosmological analysis we use a Gaussian prior centred on \(A_{\text{IA}} = 0.54\) with a width of \(\sigma_{A_{\text{IA}}} = 0.65\). This prior captures the upper and lower values of \(A_{\text{IA}}\) from the KiDS-1000 cosmic shear analysis and the cases presented in Fortuna et al. (2020).

### 3.3.5. Binned measurement

Once the previous systematic effects have been ingested in our model, the next step is to bin the model in the same way as the data. From our theoretical cross-spectrum \(C_\ell\) we compute the binned model, which accounts for the mode coupling matrix, \(M\), and the binning matrix, \(B\), both computed by \textsc{NaMaster} (equations 9-19 in Alonso et al. 2019). \(M\) takes into account the fact that a spherical harmonic transform of a (masked) non-periodic map couples different Fourier modes, while \(B\) provides a mapping from a finely sampled \(\ell\) measurement to our selected broad bin space.

Our pipeline was tested using simulations to ensure none of our choices could produce a biased spectrum. From the set of convergence realisations used to create the ACT lensing simulations described in Darwish et al. (2020) we produced correlated realisations of the galaxy lensing shear fields. Using our pipeline to measure the cross-correlation spectra between the suite of simulated ACT lensing maps and simulated shear fields we found we could reproduce the cross-correlation spectrum from our input cosmology to within \(0.2\sigma\). Within this framework we also checked that choices regarding the galaxy weak lensing mask did not produce a biased spectrum.

### 3.4. Estimating parameters

Given our measured cross-correlation power spectrum \(C_\text{obs}^{\kappa\gamma}(\ell)\), an inverse covariance matrix \(\text{Cov}_{\ell\ell}^{-1}\) and a model \(C_\text{model}^{\kappa\gamma}(\ell)\) evaluated at a set of cosmological and nuisance parameters \(p\), we construct a Gaussian likelihood as:

\[
\ln L[C_\text{obs}^{\kappa\gamma}(\ell)|C_\text{model}^{\kappa\gamma}(\ell, p)] =
-\frac{1}{2}[C_\text{obs}^{\kappa\gamma}(\ell) - C_\text{model}^{\kappa\gamma}(\ell, p)]^T \text{Cov}_{\ell\ell}^{-1}[C_\text{obs}^{\kappa\gamma}(\ell) - C_\text{model}^{\kappa\gamma}(\ell, p)],
\]

Table 1. In this analysis we evaluate the amplitude of the cross-correlation in the context of both a Planck and KiDS-1000 best-fit cosmology, the key parameters of which are specified in the respective columns. We use the Planck values as our fiducial model. The final two columns contain the priors – square brackets correspond to a top-hat prior, \(N\) corresponds to a Gaussian prior centred on the mean \(\mu\) and the standard deviation \(\sigma\).
to within an overall additive normalisation factor. We apply a correction of $\alpha = (N_{\text{sim}} - N_{\text{null}} - 2)/(N_{\text{sim}} - 1) = 0.98$ to the inverse covariance matrix to address the biases that result from matrix inversion when estimating the covariance matrix from simulations (Kaufman 1967; Hartlap et al. 2007).

The model has two free cosmological parameters ($\Omega_m$ and $\sigma_8$) and three systematics parameters ($m$, $\Delta z$ and $A_{1A}$), with prior values shown in Table 1. The other cosmological parameters are held fixed to the best fit values found in Planck Collaboration et al. (2020a).

We also consider a simpler case where no cosmological parameters are varied, and instead the theoretical spectrum for the fiducial cosmological model is scaled by a free amplitude, $A$, as in e.g. Hand et al. (2015). For this case, we scale predictions that assume best fit cosmologies derived from either the Planck 2018 primary CMB anisotropies or KiDS-1000 cosmic shear.

We sample the five-dimensional likelihood with the affine-invariant MCMC sampling code emcee (Foreman-Mackey et al. 2013). The posterior distribution of the model parameters is given by

$$P(C_{\text{CMB}}(\ell, p)|C_{\text{obs}}^{\text{CMB}}(\ell)) \propto L[C_{\text{obs}}^{\text{CMB}}(\ell)|C_{\text{CMB}}(\ell, p)]P_{\text{prior}}(p),$$

where priors on the model parameters are given by $P_{\text{prior}}(p)$.

4. Results

4.1. ACT/Planck×KiDS Cross-Spectrum

Our cross-spectrum measurements, using galaxies in the range $0.1 < z_g < 1.2$, are shown in Fig. 2 where the solid black line corresponds to the best fit values found in Planck Collaboration et al. (2020a) as given in Table 1. The ACT/Planck×KiDS cross-correlation signal is detected with a $3.1/4.3\sigma$ significance, compared to a hypothesis with zero signal. The significance is computed with a likelihood ratio test as $\sqrt{\chi^2_{\text{null}} - \chi^2_{\text{best fit}}}$. In this analysis, even though Planck×KiDS-S has a larger area, the ACT noise is lower, particularly at high-$\ell$ and as a result the size of the error bars from these measurements are comparable. Combining both measurements, we obtain a combined significance of $5.3\sigma$. This exploits the independence of both measurements, since they involve different areas of sky.

4.2. Null Tests

We use the B-mode cross-correlation to assess whether there has been any E to B mode leakage due to masking, and to investigate any B-mode component that could have been produced from residual systematic effects in the shape measurement process. This measurement of $C^{\text{E}}_{\text{E}}$ is shown in Fig. 3 and is consistent with zero signal for both measurements. Compared to null, this measurement has a $p$-value of 0.6/0.3 and a reduced chi-squared of 0.7/1.2 for ACT/Planck×KiDS.

We also perform a null test with which we randomly rotate the galaxies and re-measure the cross-correlation on the random map. Fig. 4 shows the result of this random test, compared to the null hypothesis. The test passes with $p$-values of 0.8/0.9 and a reduced chi-squared of 0.4/0.3, respectively. Although most systematic effects in the data should not produce B-modes in a cross-correlation measurement, both of these tests provide a useful check of our measurement pipeline.
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the isotropically weighted than predicted by a Planck alignment we still find a cross-spectrum amplitude that is lower data and simulations. Even with this higher value for the intrinsic amplitude of less than 0.

It is worth mentioning that differences with previous measurements could also be explained in part by slight differences in the baseline cosmology, although these induce variations on A that are much smaller than the statistical error.

4.4. Cosmology: ΛCDM Parameter Fits

Here we perform the 5-parameter joint fit to the ACT×KiDS-N and Planck×KiDS-S cross-correlation spectra. Our constraints on the galaxy weak lensing systematic parameters (m, ΣC and AIA) are dominated by the imposed priors, and given the relatively low SNR of our measurement we would not expect to be able to constrain both cosmological and galaxy weak lensing systematics parameters simultaneously.

Our constraints are presented in Fig. 6 and compared to the KiDS-1000 cosmic shear constraints (Asgari et al. 2020a). These two cosmological parameters shown are strongly correlated, as seen in previous similar analyses. Weak gravitational lensing is mainly sensitive to the parameter combination $S_8 = \sigma_8 \sqrt{\Omega_m/0.3}$, which we also show in Fig. 6. We find $S_8 = 0.64 \pm 0.08$ at 68% confidence. This is consistent with the KiDS-1000 cosmic shear analysis of Asgari et al. (2020a), which found $S_8 = 0.76 \pm 0.02$. The uncertainties (in this work) are larger but consistent with the KiDS-1000 data, and we observe a slight difference in the degeneracy direction, which could be used to break the degeneracy if the noise in the $k_C$ maps was lower.

We test that if $h$ and $n_s$ are allowed to vary, the chains for these parameters reach the prior boundaries — when using the same priors imposed on the KiDS analysis of Hildebrandt et al. (2020b) using just galaxy lensing. This reflects the fact that $h$ and $n_s$ are not well constrained by our data: hence in our analysis presented here they are fixed. We recover the same best-fit value for $S_8$ if they are not fixed and we find that the degeneracy direction is not impacted.

4.5. Redshift calibration of a high-z sample

As the mean redshift of the source galaxies grows, it becomes increasingly difficult to calibrate both the redshift and shear estimates of the galaxies. For this reason galaxies with a photometric redshift greater than 1.2 have not been included in the nominal KiDS-1000 cosmic shear analyses (Asgari et al. 2020a; Heymans et al. 2020). Cross-correlations with CMB lensing has been identified as a potential calibration tool at such high redshifts (Das et al. 2013; Harnois-Déraps et al. 2017; Schaan et al. 2020), and we investigate this here by measuring the $C_{\ell}^{\kappa g}$ signal with galaxies from the KiDS high redshift sample, defined as $1.2 < z_{\text{phot}} < 2$. We emphasise that this calibration method for the KiDS-1000 redshift distribution is expected to be noisy given the current noise in the CMB data (but this situation will soon change, as described in e.g., Schaan et al. 2020 for a Rubin Observatory×CMB-S4 forecast), and it will likely be outper-

![Fig. 4. Random null test, in which the galaxies have been randomly rotated before measuring the cross-correlation signal. We find that this cross-spectrum is consistent with zero as expected, with p-values of 0.8 and 0.9 for ACT/Planck×KiDS respectively](image)

![Fig. 5. The theoretical cross correlation power spectrum assuming a Planck or KiDS-1000 cosmology, compared to the combined-survey results estimated by inverse-variance weighting the ACT×KiDS-N and Planck×KiDS-S (shown here in red).](image)

[2015] Kirk et al. [2016] Harnois-Déraps et al. [2016]. Considering an upper value of $A_{\lambda \delta} = 1$, we find $A_{\lambda \delta}^{\text{Planck}} = 0.73 \pm 0.14$. The three values of $A_{\lambda \delta}$ considered span the expected range from data and simulations. Even with this higher value for the intrinsic alignment we still find a cross-spectrum amplitude that is lower than predicted by a Planck cosmology, by nearly 2σ.

We reproduced the analysis in the KiDS-South region using the isotropically weighted Planck lensing convergence maps. We find consistent results, with a shift in the cross-correlation amplitude of less than 0.4σ, accompanied by a factor ~2 reduction in the signal-to-noise ratio owing to the sub-optimal noise level in this map.

Given the current tension between galaxy weak lensing and CMB experiments (a 2 – 3σ tension in the $\Omega_m - \sigma_8$ plane with Planck is reported in [Heymans et al. 2020; Joudaki et al. 2020; Asgari et al. 2020a]), it is interesting to examine whether our measurement prefers a Planck or a KiDS-1000 cosmology (Asgari et al. 2020a) with this single-parameter approach. Fig. [5] compares the combined cross-correlation measurement with Planck and KiDS-1000 cosmologies (in maroon and orange, respectively). It is clear that given the size of our statistical error we are unable to robustly distinguish between the two cases, particularly since the choice in intrinsic alignment amplitude has a comparable impact. Nevertheless, comparing to a KiDS-1000 cosmology – specified in the third column of Table [1] – we find $A_{\lambda \delta}^{\text{KiDS-1000}} = 0.62 \pm 0.20$ and $A_{\lambda \delta}^{\text{KiDS-1000}} = 0.91 \pm 0.21$ and combined fit of $A_{\lambda \delta}^{\text{KiDS-1000}} = 0.75 \pm 0.15$.
formed by other n(z) calibration methods in the upcoming KiDS Legacy data release such as the SOM or the cross-correlation redshifts presented in Wright et al. (2020a), Hildebrandt et al. (2020b), van den Busch et al. (2020). It nevertheless constitutes an essential validation test and offers an opportunity to further increase the strength of the detection.

Using the same tools as for the main analysis, we measure the ‘high-z’ ACT/Planck×KiDS-1000 signal at a significance of 4.1σ/5.7σ, with a combined significance of 7σ. With this higher redshift galaxy sample the overlap between the galaxy lensing and CMB lensing kernels increase. We therefore detect the cross-correlation with a greater significance even though our sample contains fewer galaxies compared to the lower redshift analysis. The combined E-mode measurement is shown in the top panel of Fig. 7 overlaid with the Planck 2018 best fit prediction assuming the redshift distribution shown in Fig. 1. The B-mode null test is consistent with zero, which indicates the E-mode is clean of significant parity-violating effects at the same level as the lower redshift measurement.

We turn now to parameters of the model. We follow the same modelling methods described as for the main cosmological inference analysis, but here we fix the cosmological parameters to a Planck 2018 cosmology and constrain Δz and m. It is anticipated that intrinsic alignment is highly suppressed at such high redshifts (Chisari et al. 2017; Bhowmick et al. 2020), hence we set the intrinsic alignment amplitude A_{IA} = 0.

Harnois-Déraps et al. (2017) performed a similar cross-correlation analysis, using earlier KiDS-450 and Planck lensing data and showed a strong degeneracy between m and Δz, suggesting that informative priors on at least one of the two calibration parameters would be required for this method to be competitive. We begin by setting wide, flat priors for m and Δz, thus leaving them unconstrained. The posterior distribution, presented in Fig. 8 shows that the combination of m = 0 and Δz = 0 is excluded at nearly 2σ for either the Planck 2018 or KiDS-1000 cosmology; that is, one or both of these corrections are preferred to be non-zero. No shear calibration has yet been applied for this sample of galaxies and therefore we do not expect it to be exactly zero. Also indicated in Fig. 8 we highlight the range of values for m based on our current expectations from image simulations (shown here as the grey band).
Déraps et al. (2017) estimated that for galaxies in the KiDS-450 sample, contamination from intrinsic alignment of red galaxies was of order ~1% and ~3-4% for blue galaxies, however no alignment of blue galaxies has been detected in data. At the redshifts included in the high-$z$ cross-correlation, the fraction of red galaxies is small such that the contamination from intrinsic alignment is expected to be consistent with zero (Harnois-Déraps et al. 2017). This will require further investigation for future surveys, likely involving sufficiently deep hydrodynamical simulations and observations of high-redshift spectroscopic galaxies with accurate shapes, but in the mean time this justifies our choice to ignore intrinsic alignment in this section.

5. Summary

In this analysis we measured the cross-spectrum between the ACT and Planck CMB lensing data and the KiDS-1000 weak lensing catalogues, selecting galaxies in the photometric redshift range of 0.1 to 1.2. The combined cross-correlation is detected with a significance of 5.3σ, and is free of B-modes and other measurable systematics – as verified with null tests on rotated galaxy shapes.

From the measured cross-spectrum we first fitted an amplitude to re-scale a binned theoretical model employing best-fit cosmological parameters from both the Planck 2018 primary CMB measurements and KiDS-1000; we find $A_{\text{Planck}} = 0.69 \pm 0.14$, and $A_{\text{KiDS-1000}} = 0.75 \pm 0.15$. These amplitudes are consistent with previous cross-correlation analyses using other data sets.

We next performed a five-dimensional cosmological inference analysis, sampling the likelihood in $\Omega_m$ and $\sigma_8$, and marginalising over the uncertainty in the mean of the redshift distribution, shape calibration bias and the intrinsic alignment amplitude, and found $S_8 \equiv \sigma_8 \sqrt{\Omega_m/0.3} = 0.64 \pm 0.08$, consistent with the KiDS-1000 shear analysis.

Finally we exploited the cross-correlation measurement as a tool for calibrating the redshift distributions out to a photometric redshift of 2. We measured the cross-correlation between ACT/Planck with the KiDS-1000 high redshift galaxy sample at a significance of 7σ. We performed a joint fit for the redshift distribution and shape bias systematics parameters as a calibration exercise, fixing cosmological parameters to the Planck 2018 primary CMB anisotropies best-fit cosmology. We showed that the degenerate combination of $m$ and $\Delta z$ can be weakly constrained, excluding the no-bias hypothesis to around 2σ. We caution that a better understanding of the galaxy weak lensing systematics at these redshifts is required – notably the effect of intrinsic alignment which was ignored in this calibration – as we see that this cross-correlation measurement constrains a nearly fully degenerate combination of these three systematic effects. Nevertheless, this provides an independent consistency check of standard calibration methods, a redundancy that will be critical in future surveys. The next CMB lensing data from Advanced ACT will have full coverage of the KiDS region and have a lower noise level, and so there is potential for improved constraints from these data sets in the near future. While achieving greater depths is challenging, the cosmological outcome is rich: including the high redshift sample increases our detection significance, which reaches 7.7σ, the highest to-date for any CMB lensing/galaxy lensing cross-correlation measurement.
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Appendix A: Intrinsic Alignment Prior

In this appendix we motivate the choice of prior for the parameter $A_{IA}$, which controls the amplitude of the intrinsic alignment (IA). To do so, we make use of the model presented in Fortuna et al. (2020), which allows us to predict the IA signal for a KiDS-like survey using parameter constraints inferred from recent IA measurements. Relevant for the discussion here is the treatment of the large-scale alignment signal. The dependence as a function of angular scale $\ell$ is described by the non-linear alignment (NLA) model. The amplitude is computed by distinguishing between red and blue galaxies, where the former dominate the signal in practice. The model assumes that the amplitude does not evolve intrinsically with redshift, but it does depend on the luminosity. As both the mix of red and blue galaxies, as well as the mean luminosity for a flux-limited survey, depend on redshift, this results in a net redshift dependence of the intrinsic alignment signal.

Observations do not yet constrain the luminosity dependence of the intrinsic alignment signal at the faint end. Consequently, we do not have a good prediction for the typical sources in a cosmic shear survey. To capture the current uncertainty, Fortuna et al. (2020) consider two options: (i) a single power law, which results in a low predicted amplitude; (ii) a broken power law with a shallower slope at low luminosity, leading to a larger net amplitude, because the sources in a lensing survey are generally faint. We show results for the latter in Fig. A.1.

The solid black shows the predicted net amplitude of the GI signal as a function of redshift for a KiDS-like survey. We do not consider II here, because it does not contribute to a cross-correlation observation. The increase in amplitude is solely caused by the change in galaxy properties. We note that direct observational constraints are largely limited to $z < 0.6$; any intrinsic evolution of the alignment signal will change the predictions at high redshift, which are therefore uncertain.

The grey dashed line shows the corresponding cumulative mean amplitude as one includes higher redshift sources. However, cosmological parameter inference using a constant IA amplitude yields lower values in practice: the grey band corresponds to the best-fit amplitude for a KiDS-like analysis from Fortuna et al. (2020). This can be understood from the fact that the relative importance of IA decreases with redshift. This is illustrated by the red dot-dashed line in Fig. A.1 which shows the mean value of the ratio of $C_{i\ell}^{IA}/C_{i\ell}^{GG}$ evaluated at $\ell = 1000$ as a function of the redshift of the foreground bin $j$. Hence, even if the actual IA signal increases, it matters less for the best fit parameters, because an error in the IA signal at high redshift has a negligible effect on the inferred $C(\ell)$.

In the case of CMB lensing and galaxy weak lensing cross-correlations we expect the cosmic shear to dominate more, owing to the high redshift of the CMB. In this regard the grey dashed curve in Fig. A.1 should be interpreted as an upper limit to the effective IA amplitude to use.

If we naively extrapolate the IA model to $z \sim 2$, the cumulative mean amplitude would be $A_{IA} \sim 1$. As argued in the previous paragraph, we expect the actual value to be lower. Moreover, at such high redshifts we expect the fraction of red galaxies to decline rapidly, as we are approaching the redshift where they are assembled. This provides another argument why we believe the value of $A_{IA}$ is lower.

Given the current uncertainties, it is clear that we cannot use a tight prior on $A_{IA}$, but the best fit value from Fortuna et al. (2020) is a reasonable estimate. We therefore centre our prior on $0.54$, but adopt a wide range so that we span the entire parameter space in the range $A_{IA} \in [0, 1]$. With this choice, we cover the scenarios presented in Fortuna et al. (2020), as well as the current constraints from KiDS cosmic shear analyses (Hildebrandt et al. 2020b; Wright et al. 2020b; Asgari et al. 2020a; Heymans et al. 2020).

The grey dashed line in Fig. A.1 shows the cumulative mean amplitude. Hence, one would naively expect to infer higher amplitudes as one includes higher redshift sources. However, cosmological parameter inference using a constant IA amplitude yields lower values in practice: the grey band corresponds to the best-fit amplitude for a KiDS-like analysis from Fortuna et al. (2020). This can be understood from the fact that the relative importance of IA decreases with redshift. This is illustrated by the red dot-dashed line in Fig. A.1 which shows the mean value of the ratio of $C_{i\ell}^{IA}/C_{i\ell}^{GG}$ evaluated at $\ell = 1000$ as a function of the redshift of the foreground bin $j$. Hence, even if the actual IA signal increases, it matters less for the best fit parameters, because an error in the IA signal at high redshift has a negligible effect on the inferred $C(\ell)$.

The grey dashed line shows the cumulative mean amplitude. Hence, one would naively expect to infer higher amplitudes as one includes higher redshift sources. However, cosmological parameter inference using a constant IA amplitude yields lower values in practice: the grey band corresponds to the best-fit amplitude for a KiDS-like analysis from Fortuna et al. (2020). This can be understood from the fact that the relative importance of IA decreases with redshift. This is illustrated by the red dot-dashed line in Fig. A.1 which shows the mean value of the ratio of $C_{i\ell}^{IA}/C_{i\ell}^{GG}$ evaluated at $\ell = 1000$ as a function of the redshift of the foreground bin $j$. Hence, even if the actual IA signal increases, it matters less for the best fit parameters, because an error in the IA signal at high redshift has a negligible effect on the inferred $C(\ell)$.