Constraints on Mantle Viscosity From Slab Dynamics
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Abstract  The radial viscosity of the mantle is generally thought to increase by ~10–100 times from the upper to lower mantle with a putative, abrupt increase at 660 km depth. Recently, a low viscosity channel (LVC) between 660 and 1,000 km has been suggested. We conduct a series of time-dependent flow models with viscosity either increasing or decreasing at 660 km depth while tracking slab structure, state-of-stress, and geoid. We find that a LVC will lower the amplitude of long wavelength (>5,000 km) geoid highs over slabs, with amplitudes <10 m in height, while increasing the slab dip angle and downdip tension in the upper 300 km of slabs. A viscosity increase at 660 km gives rise to strong downdip compression throughout a slab and this pattern will largely go away with the introduction of the LVC. In addition, the endothermic phase change at 660 km depth can substantially affect the stress distribution within slabs but has a minor influence on the geoid. Models that fit the observed long wavelength geoid and observed focal mechanism in the western Pacific favor models without the presence of the LVC between 660 km and 1,000 km depths.

Plain Language Summary  The viscosity of the mantle plays a key role in the thermochemical evolution of the Earth. It is generally believed that the mantle has a viscosity jump of 10–100 times at 660 km depth. Recently, some scholars suggest that there is a low viscosity channel (LVC) between 660 and 1,000 km depths. Here, we developed a series of geodynamic models with viscosity either increasing or decreasing at 660 km depth to track slab structure, state-of-stress, and geoid. We find that the existence of the LVC will reduce the amplitude of long wavelength geoid (>5,000 km) over slabs to less than 10 m, and increase the slab dip angle and downdip tension in the upper 300 km of slabs. An increase in viscosity at 660 km will lead to strong downdip compression throughout a slab, however, this pattern will disappear with the introduction of the LVC. In addition, the postspinel phase transition has a large influence on the stress state within slabs, but has a minor influence on the geoid. Compared with the observed long wavelength geoid and focal mechanism in the western Pacific, our models do not support the existence of the LVC between 660 and 1,000 km depths.

1. Introduction  The radial viscosity structure of Earth’s mantle plays a key role in the transport of heat and mass by convection, especially the ascent of plumes and the descent of subducted slabs between the upper and lower mantle (Agrusta et al., 2017; Ballmer et al., 2015; Goes et al., 2017; Homrighausen et al., 2020; Li et al., 2019). Different radial viscosity profiles of the mantle have been proposed using the results of laboratory experiments (Hirth & Kohlstedt, 2003), through inversion of glacial isostatic adjustment data (GIA) or inversion of the long wavelength geoid (Forte et al., 2015; King, 1995; Mitrovica & Forte, 2004). Microphysical models of mantle viscosity strongly depend on grain size, activation volume and activation energy, and their extrapolation to mantle conditions relies on experimentally determined parameters, some of which are poorly constrained (Hirth & Kohlstedt, 2003; Karato, 2008). GIA processes occurring over millennial timescales (with associated sea level variations, changes in the gravitational field and Earth rotation) are sensitive to the radial distribution of mantle viscosity (Forte et al., 2015; Mitrovica & Forte, 2004). Over much longer timescales (million years), the mantle viscosity plays a significant role in the thermochemical evolution of Earth’s interior (Forte et al., 2015; King, 1995, 2016).

Although the characteristics of inferred mantle viscosity depend on seismic tomographic models, seismic velocity to density scalings, geodynamic data (e.g., geoid, dynamic topography), and inversion approaches (e.g., Monte-Carlo, genetic algorithms), it is generally argued that the radial viscosity profile has an increase...
of ~10–100 times at 660 km depth. A compelling argument for such an increase has been made from the long wavelength geoid and the state-of-stress within slabs (as constrained from seismic centroid moment tensor solutions) (e.g., Alpert et al., 2010; Hager & Richards, 1989; King & Masters, 1992; Richards & Hager, 1984; Vassiliou et al., 1984). Alternatively, a thin weak layer beneath the mantle transition zone has been proposed based on the joint inversion of GIA and mantle flow models (e.g., Mitrovica & Forte, 2004) possibly due to the existence of grain size reduction (Panasyuk & Hager, 1998). Such viscosity structures have important implications for mantle convection. For example, the viscosity increase at 660 km depth will strongly influence the width of plumes as they ascend from the lower to upper mantle and the degree of slab deformation within the mantle transition zone (Goes et al., 2017; Leng & Gurnis, 2012; Li et al., 2019).

A thin low viscosity layer beneath the mantle transition zone could promote the generation of horizontal slabs within the mantle transition zone (Mao & Zhong, 2018). A key observation is the horizontal slab in the mantle transition zone below east Asia and Mao and Zhong (2018) have argued that this structure is well matched by models with a decrease in viscosity at 660 km depth, while Ma et al. (2019) have argued that a better fit is obtained with a traditional increase in viscosity at 660 km depth if updated plate reconstructions are used. In addition, when a thin weak layer and weak asthenosphere are incorporated into a 3-D geodynamic model in a spherical geometry, plumes with a tree-like structure will form. Such a structure is consistent with recent high-resolution tomographic results (e.g., the western Indian Ocean plume cluster and Tristan mantle plume) derived from ocean bottom seismograph (OBS) (Liu & Leng, 2020).

In flow models that fit the long wavelength geoid, a low viscosity channel between 660 km and 1,000 km depths has been suggested through inversion without a priori layered structures (Rudolph et al., 2015), consistent with previous inversions with a prescribed layered viscosity (Forte & Peltier, 1991; Kido et al., 1998; King & Masters, 1992). Such a viscosity structure with a jump at ~1,000 km depth can potentially explain the long wavelength geoid (spherical harmonic degrees 2–7) and the interpretation of seismic images, such as slab orphaning, slab stagnation, and plume deflection at 1,000 km depth (Grima et al., 2020; Rudolph et al., 2015). In contrast, using a thermochemical convection model, Liu and Zhong (2016) argue that a mantle with an increase in viscosity at 660 km discontinuity better fits the observed geoid than a model with an increase at 1,000 km depth. Thus, distinguishing between viscosity structures at 660 km deserves further consideration.

A number of studies have addressed the origin of geoid highs associated with subducted slabs and the constraints which can be placed on mantle viscosity variations from such models (e.g., Hager, 1984; Moresi & Gurnis, 1996; Yoshida & Nakakuki, 2009). Richards and Hager (1989) suggest that lateral viscosity variations derived from temperature anomalies would have negligible influence on the geoid at the longest wavelength (spherical harmonic degrees 2 and 3) but would produce prominent contamination in degree 4 and above. Zhang and Christensen (1993) further confirm this implication based on the combination of a dynamic model and tomography models. However, with a suite of 3-D regional models, Moresi and Gurnis (1996) showed that the geoid is sensitive to lateral viscosity variations induced by slabs. Some mantle flow models with stiff slabs and weak plate margins yield a good fit to the observed geoid (e.g., Ghosh et al., 2010; Tosi et al., 2009; Yoshida & Nakakuki, 2009; Zhong & Davies, 1999).

In addition to the geoid height argument over slabs, an important constraint on mantle viscosity comes from the focal mechanism of earthquakes within slabs (e.g., Alpert et al., 2010; Vassiliou et al., 1984). Numerical models of subduction zones that fit the stress orientations of intermediate and deep focus earthquakes require a viscosity increase of at least 10 times at 660 km depth (Vassiliou et al., 1984). Besides, self-consistent subducting slab models, consistent with the stress state and morphology of slabs further support an increase of at least 10–30 times from the upper to the lower mantle (Gurnis & Hager, 1988). Moreover, when strain rates and stress orientations inferred from global seismicity are compared to modeled deformations, the maximum viscosity of slabs must be less than $3 \times 10^{23}$ Pa·s and the lower mantle must be ~30–100 times more viscous than the upper mantle (Alpert et al., 2010; Billen et al., 2003). The majority of continuous slabs are more likely to be dominated by downdip compression throughout, especially western Pacific subduction zones such as the Kurile, Izu-Bonin, and Tonga-Kermadec slabs (Figure 1) while some slabs show that downdip tension dominates in the upper 300 km, such as Peru and Chile (e.g., Alpert et al., 2010; Isacks & Molnar, 1971). Thus, we conduct a series of geodynamic models to investigate the effects of the competing
mantle viscosity structures on slab dynamics (in terms of the geoid and state-of-stress). We attempt to find those viscosity structures (and mantle phase transitions) most consistent with observations.

2. Method

We compute time-dependent viscous (Stokes) flow while making the Boussinesq approximation and assuming incompressibility in a 2-D Cartesian geometry with the finite element method. The nondimensional governing equations are solved with the Citcom software (Moresi et al., 1996). The model domain is

Figure 1. (a) Global long wavelength geoid (the degrees 4–12) from EGM96 (Lemoine et al., 1997). Green curved lines represent slab interface depth from Slab 1.0 model (Hayes et al., 2012), bold black line and blue lines show the Pacific plate boundary and trench locations, respectively. (b) Deep earthquake distributions and focal mechanisms along different profiles (purple lines) in (a). Gray circles represent deep earthquakes from the EHB catalog (Engdahl et al., 1998). Beach balls show global centroid moment tensor (CMT) focal mechanisms. Blue lines represent the orientations of the compressional (P) axes of the CMT solutions.
5,780 km horizontally (X direction) with 832 linear elements and 2,890 km in depth (Z) with 192 elements. With mesh refinement, the radial element size increases gradually from ~5 to ~39 km from the uppermost mantle to the lowermost mantle.

The trench is initially located at 3,800 km in the X direction and serves as a division between a subducting and overriding plate, which have lithospheric ages of 100 and 20 Myr, respectively (Figure 2a). The initial temperature is described by a half-space cooling model (Turcotte & Schubert, 2014). The nondimensional mantle viscosity is described as a composite between diffusion and dislocation creep and depends on temperature, strain rate, and depth (McNamara et al., 2001; Yang et al., 2017; Zhong & Gurnis, 1995):

$$
\eta = \frac{\eta_{\text{def}} \eta_{\text{dis}}}{\eta_{\text{def}} + \eta_{\text{dis}}},
$$

where $\eta$ is the effective viscosity; $\eta_{\text{def}}$ and $\eta_{\text{dis}}$ are the viscosity arising from diffusion and dislocation deformation, respectively, and expressed as:

$$
\eta_{\text{def}} = \eta_0 \exp \left[ E_0 \left( T_0 - T \right) + 1.433 + 11.753Z - 14.235Z^2 \right],
$$

$$
\eta_{\text{dis}} = \left( \frac{\dot{\epsilon}_0}{\dot{\epsilon}_H} \right)^{1-1/n} \eta_{\text{def}}^{1/n},
$$

where $\eta_0$, $E_0$, $T_0$, $T$, and $Z$ are the reference viscosity in the asthenosphere, the activation energy, reference temperature, temperature, and depth; $\dot{\epsilon}_0$, $\dot{\epsilon}_H$, and $n$ represent the reference strain rate, square root of the second invariant of strain rate tensor, and nonlinear exponent for dislocation creep, respectively. The mantle radial viscosity profile in diffusion creep was based on previous inferences from a joint inversion of mantle convection and postglacial isostatic adjustment data (Mitrovica & Forte, 2004). In addition, we use a weak-zone stencil $\psi$ to decouple the subducting and overriding plates expressed as:

$$
\psi = \Gamma \left( |x - \lambda_x, \mu_x | \right) \times \Gamma \left( |z - \lambda_z, \mu_z | \right),
$$

$$
\Gamma \left( d, \mu \right) = 0.5 \left( 1 - \tanh \left( \frac{d}{\mu} \right) \right),
$$

where $\lambda$ is a length scale that defines the lateral and depth extent of the stencil and $\mu$ controls the smoothing within stencil. The stencil ranges from 0 for ambient mantle to 1 for the weak zone, which is incorporated into viscosity by $\eta = \eta_0 \exp (\psi k)$, where $k$ is a constant controlling the viscosity of the weak-zone stencil (Bower et al., 2015; Yang et al., 2017). The influence of a LVC on slab dynamics is investigated with three kinds of viscosity structures, one which increases at 660 km depth (Figure 2c), one decreasing in viscosity at 660 km depth (Figure 2d), and one increasing in viscosity at 1,000 km depth (Figure 2e). The maximum viscosity ($1.5 \times 10^{24}$ Pa·s) and minimum viscosity ($9.0 \times 10^{18}$ Pa·s, the viscosity of the weak-zone stencil) are imposed. All related parameters can be found in Tables 1 and 2.

Furthermore, phase transitions, represented by a phase change function (Christensen & Yuen, 1985; Liu et al., 2018; Schmeling et al., 1999; Yang et al., 2018), from olivine to wadsleyite at 410 km depth, metastable olivine, and ringwoodite to bridgemanite and magnesiowüstite (postspinel phase change) at 660 km depth are incorporated. We primarily explore the effects of the postspinel phase change on the stress state within the slab and the geoid over slab. A more complicated set of phase change functions could be used (Bullen, 2020), but our objective is to focus on the first-order influence of the mantle phase transitions.

In addition, we also use self-consistent models in which plate kinematics are an outcome (Moresi et al., 1996; Zhong, 2006) to further understand the effects of different viscosity structures on slab dynamics. Our model domain is 6,000 km horizontally (X direction) with 832 linear elements and 2,000 km in depth (Z) with 192 elements. In the vertical direction, element size changes from ~3 to ~28 km from the uppermost mantle to the lowermost mantle.
Figure 2. (a and b) Initial model setup for Case 1 and Case F1. Only part of the model domain is visualized here to highlight the plates. The black lines show the temperature contours of 800°C and 1,000°C, respectively. (c–e) Horizontally averaged viscosity structures for kinematic models. (c) Viscosity increases at 660 km depth are 10, 30, and 100 times, respectively. (d) Fix a viscosity increase of 30 times at 1,000 km depth, and change the viscosity decreases at 660 km depth from 10 times to 100 times. (e) Fix a reduction of 10 times in viscosity at 660 km depth, then increase the viscosity contrasts from 10 times to 100 times at 1,000 km depth. It is noted that all the viscosity jumps are relative to the upper mantle. The radial viscosity structures for fully dynamic models are shown in Figure S2.
The trench, located at 3,450 km horizontally, divides the subducting and overriding plates, which have lithospheric ages of (0.01–100) Myr and (0.01–40) Myr, respectively (Figure 2b). The initial temperature and mantle viscosity are the same as in the kinematic models except for the diffusion creep (Liu et al., 2021; McNamara et al., 2001; Turcotte & Schubert, 2014; Yang et al., 2018; Zhong & Gurnis, 1995):

$$\eta_{diff} = \eta_T \exp \left( \frac{E}{R_g} \left( \frac{1}{T_i} - \frac{1}{T} \right) + E \frac{C}{R_T} \right)$$

where $\eta_T$ is the viscosity with depth, $R_g$ is the gas constant, $E$ is the activation energy, $T_i$ is the reference temperature and $T$ is the reference temperature (Figure S2). $E_e$ controls the effective viscosity of a thin crust where $C$ is the composition and varies from 0 to 1 (0: normal mantle; 1: weak oceanic crust). Here, a weak oceanic crust of 15 km at the top of the subducting plate is incorporated to decouple the subducting and overriding plates, and two weak ridges are applied to decouple the plates from the left and right boundaries. This simple strategy allows efficient computation of self-consistent models (Čížková & Bina, 2013; Holt et al., 2015; Yang et al., 2018). The viscosity reduction of the weak oceanic crustal layer is removed below a depth of 150 km (Figure 2b). All related parameters are presented in Table S1. The phase transitions at 410 and 660 km remain the same as in the kinematic model.

The top surface boundary conditions are determined either through imposing the top surface kinematics, or allowing the plate kinematics, including trench retreat, to be determined self-consistently. The velocity of an incoming plate, such as that for the Pacific, is determined by the sum of the forces around its periphery such using a fully self-consistent approach in 2D would overestimate the influence of the local slab. Consequently, we formulate models with each approach, but we find that final conclusions are independent of this assumption. Mechanically, the boundaries are free slip except for the surface where the subducting plate velocity and trench motion (overriding plate velocity) are prescribed kinematically allowing us to explore the role of surface plate motions and the presence of a LVC on slab dynamics (Christensen, 1996; Han & Gurnis, 1999; Liu et al., 2021; Yang et al., 2017). The surface boundary conditions are time-dependent since most subduction zones have undergone substantial trench rollback over the Cenozoic (e.g., Seton et al., 2012). This time-dependence is incorporated by simultaneously changing the position of the plate boundary of the surface velocity and the position of the weak-zone function. The surface and CMB temperatures are isothermal with values 0 and 1 nondimensionally, whereas the lateral boundaries are insulating.

The geoid and gravitational potential anomalies are solved as a linear sum of the internal density anomalies and the deflection of the top surface (e.g., McKenzie et al., 1974; Richards & Hager, 1984). The surface gravitational potential anomalies can be obtained by solving the Poisson equation $\nabla^2 \phi = -2\pi G \delta \rho$, where $G$ is the gravitational constant and $\delta \rho$ includes both internal density variations and that associated with surface dynamic topography. Here, the interior density anomaly is generally given by $\delta \rho = -\alpha_0 \rho_0 \delta T$, where $\alpha_0$ is the thermal expansion coefficient, $\rho_0$ is the reference density, and $\delta T$ is the temperature anomaly. The integration of the Poisson equation is calculated by using the Trapezoidal Rule (J. Chen & King, 1998) with the gravitational potential anomaly of a mass layer decaying exponentially with depth (Parker, 1972). The surface dynamic topography can be computed by $h = -\sigma_n / \Delta \rho g$, where $\sigma_n$ is the total normal stress at the surface, $\Delta \rho$ is the density contrast across the surface, and $g$ is the gravitational acceleration (e.g., Zhong et al., 2008). To avoid the topography associated with the tractions induced by prescribed plate motions, we resolve the Stokes equation with free-slip boundary condition (Davies, 1988). Self-gravitatin is ignored, being unimportant at the wavelengths of slabs (Richards & Hager, 1984). The geoid is computed as $\phi / g$. All related parameters can be found in Table 1.
### Table 2
**Parameters Setup for Different Models**

<table>
<thead>
<tr>
<th>Model</th>
<th>$V_S$ (cm/yr)</th>
<th>$V_T$ (cm/yr)</th>
<th>$\gamma_{660}$ (MPa/K)</th>
<th>Viscosity contrast at 660 km depth</th>
<th>Viscosity contrast at 1,000 km depth</th>
<th>Subducting plate age (Myr)</th>
<th>Overriding plate age (Myr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>30</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 2</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 3</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>30</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 4</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>30</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 5</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>10</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 6</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>10</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 7</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>10</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 8</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>100</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 9</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>100</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 10</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>100</td>
<td>No</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 11</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 12</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 13</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-30</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 14</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>-30</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 15</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>-30</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 16</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-100</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 17</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>-100</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 18</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>-100</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 19</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>10</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 20</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>-10</td>
<td>10</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 21</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>-10</td>
<td>10</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 22</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>100</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 23</td>
<td>6</td>
<td>-2</td>
<td>-2.5</td>
<td>-10</td>
<td>100</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 24</td>
<td>6</td>
<td>-2</td>
<td>-3.5</td>
<td>-10</td>
<td>100</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 25</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Case 26</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>70</td>
<td>20</td>
</tr>
<tr>
<td>Case 27</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>Case 28</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>Case 29</td>
<td>8</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 30</td>
<td>8</td>
<td>-3</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 31</td>
<td>8</td>
<td>-4</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 32</td>
<td>6</td>
<td>-3</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 33</td>
<td>6</td>
<td>-4</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 34*</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>Case 35*</td>
<td>6</td>
<td>-2</td>
<td>-1.5</td>
<td>-10</td>
<td>30</td>
<td>100</td>
<td>20</td>
</tr>
</tbody>
</table>

Abbreviations: $V_S$, Subducting plate velocity; $V_T$, Trench retreat velocity (overriding plate velocity); $\gamma_{660}$, Clapeyron slope of postspinel phase change; Case 34*, Consider metastable olivine phase change; Case 35*, Decrease reference viscosity from $3 \times 10^{20}$ to $1 \times 10^{19}$ Pa-s.
3. Result

The evolution of a slab with a viscosity increase of 30 times at 660 km depth (black line, Figure 2c) using the kinematic approach is shown (Figures 3a–3d, Movie S1). In this case, the slab descends through the upper mantle with a low dip angle (∼42°), with buckling and folding as it reaches and interacts with the 660 km discontinuity. After a transient stagnation within the transition zone, it descends into the lower mantle slowly. The stress state within the cold core of the slab shows downdip compression once it comes into contact with the bottom of the mantle transition zone due to the combined resistance of the postspinel phase change and viscosity increase at 660 km discontinuity. The positive, long wavelength (>5,000 km) geoid increases over the slab as the slab evolves forward in time, reaching amplitudes of up to 30–40 m.

However, when we consider the LVC with a reduction in viscosity of 10 times at depths between 660 and 1,000 km relative to Case 1 (red dashed line, Figure 2d), the slab evolves with higher dip angle (∼57°), and more easily penetrates into the lower mantle after ∼15 Myr of convergence (Figures 3e–3f, Movie S2). Large amounts of slab become trapped within the LVC due to the viscosity reduction at 660 km followed by the jump at 1,000 km depth. With ongoing trench retreat, the slab has an even shorter period of transient stagnation in the mantle transition zone and descends quickly into the LVC. In addition, the slab is thinner in Case 2 throughout the mantle compared to Case 1 and is attributed to the decrease of resistance from the viscosity of the lower mantle (Figures 3e–3h, Movie S2). A rigid slab can be thought of as a stress guide, efficiently transmitting the positive buoyancy force from the endothermic postspinel phase change and viscosity increase between the upper and lower mantle to shallow depths. Thus, in this case, downdip tension occurs at shallow depth and at the top of the lower mantle due to the increase of an effective pull force at the uppermost lower mantle (Figures 3e–3h, Case 2). Furthermore, the positive long wavelength geoid height over slabs is far lower than that of Case 1, with an amplitude of only ∼10 m. There are two components influencing the geoid resulting from the effects of the LVC (internal density and surface topography). Not only does the contribution arising from the slab temperature anomaly decrease but that from surface dynamic topography also decreases (Figure 4).

The influence of the LVC on the stress state within slabs is shown through the three groups of cases with variations of the strength of the postspinel phase change combined with the three kinds of viscosity structures (Figure 2, Cases 1–24 in Table 2). For each case, we first obtain the slab line that passes through the center of the cold core of the slab, then use polyfit (Engdahl et al., 1998) to fit the center line at depths between 70 and 350 km (Alpert et al., 2010). The slab dip angle is computed by taking the derivative of the polynomial at a depth and then use this dip to rotate the stress tensor into a slab coordinate system. Thus, the average force and dip angle along the slab core between depths from 100 to 300 km can be computed. The computations show that the LVC will increase the downdip tension of slabs at shallow depth substantially, especially when there is a small Clapeyron slope of postspinel (660 km) phase change and a large viscosity reduction at 660 km discontinuity, both of which reduce the upward buoyancy force on the slab at 660 km. In contrast, an increase in viscosity at either 660 km or 1,000 km will enlarge the downdip compression within slabs. Slabs, however, will be in tension unless the Clapeyron slope of 660 km depth is substantially more negative than −1.5 MPa/K (Figures 5a–5c). Besides, the average dip angles also vary with viscosity and Clapeyron slope (Figures 5d–5f). The LVC promotes the generation of high dip angles, which are at least 10° larger than those without the LVC, and viscosity increases at 660 km or 1,000 km depth will decrease the subducting dip angles. The influence of the postspinel phase change is small unless its slope is large (e.g., −3.5 MPa/K) (Figures 5d–5f).

The long wavelength geoid is sensitive to the mantle viscosity structure, especially the relative viscosity contrasts between different layers (e.g., Hager & Richards, 1989). Thus, we first show the maximum long wavelength geoid height as a function of time for nine cases with a Clapeyron slope of −1.5 MPa/K corresponding to the three distinct viscosity structures (Figures 6a–6c). The long wavelength geoid high over slabs is only about 10–15 m if there is a LVC (Figures 6b and 6c), in contrast, the geoid height is up to ∼30–40 m in the presence of a viscosity jump at 660 km depth (Figure 6a). The detailed computations document how the postspinel phase transition and viscosity contrasts influence geoid height over slabs (Figures 6d–6f). We track the maximum long wavelength geoid between ∼5 and ∼45 Myr to avoid an initial transient after the start of subduction (Figure 6). The geoid high over the slab is most strongly controlled by viscosity jumps in the deep mantle with the influence of the postspinel phase change being secondary. A large viscosity jump
Figure 3. (a–d) The viscosity field and long wavelength geoid (wavelength is larger than 5,000 km) evolution for Case 1 and (e–h) the same for Case 2. These two viscosity structures correspond to the black solid line in Figure 2c and red dashed line in Figure 2d, respectively. The red bars represent the directions of principle compression stress along the slab cold core line. The black lines show the temperature contours of 800°C and 1,000°C, respectively.
will increase the geoid high; moreover, the LVC will lower the geoid high substantially, reducing it to less than $\sim 10$ m (Figures 6d–6f).

The influences of the other parameters on stress state, dip angle, and geoid are further documented with additional calculations (Figure 7). Increasing subducting plate and overriding plate age will increase the downdip tension and downdip compression, respectively, whereas, they have a minor influence on the resulting geoid anomalies (Figures 7a and 7b). Larger plate subduction and trench retreat velocities will promote the generation of downdip compression within the slab and decrease the slab dip angle. The changes of convergence velocity cannot recover the observed long wavelength geoid highs over slabs (Figures 7c and 7d). Finally, the increased positive force derived from the metastable olivine phase change will strengthen the downdip compression within the slab and decrease the slab dip angle (Figure S1a) while decreasing the reference viscosity (from $3 \times 10^{20}$ to $1 \times 10^{20}$ Pa·s) has the opposite effect on stress state of slab (Figure S1b).

All of the above models described thus far used kinematic plate motions. Models with trench migration determined by the dynamics show that the transition in state-of-stress from compression throughout the slabs to downdip tension at shallow depth with the introduction of low viscosity channels below 660 km depth is unchanged. For models with dynamically evolving trench position, we start with Case F1 that has a viscosity increase of 30 times at 660 km depth (Figure 8, Movie S3 and Table 2). As in the corresponding cases for models with imposed trench motion, when the trench is free, the slab sinks and interacts with the transition zone, and stagnates horizontally for $\sim 1,000$ km in the transition zone. The stress state within the slab core changes from downdip tension at shallow depth to downdip compression throughout the slab as it evolves (Figures 8a–8d). We then compared this case with three additional cases where the viscosity decreases by 10, 30 and 100 times at 660 km depth along with an increase of 30 times at 1,000 km depth (Cases F2–F4, Table 2; Figures 8, S2, and S3; Movies S4–S6). With such viscosity structures, slabs easily penetrate into the lower mantle and become trapped in the LVC. Again, as with the models with trench motion imposed kinematically, all fully dynamic models show strong downdip tension between 100 and 400 km depths (Figures 8 and S3). The LVC not only lowers the geoid to $\sim 10$–15 m but also increases the trench retreat velocities substantially (Figures 8 and S4). The conclusion of the influence of radial mantle viscosity on slab state-of-stress is independent of the means by which trench motion is incorporated into models.
4. Discussion

The mantle viscosity structure has important implications for Earth’s thermal and chemical evolution. Rudolph et al. (2015) used the long wavelength nonhydrostatic geoid and suggested that a low viscosity channel between 660 km and 1,000 km depths and a viscosity increase at ∼1,000 km depth. Some previous studies also recovered similar viscosities, for example, Forte and Peltier (1991) proposed a two-layer viscous model with a jump of 9 times at 1,200 km based on matching the geoid, plate motions and core mantle boundary topography using a gravitationally consistent method. Moreover, the coexistence of two viscosity jumps at 670 and 1,022 km depths has been advanced in flow models that fit the observed geoid with three different S-wave tomographic models (King & Masters, 1992). Using a genetic algorithm and mantle convection models, Kido et al. (1998) were able to match the geoid at intermediate wavelengths (harmonic degrees 12–25) in different ocean basins (Atlantic, Indian, and Pacific Oceans) and argued for a low viscosity layer atop the lower mantle. Alternatively, Liu and Zhong (2016) used a Monte-Carlo approach with a thermal-chemical convection model to explore mantle viscosity and found that models with the viscosity increase at 660 km discontinuity can better fit the observed geoid than that with an increase at 1,000 km depth, in contrast to the Rudolph et al. (2015)’s result. Although assuming the depths (but not the contrast) of viscosity layers in flow models with plate boundaries, Yang and Gurnis (2016) found good fit to the long wavelength (degrees 2–8) geoid, free-air anomaly, gravity gradients, stress in the lithosphere.

Figure 5. (a–c) Averaged force and (d–f) angle difference between actual dip angle and 40° along the slab cold core line at the depths between 100 and 300 km for each model in the diagrams of viscosity contrasts versus postspinel phase change. The three groups of viscosity structures in Figures 2c–2e correspond to the viscosity contrasts in each column, respectively (Negative represents reduction). DT: downdip tension; DC: downdip compression. The symbol area represents magnitude.
Moreover, Mao and Zhong (2021) conducted a global mantle convection model with plate motion history since the Cretaceous to produce mantle buoyancy and fit the observed geoid at degrees 4–12, supporting the hypothesis that the lower mantle viscosity is 30 times larger than that in the upper mantle. The longest wavelength (degrees 2–3) geoid is most sensitive to the viscosity contrasts and density anomalies in the lower mantle. However, in models that are capable of resolving shorter wavelength variations in viscosity, including those associated with subducting slabs, lateral variations have a large influence on the geoid (King, 2002; Moresi & Gurnis, 1996; Zhong & Davies, 1999; Zhong & Gurnis, 1992). Following earlier work that used models to fit the long wavelength geoid over slabs, we used time-dependent subduction models to determine the role of a low viscosity channel (LVC) at the top of the lower mantle. We find that the existence of the LVC will substantially decrease the amplitude of the long wavelength geoid over slabs making the signal inconsistent with the observed geoid (Figures 1 and 6).

Additional constraint on mantle viscosity variations comes from the focal mechanism of earthquakes within slabs. The principal axes orientations of CMT solutions can reflect the deformation state of slabs (e.g., P. F. Chen et al., 2004; Isacks & Molnar, 1969, 1971), which has been used to constrain the viscosity of slabs and the mantle using flow models (Billen et al., 2003; Carminati & Petricca, 2010; Gurnis & Hager, 1988; Vassiliou et al., 1984). Previous global analyses of focal mechanisms suggest that slabs in the western Pacific typically show downdip compression throughout, for example, Kurile, Izu-Bonin and Tonga, whereas
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in the eastern Pacific, they typically show downdip tension at intermediate depth, for example, Chile, Peru (Alpert et al., 2010; Carminati & Petricca, 2010; Isacks & Molnar, 1971; Sandiford et al., 2020), although, slab deformation patterns are more complicated than either only downdip tension or downdip compression and many slabs display double seismic zones (DSZs) at intermediate depth with the upper part of the slab showing downdip compression and the lower part showing downdip tension, such as northern Japan, northern Tonga, and Chile (oppositely polarized DSZs) (Comte & Suarez, 1994; Kita et al., 2010; Wei et al., 2017). On the basis of the computed state-of-stress within the core of slabs, we find that the LVC will strengthen downdip tension in the upper 300 km conspicuously and is inconsistent with the deformation of slabs that are dominated by downdip compression in the western Pacific (Figure 5). Moreover, recent studies suggest

Figure 7. Maximum long wavelength geoid variations with time corresponding to the different plate ages and surface boundary conditions relative to the reference model (Case 2). (a) The subducting plate age changes from 40 to 100 Myr with the overriding plate age of 20 Myr (Cases 25 and 26). (b) The overriding plate age changes from 20 to 80 Myr with the subducting plate age of 100 Myr (Cases 27 and 28). (c, d) The trench retreat velocity changes from 2 to 4 cm/yr with the subducting plate velocities of 8 and 6 cm/yr, respectively (Cases 29–33). The averaged maximum long wavelength geoid, averaged force, and dip angle between 100 and 300 km depths since ∼5 Myr are labeled in the figure for each model. Negative represents compression.
Figure 8. (a–d) Viscosity field and long wavelength geoid evolution for Case F1 and (e–h) the same for Case F2. These two viscosity structures correspond to the black and red lines in Figure S2, respectively. The red bars represent the directions of principle compression stress along the slab cold core.
that downdip tension seismicity in the Chilean, Peruvian, and Mexican flat slabs, strongly localized to the upper part of the subducting slabs, is controlled by an increase in curvature as the slab morphology changes from flattened to steep along strike (Sandiford et al., 2019, 2020). However, the LVC will increase the slab dip by 10–30° at the depths between 100 and 300 km (Figure 5), inhibiting the formation of a flat slab. Thus, the slab models with a LVC cannot fit the observed focal mechanisms globally.

Further evidence in support of a viscosity contrast at 1,000 km depth comes from interpretation of tomographic images, including inferred slab and plume deflections at this depth (French & Romanowicz, 2015; Fukao & Obayashi, 2013; Rudolph et al., 2015). However, more slabs evidently flatten in the mantle transition zone compared to 1,000 km depth (Fukao & Obayashi, 2013; Fukao et al., 2009; Goes et al., 2017). The largest horizontal slab in the transition zone occurs below east Asia, and Ma et al. (2019) show that close matches with seismic images can be obtained with a jump in viscosity of 30–50 times from upper mantle to lower mantle and a postspinel Clapeyron slope of −1.5 MPa/K with spherical convection models that explicitly incorporate the detailed plate kinematics of Asia and the Pacific. A recent review argues that the viscosity increase (20–50 times) between the upper and lower mantle, postspinel phase change (−1 to −2 MPa/K) and trench retreat are all necessary conditions to cause slabs to flatten within the mantle transition zone (Goes et al., 2017). Moreover, recent self-consistent mantle convection models show that if there is merely a viscosity jump at the depth of 1,000 km, then stagnation of subduction in the uppermost lower mantle will be absent, inconsistent with seismological observations (Wang & Li, 2020). Therefore, the observations of stagnated slabs seem to require both an increase in viscosity and a phase change near 660 km depth. In addition, some slabs appear to be approximately horizontal near a depth of 1,000 km (e.g., Kurile, Kermadec, and Indonesia). We do not know if it is a transient phase or long-term stagnation and its mechanism is not clear. With time-dependent inverse models that integrated plate kinematics, seismic images, basin subsidence, and surface state-of-stress, Yang et al. (2016) argued that the large seismic anomaly above 1,000 km depth below Indonesia was a relic of a previous horizontal slab at 660 km depth that has been slowly falling into the lower mantle. The initial descent of that horizontal slab into the lower mantle induced surface subsidence and compression during the Miocene. Alternatively, Ballmer et al. (2015) suggest that compositional mantle layering can render slabs neutrally buoyant at the top of the lower mantle. Other factors will require additional work, including trench retreat velocity and the history of subduction. However, integrating slab state-of-stress, as we have done, in models that also match a variety of time-dependent surface observations (e.g., Yang et al., 2016) could resolve the uncertainty associated with estimates of mantle viscosity within the transition zone.

5. Conclusion

We develop a series of dynamic models to investigate the effects of mantle viscosity on slabs that are compared against geophysical observations. We find that the LVC will substantially lower the long wavelength geoid height over slabs, reducing it to only ∼10 m, while increasing the slab dip angle and the downdip tension within slabs at depths shallower than 300 km. A jump in viscosity at 660 km depth produces strong downdip compression throughout a slab, an outcome that will largely disappear when there is a LVC. The LVC between 660 and 1,000 km depths is not compatible with the observed long wavelength geoid and focal mechanism. Our results support a viscosity increase of 30–100 times at the 660 km discontinuity and have significant implications for interpretation of seismic tomography and the thermochemical evolution of the mantle.

Data Availability Statement

The mantle convection code Citcom is available at the website https://geodynamics.org/cig/, while model data files will be available at https://data.caltech.edu/.
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