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ABSTRACT
We present OrbNet Denali, a machine learning model for an electronic structure that is designed as a drop-in replacement for ground-state density functional theory (DFT) energy calculations. The model is a message-passing graph neural network that uses symmetry-adapted atomic orbital features from a low-cost quantum calculation to predict the energy of a molecule. OrbNet Denali is trained on a vast dataset of $2.3 \times 10^6$ DFT calculations on molecules and geometries. This dataset covers the most common elements in biochemistry and organic chemistry (H, Li, B, C, N, O, F, Na, Mg, Si, P, S, Cl, K, Ca, Br, and I) and charged molecules. OrbNet Denali is demonstrated on several well-established benchmark datasets, and we find that it provides accuracy that is on par with modern DFT methods while offering a speedup of up to three orders of magnitude. For the GMTKN55 benchmark set, OrbNet Denali achieves WTMAD-1 and WTMAD-2 scores of 7.19 and 9.84, on par with modern DFT functionals. For several GMTKN55 subsets, which contain chemical problems that are not present in the training set, OrbNet Denali produces a mean absolute error comparable to those of DFT methods. For the Hutchison conformer benchmark set, OrbNet Denali has a median correlation coefficient of $R^2 = 0.90$ compared to the reference DLPNO-CCSD(T) calculation and $R^2 = 0.97$ compared to the method used to generate the training data ($\omega$B97X-D3/def2-TZVP), exceeding the performance of any other method with a similar cost. Similarly, the model reaches chemical accuracy for non-covalent interactions in the S66x10 dataset. For torsional profiles, OrbNet Denali reproduces the torsion profiles of $\omega$B97X-D3/def2-TZVP with an average mean absolute error of 0.12 kcal/mol for the potential energy surfaces of the diverse fragments in the TorsionNet500 dataset.

I. INTRODUCTION
Theoretical chemistry is based on the strategy of using approximate methods to make predictions for chemical problems. Perhaps most notable within the field are approximations to the time-independent Schrödinger equation, yielding the electronic energy that governs chemical potential energy surfaces. While high-level wavefunction methods calculate energies to high accuracy, these methods are often too slow for use in many areas of chemical research. A pragmatic middle-ground is density functional theory (DFT), which can yield results close to chemical accuracy, often on the scale of minutes to hours of computational time. In high-throughput applications, force-field (FF) and semi-empirical quantum mechanics (SEQM) methods are often used, providing results within fractions of a second of computational time, but at the cost of a loss in the reliability of the predictions. Recent developments in machine learning models for chemistry have led to many new strategies for making energy predictions...
of molecules. Relatively few of these, however, have sufficient accuracy and chemical coverage to provide a viable replacement for quantum chemistry methods, such as DFT, without needing to retrain the model for specialized purposes. The difficulty in constructing such machine learning models that can make reliable predictions across a large fraction of chemical space is twofold: (i) the model must capture the underlying physics and (ii) relevant and well-curated training data covering the relevant chemical problems must be available.

The current paper introduces OrbNet Denali to address these issues. OrbNet Denali is a scale-up of the previously introduced orbital-based neural network potential, OrbNet, both in terms of model size and training data. On the technical side, this scale-up includes a number of practical and architectural engineering improvements to the OrbNet code, which, in turn, enables training on an expanded dataset with much a wider coverage of chemical space. OrbNet is a message-passing graph neural network that encodes a molecular system in graphs based on features from a low-cost quantum calculation. In this work, specifically, the low-cost quantum calculation is based on the GFN1-xTB method, and the features are generated from the Fock, density, orbital centroid distance, core Hamiltonian, and overlap matrices evaluated in the symmetry-adapted atomic orbital (SAAO) basis. Graph-node features correspond to diagonal SAAO matrix elements, and edge features correspond to off-diagonal SAAO matrix elements.

OrbNet Denali is trained on a new dataset of \(2.3 \times 10^6\) molecules generated from a variety of sources. The combined dataset covers a range of organic molecules and chemistries, with protonation and tautomeric states, non-covalent interactions, common salts, and counterions, spanning the most common elements in biochemistry and organic chemistry (H, Li, B, C, N, O, F, Na, Mg, Si, P, S, Cl, K, Ca, Br, and I). These combined developments enable reliable energy prediction with an accuracy comparable to DFT, i.e., the same method used to calculate the energies corresponding to the geometries in the training data. We demonstrate the performance and transferability of the trained model by benchmarking OrbNet Denali across the many diverse chemical problems in the well-established collection of benchmark sets, GMTKN55. Furthermore, we demonstrate the performance of OrbNet Denali on several other essential tasks, such as conformer scoring, non-covalent interactions, and torsional profiles.

II. METHODS

A. Training data

The main advance of this work is the expansion of the OrbNet Denali training set. The collection of training data is as described below.

1. ChEMBL molecule conformers

The ChEMBL27 database was downloaded from the ChEMBL web service. All SMILES strings containing 50 or fewer atoms of the elements C, O, N, F, S, Cl, Br, I, P, Si, B, Na, K, Li, Ca, or Mg and no isotope specifications were kept. SMILES strings that did not resolve to a closed-shell Lewis structure were discarded. All SMILES strings corresponding to molecules in the Hutchison conformer benchmark set were removed from our training dataset. (In Sec. III B, these molecules will be used to validate the model.) From this subset, a final surviving selection of 116 943 unique SMILES strings corresponding to neutral molecules was randomly chosen. Up to four conformers for each SMILES string were initially generated through the ENTOS BREEZE version 0.1.5 conformer generator and optimized at the GFN1-xTB level. For each of these four energy-minimized conformers, non-equilibrium geometries were generated using ENTOS BREEZE through either normal-mode sampling at 300 K or ab initio molecular dynamics (AIMD) sampling for 200 fs at 500 K; in both cases at the GFN1-xTB level of theory. These thermalization methods were selected randomly for each molecule with equal weight. This procedure resulted in a total of 1 771 191 equilibrium and non-equilibrium geometries.

2. Protonation states and tautomers

A subset of 26 186 SMILES strings were randomly chosen from the list of filtered ChEMBL SMILES strings described in the above text. For each of these, up to 128 unique protonation states were identified using the DIMORPHITE-DL version 1.2.4 and four of these protonation states were selected at random. The same conformer generation algorithm and non-equilibrium geometry sampling algorithms as described above were applied to the four protonation states, resulting in a total of 215 866 unique geometries. Additionally, the protonation-state sampling was applied to the SMILES strings of the molecules in the QM7b dataset, resulting in 9413 unique molecule graphs and 30 622 geometries.

3. Salt complexes and non-bonded interactions

From the list of filtered ChEMBL SMILES strings, a number of SMILES strings were selected and randomly paired with between one to three salt molecules from the list of common salts in the ChEMBL structure pipeline. This procedure resulted in a total of 21 735 salt complexes. For each of these complexes, four conformers were created through our conformer pipeline, and normal-mode sampling as described above was used to generate four non-equilibrium geometries for each conformer. This resulted in 271 084 unique geometries. Additionally, the structures in the JSCH-2005 and the sidechain–sidechain interaction (SSI) subset of the BioFragment Database (BFDb) were added to the dataset.

4. Small molecules

To avoid biasing the datasets to represent only large drug-like molecules, a list of common chemical moieties and bonding patterns in organic molecules was created and combined to generate small molecules with up to 21 heavy atoms and relatively “exotic” compositions, resulting in around 15 000 SMILES strings. For each of these, SMILES strings were created by randomly substituting hydrogen atoms for halogens and carbon for silicon. This procedure resulted in a total of 40 565 SMILES strings, for which conformers were generated through our conformer pipeline, resulting in a total of 94 588 unique geometries.

B. QM calculations

All DFT single-point calculations for the OrbNet Denali training set were carried out in ENTOS QCORE version 0.8.17 at the
ωB97X-D3/def2-TZVP level of theory using in-core density fitting with the neese = 4 DFT integration grid.35-39

In order to gauge the performance of OrbNet Denali, a number of additional reference calculations on the various test sets presented in Sec. III were carried out using a number of low-cost models. B97-3c calculations were carried out in entos qcode,23,50 while reference GFN1-xTB calculations were carried out in the xTB program.21,31,32 ANI-ccx and ANI-2x calculations were carried out using the torchani implementation,19,20,33 and finally, MMFF94 calculations were carried out using the Open Babel command-line tool.22,50

C. Training details

PyTorch37 v1.7.1 and Deep Graph Library (DGL)38 v0.6 were used to implement and train OrbNet Denali. PyTorch’s Distributed Data Parallel (DDP)39 strategy was used to train the model on multiple graphics processing units (GPUs) using data parallelism. OrbNet Denali was trained on the OLCF Summit supercomputer using 96 NVIDIA V100-SXM2 (32G) GPUs with a batch size of 4/GPU for 300 epochs, totaling 6912 GPU-hours of training. The learning rate was linearly warmed-up for the first 100 epochs and cosine annealed90 to zero for the remaining 200 epochs. During this process, the maximum learning rate was 3 × 10−4 and the model parameters were optimized with the Adam optimizer.61 The training dataset of size 1.8 TB was randomly split into four shards of equal sizes. Each Summit node, comprising six GPUs, was assigned to one of these four shards such that each shard was used on 1/4 of the nodes allocated for the training job. For example, training with 16 nodes results in each shard assigned to four nodes.

An additional model (“OrbNet Denali 10%”) was trained on a 10% subset of the training data, constructed by randomly sampling 10% of molecules or complexes in each of the various subsets of the full training dataset. All other training details were the same. Finally, we use a small set of randomly selected geometries from each subset described in Sec. II A to validate and track the model convergence during training. Table I provides a comparison of models presented in this work to previously reported OrbNet models.

The OrbNet Denali model and feature generation employed in this work are based on the model previously reported in Ref. 28. Compared to that work, four changes were made. First, the attention mechanism was replaced with the FAVOR + mechanism.82 This resulted in greatly decreased memory usage and negligible test accuracy degradation. Second, the number of message passing steps was increased from two to three. Third, batch normalization layers82 were replaced with layer normalization layers83 without affine transformations to facilitate multi-GPU training. Finally, the regression labels were modified to account for charged molecules.

The regression labels are

\[ E^\text{ML} \approx E^\text{DFT} = E^{\text{GFN1}} - \Delta E^\text{atoms} \]

(1)

where \( E^\text{DFT} \) is the reference DFT (i.e., \( \omega\text{B97X-D3/def2-TZVP} \)) energy and \( E^{\text{GFN1}} \) is the GFN1-xTB energy.59 In this work, \( \Delta E^\text{atoms} \) is given by

\[ \Delta E^\text{atoms} = \sum_i \Delta E^\text{f}_i - \Delta E^\text{c}_i q_i \]

(2)

where \( i \) indices atoms within a molecule, \( Z_i \) is the atomic number of atom \( i \), and \( q \) is the total charge of the molecule. \( \Delta E^\text{f}_i \) and \( \Delta E^\text{c}_i \) are parameters and are fit to \( E^\text{DFT} - E^{\text{GFN1}} \) with ordinary least squares prior to training.

The loss function used here is similar to that of Ref. 66 and contains two terms. The first term minimizes the error on the absolute energy of the every sample in the training set, while the second term relates to the relative energies of different geometries of the same molecule,

\[ \mathcal{L} = \mathcal{L}_2 \left( \hat{E}(\eta, b_\eta), E(\eta, b_\eta) \right) + \beta \mathcal{L}_2 \left( \hat{E}(\eta, b_\eta) - \hat{E}(\eta, \hat{b}_\eta), E(\eta, \hat{b}_\eta) - E(\eta, b_\eta) \right) \]

(3)

Here, \( \mathcal{L}_2 \) denotes the L2-loss function \( \mathcal{L}_2 (\hat{y}, y) = \| \hat{y} - y \|_2^2 \), while \( b_\eta \) is the geometry of a molecule sampled from the pool of geometries \( \{b_\eta\} \) for each molecule, \( \eta \), within each minibatch, and \( \hat{b}_\eta \) denotes a different randomly sampled geometry from the same molecule, \( \eta \). We used \( \beta = 9 \) in this work.

III. RESULTS

A. The GMTKN55 collection

The General Main-group Thermochemistry, Kinetics, and Non-covalent Interactions 55 (GMTKN55) dataset17 is a collection of 55 datasets aimed at probing the accuracy of quantum mechanical (QM) methods across a variety of chemical problems, ranging from reaction energies and electronic properties to non-covalent interaction energies and conformational properties. The dataset consists of 55 individual subsets with a total of 1505 relative energies based on 2462 single-point calculations. The high-level reference energies for the molecules in GMTKN55 are best-estimates calculated using a range of extrapolative protocols based on CCSD and CCSD(T) calculations collected from several different sources and most recently updated in Ref. 32.

Commonly, the performance of QM methods on GMTKN55 is presented via aggregated scores based on weighting of the mean absolute deviation to a reference, the WTMAD-1 or WTMAD-2.
scores, with the difference between the two being the relative weighting of the individual subsets.\textsuperscript{32}

We note that we are comparing QM models and ML models that do not always provide predictions for every subset of GMTKN55, for example, due to the lack of capabilities to handle certain elements and charge- or spin-states in a model. In order to enable a fair comparison between models with varying coverage, we present WTMAD scores that are calculated only over the GMTKN55 subsets that contain elements and charge- and spin-states that are supported for each model and set the weight to 0 for the MAD for unsupported subsets. For the GFN\textsubscript{n}-xTB methods, we also exclude those datasets that contain spin-states other than singlets. Although we do note that while it is possible to run xTB calculations with unpaired electrons, these will not yield, for example, singlet–triplet splittings.\textsuperscript{32} An overview of the supported GMTKN55 subsets of each ML and xTB model compared in this text is given in the supplementary material, Table S3.

Calculating the WTMAD-1 and WTMAD-2 scores for OrbNet Denali as described above, we find the WTMAD-1 and WTMAD-2 scores to be 7.19 and 9.84 against the high-level reference energies, respectively. We note that a number of the subsets included in these weighted metrics contain examples of chemistry that are not present in the dataset used to train OrbNet Denali, for example, water clusters, C\textsubscript{60} molecules, and transition state geometries. If these “extrapolative” subsets (PA26, NBPRC, ALK8, C60ISO, WCPT18, PX13, INV24, BHROT27, BHPERI, BHDIV10, WATER27, and IDISP) are removed from the pool, the WTMAD-1 and WTMAD-2 scores are slightly changed by $-0.60$ and $+0.19$–$6.59$ and $10.03$, respectively, which indicates that OrbNet Denali is able to yield reasonable predictions for many chemical problems that are necessarily not covered by the training set.

When the weighted scores are calculated against ω\textsubscript{B97X-D3}/def2-TZVP reference energies (the same method used to generate the OrbNet Denali training data), the WTMAD-1 and WTMAD-2 scores are 6.42 and 8.40, respectively. For the version of OrbNet Denali trained on 10\% of the data, the WTMAD-1 and WTMAD-2 scores are 7.40 and 11.41, respectively, against the ω\textsubscript{B97X-D3}/def2-TZVP reference, demonstrating positive effects of increasing the dataset size.

We note that WTMAD-1 and WTMAD-2 between ω\textsubscript{B97X-D3}/def2-TZVP and the high-level reference energies are 3.37 and 5.87, respectively, which in some sense constitutes an upper bound for the accuracy vs high-level reference energies of an OrbNet model trained on ω\textsubscript{B97X-D3}/def2-TZVP data.

A graphical overview of the performance of the OrbNet Denali and the models discussed in the following compared to ω\textsubscript{B97X-D3}/def2-TZVP reference data is displayed in Fig. 1 and in the supplementary material, Fig. S1.

In comparison, the popular semi-low-cost DFT method B97-3c\textsuperscript{50} has WTMAD-1 and WTMAD-2 values for GMTKN55 of 5.76 and 10.22, respectively, compared to the high-level references, very close to the OrbNet Denali scores. For this dataset, OrbNet Denali is roughly 100 times faster than B97-3c.

Another popular family of low-cost QM methods is the series of GFN\textsubscript{n}-xTB ($n \in \{0, 1, 2\}$) methods.\textsuperscript{31,51,52} For these methods, we find the WTMAD-1 values to be 24.8, 14.7, and 12.0 for GFN0-xTB,\textsuperscript{67} GFN1-xTB,\textsuperscript{71} and GFN2-xTB,\textsuperscript{72} respectively, with the same series of WTMAD-2 numbers being 38.0, 22.6, and 18.9. We point out that GFN1-xTB is the baseline method used to generate the input for OrbNet Denali and that OrbNet Denali yields a substantial improvement to this level of theory, resulting
in DFT-quality energy predictions across the covered parts of GMTKN55.

For the machine learning potentials ANI-1ccx and ANI-2x, we calculate the WTMAD-n scores over the subsets that only contain neutral singlet molecules with the elements that are covered by the individual methods (see supplementary material, Table S3). For the ANI model that is parameterized against CCSD(T) reference data, namely, ANI-1ccx, we find the WTMAD-1 and WTMAD-2 values to be 15.5 and 24.2, respectively, compared to CCSD(T) reference data. For the ANI-2x model, which, similarly to OrbNet Denali, is parameterized on DFT-level data, WTMAD-1 and WTMAD-2 are 14.2 and 23.9, respectively, with respect to CCSD(T) reference data. These WTMAD numbers are also found in Fig. 2. A graphical overview of the performance of ANI-2x can be found in reference data. For the ANI-2x model, which, similarly to OrbNet Denali, is parameterized on DFT-level data, WTMAD-1 and WTMAD-2 are 14.2 and 23.9, respectively, with respect to CCSD(T) reference data. These WTMAD numbers are also found in Fig. 2. A graphical overview of the performance of ANI-2x can be found in reference high-level DFT-quality energy predictions across the covered parts of GMTKN55 subsets.

In terms of coverage of common chemistry problems to which a general-purpose machine learning potential can be applied, OrbNet Denali has the broadest coverage of GMTKN55, to our knowledge, of any currently existing ML-based potential. OrbNet Denali covers 37 out of the 55 subsets; the OrbNet Denali training set does not cover the elements He, Be, and Al and a few heavy metals nor spin states other than singlets, for example, used to calculate ionization potentials and electron affinities. We note that ANI-2x is parameterized from data calculated at the ωB97X-D3/def2-TZVP level, and therefore, the comparison in Fig. 1 does not reflect the true performance of ANI-2x compared to its underlying method since differences between the two DFT methods are expected.

In terms of coverage of common chemistry problems to which a general-purpose machine learning potential can be applied, OrbNet Denali has the broadest coverage of GMTKN55, to our knowledge, of any currently existing ML-based potential. OrbNet Denali covers 37 out of the 55 subsets; the OrbNet Denali training set does not cover the elements He, Be, and Al and a few heavy metals nor spin states other than singlets, for example, used to calculate ionization potentials and electron affinities. We note that ANI-2x is parameterized from data calculated at the ωB97X-D3/def2-TZVP level, and therefore, the comparison in Fig. 1 does not reflect the true performance of ANI-2x compared to its underlying method since differences between the two DFT methods are expected.

Accurate determination of the ensemble of thermally accessible conformers is key to modeling molecules. In this section, we present results for a recent benchmark of conformer energetics. This benchmark contains up to ten poses for each of ~700 drug-like molecules. Each molecule is comprised of C, H, N, O, S, Cl, F, P, Br, and I and contains between nine and fifty heavy atoms with a total charge between −1 and +2.

Accuracy in this benchmark for a given method is reported as the median \( R^2 \) value and is determined as follows. For every molecule, the correlation coefficient (\( R^2 \)) is computed between the conformer energies of that molecule and the reference DLPNO-CCSD(T) energies. The median is then taken over the set of \( R^2 \) values corresponding to all molecules in the benchmark set.

Figure 3 provides a direct comparison of OrbNet Denali to a representative sample of computational chemistry methods, including force fields, machine learning, semi-empirical, density functional theory, and wavefunction theory. For methods other than OrbNet Denali, a strong correlation is observed between accuracy
and the logarithm of the average execution time of the method. OrbNet Denali breaks this trend, providing a median $R^2$ of 0.90 ± 0.02 vs the reference DLPNO-CCSD(T) at an average execution time of approximately one second per molecule. Here, the uncertainty refers to the 95% confidence interval and is obtained by bootstrapping the dataset. GFN1-xTB, the method used to generate input for OrbNet Denali, provides a median $R^2$ of 0.62 ± 0.04 with a similar execution time to OrbNet Denali. The median $R^2$ between OrbNet Denali and ωB97X-D3/def2-TZVP, the same method used to generate the training data, is 0.973 ± 0.004, highlighting that OrbNet Denali is able to learn its underlying method to high accuracy. The OrbNet model train on 10% of the data reaches a lower median $R^2$ value of 0.94 ± 0.01 compared to ωB97X-D3/def2-TZVP, demonstrating the positive effects of increasing the amount of training data. Compared to the ωB97X-D3/def2-TZVP level of theory, which provides a similar accuracy as DLPNO-CCSD(T) with a median $R^2$ of 0.92 ± 0.02, OrbNet Denali results in a more than thousandfold speedup. This number also serves as an upper bound for the accuracy of a model trained on ωB97X-D3/def2-TZVP data and suggests that to increase the median $R^2$ for OrbNet Denali compared to DLPNO-CCSD(T), it is necessary to train on data that exceed the accuracy of DFT.

C. Non-covalent interactions (S66x10)

A standard benchmark for the accuracy of non-covalent interaction is the S66x10 benchmark set.34,70,71 This dataset consists of 66 different molecular dimers and their equilibrium geometries, along with nine additional placements along the center-of-mass axis and corresponding CCSD(T)/CBS extrapolated binding energies.

For OrbNet Denali, we find the MAE and root mean square error (RMSE) to CCSD(T)/CBS to be 0.75 and 1.01 kcal/mol, respectively. We note that these numbers are very close the MAE and RMSE for the method used to generate the training data, ωB97X-D3/def2-TZVP, at 0.70 and 0.91 kcal/mol. Comparing OrbNet Denali to ωB97X-D3/def2-TZVP, we find smaller MAE and RMSE values at 0.46 and 0.65 kcal/mol, respectively. For the OrbNet model trained on only 10% of the data, these numbers increase to 0.67 and 0.85 kcal/mol compared to ωB97X-D3/def2-TZVP, respectively, suggesting that the increased training data size is, indeed, beneficial but that it is impossible for the model to substantially surpass the accuracy of the training data. The numbers referred to in this section are summarized in Table II.

D. Torsional profiles of drug-like molecules

Another common benchmark for potential energy surfaces is the accuracy with which torsional profiles can be reproduced. The recently published TorsionNet500 benchmark35 compiles torsional profiles of 500 chemically diverse fragments containing the elements H, C, N, O, F, S, and Cl. For these torsion profiles, we have computed reference energies at the ωB97X-D3/def2-TZVP level, corresponding to the level of theory used to train OrbNet Denali. Following the work of Rai et al.,35 we benchmark the performance of OrbNet Denali by comparing several different measures of accuracy discussed in the following text. An overview can be found in Table III. The first measure is the number of torsion profiles where the Pearson correlation coefficient (R) between the reference energies and the predicted energies is greater than 0.9. For OrbNet Denali, we find this to be true for 99.4% of the profiles, while for OrbNet Denali (10%), the corresponding number is 98.8%, with average Pearson $R$ values of 0.995 and 0.988, respectively. Second, the average MAE and RMSE for the torsion profiles are 0.12 and 0.18 kcal/mol for the full OrbNet Denali models and 0.23 and 0.34 kcal/mol for OrbNet Denali (10%). Finally, both OrbNet Denali models correctly predict the location of the global minimum to within 20° and its energy to within 1 kcal/mol for all 500 profiles. (These thresholds are taken from Ref. 35.) We note that these excellent results are achieved despite that the OrbNet Denali training set contains no torsion profiles.

For OrbNet Denali’s baseline method, GFN1-xTB,31 the same figures are lower with 65.6% of the profiles having $R > 0.9$ and with an average $R$ value of 0.832 and the average MAE and RMSE of 0.94 and 1.3 kcal/mol while capturing a good minimum for 89.4% of the predicted profiles.31 Figure 4 presents 25 torsion energy profiles of OrbNet Denali vs GFN1-xTB, stratified by the error of OrbNet Denali. OrbNet Denali reproduces every point along every torsion within a chemical accuracy of 1 kcal/mol in every case. Indeed, for all but the five worst cases, the OrbNet Denali torsion profile is quantitatively identical to that of the reference method. On the other hand, GFN1-xTB shows large errors for the several torsion profiles. In some cases, the shape of the GFN1-xTB profile is qualitatively incorrect. Overall, this suggests that the accuracy of OrbNet Denali is not solely due to the use of a good baseline method, but rather that OrbNet Denali is correctly able to capture the subtle differences in the torsion profiles.

We also compare torsion profiles calculated using another well-tested and reliable DFT method, B97-3c, to our reference profiles.50 For B97-3c, the MAE and RMSE with respect to the ωB97X-D3 profile are 0.29 and 0.43 kcal/mol. While these numbers do not answer which is the more accurate DFT method, they do highlight the fact that OrbNet Denali is almost three times closer to the DFT reference than the variation between these two DFT methods. OrbNet Denali can therefore be considered on-par with DFT methods for this application.

Finally, we compare OrbNet Denali to the Merck Molecular Mechanics Force Field 94 (MMFF94) and the two ML-based...
TABLE III. The performance of eight methods on the TorsionNet500 benchmark set. The reference energies are calculated at the ωB97X-D3/def2-TZVP level of theory, except for rows marked with an asterisk (*) where values are obtained from the work of Rai et al.,35 benchmarked against a B3LYP/6-31G* reference. For a number of methods, the following statistics are shown: the percentage of the 500 torsion profiles for which the Pearson correlation coefficient (R) is greater than 0.9, the average Pearson R over the torsion profiles, the MAE and RMSE of the relative energies of the torsion profiles, and, finally, the percentage of torsion profiles where the global minimum of the profile is correct to within 20° and 1 kcal/mol.

<table>
<thead>
<tr>
<th>Model</th>
<th>% profiles with Pearson R &gt; 0.9 (%)</th>
<th>Average profile Pearson R</th>
<th>MAE (kcal/mol)</th>
<th>RMSE (kcal/mol)</th>
<th>% local minima with Δθ &lt; 20° and ΔE ≤ 1 kcal/mol (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrbNet Denali</td>
<td>99.4</td>
<td>0.995</td>
<td>0.12</td>
<td>0.18</td>
<td>100.0</td>
</tr>
<tr>
<td>OrbNet Denali (10%)</td>
<td>98.8</td>
<td>0.988</td>
<td>0.23</td>
<td>0.34</td>
<td>100.0</td>
</tr>
<tr>
<td>B97-3c</td>
<td>97.4</td>
<td>0.985</td>
<td>0.29</td>
<td>0.43</td>
<td>100.0</td>
</tr>
<tr>
<td>GFN2-xTB</td>
<td>76.4</td>
<td>0.881</td>
<td>0.73</td>
<td>1.0</td>
<td>94.0</td>
</tr>
<tr>
<td>GFN1-xTB</td>
<td>65.6</td>
<td>0.832</td>
<td>0.94</td>
<td>1.3</td>
<td>89.4</td>
</tr>
<tr>
<td>GFN0-xTB</td>
<td>52.6</td>
<td>0.748</td>
<td>1.2</td>
<td>1.7</td>
<td>85.0</td>
</tr>
<tr>
<td>MMFF94</td>
<td>54.2</td>
<td>0.760</td>
<td>2.4</td>
<td>5.2</td>
<td>75.2</td>
</tr>
<tr>
<td>ANI-2x</td>
<td>73.2</td>
<td>0.899</td>
<td>1.3</td>
<td>1.9</td>
<td>91.8</td>
</tr>
<tr>
<td>ÂNI-2xÂ35</td>
<td>54.0</td>
<td>0.75</td>
<td>1.4</td>
<td>2.0</td>
<td>66</td>
</tr>
<tr>
<td>ÂTorsionNetÂ35</td>
<td>79.0</td>
<td>0.91</td>
<td>0.7</td>
<td>1.3</td>
<td>83</td>
</tr>
</tbody>
</table>

FIG. 4. The charts show torsional profiles of 25 drug-like molecules from the TorsionNet500 database,35 stratified to represent quintiles of the OrbNet Denali error relative to the same torsional profiles calculated at the ωB97X-D3/def2-TZVP level of theory, shown as a reference (black). Additionally, the same torsion profiles are shown for OrbNet Denali’s baseline method, GFN1-xTB (red).
The accuracy of OrbNet Denali is comparable to that of modern DFT functionals, such as B97-3c, as demonstrated on several benchmark datasets. For the GMTKN55 benchmark set, 37 of the subsets can be evaluated with OrbNet Denali, only limited by the Periodic Table coverage and ability to handle non-singlet spin states. For these 37 subsets, the WTMAD-1 and WTMAD-2 scores were found to be 7.19 and 9.84, respectively, which is on par with many DFT functionals. 10 For non-covalent interactions, OrbNet Denali reaches chemical accuracy for the dissociation curves of the 566x10 datasets. We find that OrbNet Denali performs conformer scoring on the Hutchison benchmark set with an accuracy of 0.90 ± 0.02, which is better than some of the common DFT functional tested.

Finally, we report that OrbNet Denali reproduces the torsional profiles of 500 drug molecules in accordance with the reference model (ωB97X-D3//def2-TZVP) to an MAE of only 0.12 kcal/mol and, in all cases, was able to identify the correct global minimum within 20°.

OrbNet Denali learns the difference between the GFN1-xTB baseline energy and ωB97X-D3//def2-TZVP reference energies. Here, we note that, even in cases where the baseline method gives a qualitatively wrong description of the chemistry (such as incorrect torsional minima for some TorsionNet500 fragments and very large MAE in several GMTKN55 subsets), we observe that OrbNet Denali yields consistent energy predictions in good agreement with the reference DFT energies and therefore is not contingent on the accuracy of the baseline model.

Although our training data do not contain molecular systems similar to many of the systems in the GMTKN55 dataset, dissociation curves, or torsion profiles, OrbNet Denali, nevertheless, captures the correct physical behavior with very little error when compared to the reference model. This observation inspires confidence in future development of new OrbNet models. Natural developments will include training a larger model on more data, spanning even broader swaths of chemical space (and of the Periodic Table). Since the reference model could in many cases be reproduced with an error much smaller than the inherent error of the reference model itself, another potential path of development seems to be retraining the model on data obtained using higher level methods, such as coupled cluster theory, for example, through transfer learning.

We emphasize that even without these further developments, OrbNet Denali provides an exceptionally efficient drop-in replacement for DFT energy predictions for biological and organic chemistry.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional data on GMTKN55 benchmarks, including the MAE for every GMTKN55 subset for every method discussed in the main text, where applicable, and a table containing the GMTKN55 coverage for these methods.
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methods, ANI-2x and TorsionNet. The MMFF94 force field is found to have the lowest accuracy of capturing the ωB97X-D3//def2-TZVP predicted minima, only finding the right minimum within the tolerance 75.2% of the time and with higher MAE and RMSE across the torsion profiles, at 1.4 kcal/mol and 5.2 kcal/mol, respectively. For ANI-2x, we find that a low-energy minimum is captured within the 20° tolerance with a 91.8% success rate, compared to the ωB97X-D3//def2-TZVP reference torsion profiles, which is better than MMFF94, GFN0-xTB, and GFN1-xTB. We note that ANI-2x is parameterized against ωB97X/6-31G(d) reference data, and therefore, it is possible that if that combination of DFT functional and basis set had been used to generate the reference curves, ANI-2x would have improved statistics in this test.

ANI-2x—while having better accuracy at finding the low-energy minima correctly—comes out with a larger MAE and RMSE than GFN0-xTB and GFN1-xTB due to the underestimation of the rotational barriers.

In addition to these numbers, we highlight the same benchmarks from Ref. 35, which compares ANI-2x and TorsionNet on the same structures, but against B3LYP/6-31G(d) energies. We preface this by noting, again, that ANI-2x is parameterized against ωB97X/6-31G(d) reference data, while TorsionNet is parameterized against B3LYP/6-31G(d) reference data, so it is possible that our reference data provide a more fair reference for ANI-2x. 10 Against the B3LYP/6-31G(d) reference, TorsionNet is able to locate the low-energy minima with 83% success and ANI-2x with 66% success. The MAE and RMSE for TorsionNet against its torsion profile calculated at its own reference level of theory are 0.7 and 1.3 kcal/mol, respectively, while the MAE and RMSE for ANI-2x are 1.4 and 2.0 kcal/mol, respectively, which is within 0.1 kcal/mol from the same values vs the ωB97X-D3//def2-TZVP reference.

IV. CONCLUSIONS

We have presented a machine learning model, OrbNet Denali, that enables highly efficient energy prediction across broad swaths of chemical space relevant to biochemistry and organic chemistry applications.

The computational cost of running OrbNet Denali consists of the time spent to run the GFN1-xTB featurization plus additional overhead of running the inference. In our current central processing unit (CPU)-based implementation, the cost of inference is roughly comparable to that of running the GFN1-xTB featurization for molecules of the size presented in this paper. We note that large speedups on these steps are expected for a GPU-based implementation of OrbNet inference.

The accuracy of OrbNet Denali is comparable to that of modern DFT functionals, such as B97-3c, as demonstrated on several benchmark datasets. For the GMTKN55 benchmark set, 37 of the subsets can be evaluated with OrbNet Denali, only limited by the Periodic Table coverage and ability to handle non-singlet spin states. For these 37 subsets, the WTMAD-1 and WTMAD-2 scores were found to be 7.19 and 9.84, respectively, which is on par with many DFT functionals. 10 For non-covalent interactions, OrbNet Denali reaches chemical accuracy for the dissociation curves of the 566x10 datasets. We find that OrbNet Denali performs conformer scoring on the Hutchison benchmark set with an accuracy of 0.90 ± 0.02, which is better than some of the common DFT functional tested.


