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Abstract

In-time and accurate assessments of on-road vehicle emissions play a central role in urban air quality and health policymaking. However, official insight is hampered by the Inspection/Maintenance (I/M) procedure conducted in the laboratory annually. It not only has a large gap to real-world situations (e.g., meteorological conditions) but also is incapable of regular supervision. Here we build a unique dataset including 103831 light-duty gasoline vehicles, in which on-road remote sensing (ORRS) measurements are linked to the I/M records based on the vehicle identification numbers and license plates. On this basis, we develop an ensemble model framework that integrates three machine learning algorithms, including neural network (NN), extreme gradient boosting (XGBoost), and random forest (RF). We demonstrate that this ensemble model could rapidly assess the vehicle-specific emissions (i.e., CO, HC, and NO). In particular, the model performs quite well for the passing vehicles under normal conditions (i.e., lower VSP (< 18 kw/t), temperature (6 ~ 32 °C), relative humidity (< 80%), and wind speed (< 5m/s)). Together with the current emission standard, we identify a large number of the ‘dirty’ (2.33%) or ‘clean’ (74.92%) vehicles in the real world. Our results show that the ORRS measurements, assisted by the machine-learning-based ensemble model developed here, can realize day-to-day supervision of on-road vehicle-specific emissions. This approach framework provides a valuable opportunity to reform the I/M procedures globally and mitigate urban air pollution deeply.
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1 Introduction

Global urbanization and vehicle population grow mutually (Gentner et al., 2017; Kelly and Zhu, 2016). A common consequence is the excessive dependence on fossil fuels and thus urban air pollution (Daellenbach et al., 2020; Grange et al., 2017). Particularly, on-road vehicle emissions, like carbon monoxide (CO), nitric oxide (NO), and Hydrocarbons (HCs), play a key role in forming atmospheric ozone and fine particulate matter, resulting in global health concerns (Anenberg et al., 2017; Buckeridge et al., 2002; Dedoussi et al., 2020; Reyna et al., 2015). Hence, in-time and accurate assessments of on-road vehicle emissions are essential for air quality and epidemiological policymaking. However, official insight primarily relies on required Inspection/Maintenance (I/M) procedures for vehicle-specific emissions, which are incapable of regular (e.g., daily) real-world supervision of a large gap to the real-world conditions (e.g., meteorological conditions) (Bishop and Stedman, 2008; Huang et al., 2020b). Early measurement studies have presented a consensus that there is a heavy-tail distribution of on-road vehicle emissions. The top 10% of vehicles are typically responsible (i.e., > 50%) for the total emissions of the vehicle fleet, while the overwhelming majority emit minimal emissions, regardless of model years (Huang et al., 2020b; Wu et al., 2011). With this background, there is thus a valuable
opportunity for air quality management to screen real-world vehicles regularly. On this basis, to determine whether to oblige them to retake a part in the I/M procedures or exempt them is a potential achievement of policy reform.

To this end, numerous instrument approaches have been increasingly applied to assess on-road vehicle emissions at a high resolution globally, such as On-Board Diagnosis (OBD) (Tan et al., 2019), On-Board Portable Emissions Measurement (OBPEM) (Zhu et al., 2020), and On-Road Remote Sensing (ORRS) (Davison et al., 2021). The OBD technique is a comprehensive electronic system embedded in vehicles, collecting real-world operating data but unable to report emissions. By comparison, the PEM method is also embedded but directly measures the vehicle emissions. Yet, they both have not been universally applied due to huge expenses. To date, ORRS has been routinely applied in the United States for decades (Bishop and Haugen, 2018), followed by Europe (e.g., United Kingdom, Spain, Sweden, and Switzerland) (Chen et al., 2020; Chen and Borken-Kleefeld, 2014; Ekström et al., 2004; Grange et al., 2020; Pujadas et al., 2017) and, more recently, in China (Huang et al., 2019, 2018; Sun et al., 2017; Wu et al., 2017). ORRS can provide economic and promising measurements for on-road vehicle emissions. Typical ORRS campaigns last from days to weeks, with up to millions of records, and recent advances combine different ORRS campaigns to explore long-term ORRS records (e.g., for decades).

However, there is a knowledge gap in reliably inspecting the emissions of a certain vehicle (i.e., vehicle-specific emissions) using ORRS. Multiple real-world drivers affect the ORRS consequences non-linearly and substantially, primarily including the meteorological conditions (e.g., relative humidity and pressure) (Carslaw et al., 2019; Davison et al., 2021; Grange et al., 2019; Huang et al., 2020a, 2020b; Jimenez et al., 1999). As a result, previous studies generally found a large gap in the measurements between ORRS and PEM or the I/M procedures, such that neither PEMs or the I/M procedures can directly validate ORRS results. In turn, relying solely on ORRS, without the consideration of real-world drivers, is prone to misidentify high- or low-emitting vehicles.

To address this issue, scientists make considerable efforts to develop modelling approaches. These models fall into several classes, including simple or compound regression models (Smit et al., 2019), chemical transport models (Huang et al., 2020a), and, most recently, machine learning models (Kang et al., 2021), each with different strengths and limitations. As an emerging technique, machine learning, such as neural network (NN) (Anthony and Bartlett, 2009), random forest (RF) (Pal, 2005), and extreme gradient boosting (XGBoost) (Chen et al., 2015), has a great advantage in representing non-linear relationships, conducive to enhancing the prediction ability in terms of accuracy. Hence, given the complex impacts of those real-world drivers on ORRS, machine learning algorithms offer a potential alternative to characterize the non-linear relationships between the ORRS and I/M measurements. On this basis, ensemble approaches have been developed to integrate diverse base machine learning algorithms and incorporate their predictions (Di et al., 2019; Requia et al., 2020; Shtein et al., 2019). In so doing, it is projected that they could exploit multiple predictive power and thus outperform the performance of individual algorithms. Wolpert et al. first demonstrated the combination of multiple statistical models that further enhanced the robustness and accuracy of the base models (Wolpert, 1992). This kind of method emerged in spatiotemporal issues but has not been extended to understand the ORRS measurements by far, or to grade vehicles in terms of emissions. Recent studies generally focus on air pollution prediction, which apply machine-learning-based ensemble
models to predict the spatiotemporal distributions of air pollutant concentrations over different regions (e.g., China, Europe, and the United States), and, as expected, exhibit an advantage over the individual models and high performance (Di et al., 2019; Requia et al., 2020; Shtein et al., 2019).

Here, we address a unique dataset that covers a large count of the ORRS-based, I/M-based vehicle-specific emission measurements and the associated real-world drivers (e.g., the meteorological conditions). The information is in one-to-one correspondence and comprehensively covers a broad spectrum of light-duty gasoline vehicles in China and a wide range of real-world states. On this basis, we develop an ensemble model framework that integrates three machining learning algorithms (i.e., NN, RF, and XGBoost). The objective is to rapidly assess on-road vehicle-specific emissions and further distinguish dirty or clean vehicles. The underlying assumption is that each algorithm has its exclusive merits and limitations (Requia et al., 2020). The consequent ensemble model thus incorporates these heterogeneous predictions and is beneficial for our objective. We evaluate our model performance by exploring its ability to assess on-road vehicle-specific emissions. Our results demonstrate that the ORRS, assisted by the machine-learning-based ensemble model, can realize day-to-day supervisions of on-road vehicle emissions and thus be central to urban air pollution mitigation.

2 Materials and Methods

2.1 On-Road Remote Sensing Measurements

We conducted a long-term ORRS field campaign (i.e., from May 2020 to November 2020) at two roadside sites in Hangzhou (Fig. 1). We made data collection (i.e., 114356 records) for 103831 light-duty gasoline vehicles (i.e., LGVs). Note that these vehicles were the results of matching with the I/M dataset, as detailed in Sect. 2.2. Each record contained a set of the real-world activities and emission information. Specifically, for LGV, CO, HC, and NO emissions, instantaneous speeds and accelerations were measured concurrently. This ORRS technique has been used and discussed extensively in previous studies. First, a remote vehicle tailpipe exhaust sensor, as the key core of ORRS, consists of a light detector situated on one side of the road and a receiver on the other side. The former was equipped with two dispersive ultraviolet spectrometers for NO (198 ~ 227 nm) and four nondispersive selenide infrared sensors for CO (3.6 μm), CO₂ (4.3 μm), HC (3.3 μm), and a reference channel (3.9 μm). In theory, the light transmitted through the vehicle exhaust plumes would be attenuated proportionally with the gas-phase emission concentrations. Consequently, each gas was detected as a molar ratio to CO₂ (i.e., CO/CO₂, HC/CO₂, NO/CO₂). We also applied an external reference gas to conduct regular calibrations in order to avoid possible instrument drifts caused by atmospheric pressure, temperature, or background pollutants. This reference gas was stored in three calibration cylinders, containing 6% CO, 0.3% NO, 0.6% propane, and 15% CO₂ and certified to ± 2% accuracy.

For the passing vehicles, instantaneous speeds and accelerations were also measured via a pair of parallel infrared beams. The detectors were approximately 0.3 meters above the ground and 10 meters apart. Simultaneously, their license plates were extracted automatically via an image recognition algorithm based on their video images. Once the local vehicles passed
the sample sites, their detailed information could be retrieved from the official I/M database, which we discussed in the following section. Along with the ORRS-based emissions and operating modes, meteorological factors, including temperature, relative humidity, wind speed, and pressure, were recorded. Note that, once relative humidity and temperature exceed 95% and 40°C, respectively, the ORRS measurements would lack robustness and thus be eliminated. The occurrence probability of this case was 6.56% (i.e., 7498 records).

2.2 Vehicle Inspection/Maintenance Measurements

The official dataset of the I/M measurements provided a collection of records for 153481 LGVs registered in Hangzhou. On request, the vehicle-specific static attributions need to be inspected annually, including vehicle identification number (VIN), model year, accumulated mileage, capacity, wheelbase, and maximum horsepower. A large number of studies have proved that these underlying features are closely related to the final emission magnitudes and should thus be considered in the emission models. Along with these static features, the vehicle-specific emissions, including HC, CO, and NO, were measured via the probe in the tailpipe. For a certain vehicle, its static features and emission measurements were both assembled into a single record based on the unique VIN and license plate.

2.3 Model Building and Evaluation

We developed an ensemble model that combined multiple machine-learning models to optimize the estimates of real-world vehicle-specific emissions via the ORRS measurements. Such a model exploited the advantages of each model and potentially outperformed the individual. The following two stages have been used to develop the ensemble model: (i) We predicted the real-world vehicle-specific emissions using three individual models: NN (Anthony and Bartlett, 2009), RF (Pal, 2005), and XGBoost (Chen et al., 2015); (ii) We then fitted an ensemble model based on the cross-validated estimations from those three models.

2.3.1 Machine-Learning Models

The ensemble model depended on three representative machine-learning methods, i.e., NN, RF, and XGBoost, to reconstruct an ensemble of predictions from different machine-learners. First, we adopted a fully connected NN learner (FCNN) (Chang, 2012) and established two hidden layers, both with 256 nodes. In theory, the FCNN has a powerfully learning ability but possibly overfits, leading to a remarkable variance in predictions. To prevent overfitting, we applied a dropout layer for each dense layer, which is a technique to randomly drop units from the fully connected neural network during training (Srivastava et al., 2014). Second, RF offered distinct advantages by comparison because the sampling process made full use of the randomness (Pal, 2005). Therein each decision tree was built upon a bootstrap sample of the data and enabled the successive input variables. When the desirable number of trees were trained completely, the average of their outputs would be treated as the final ensemble prediction. Given this mechanism, an increasing number of trees would inevitably lead to more time-consuming training.
XGBoost was developed based on the gradient boosting decision trees (Chen et al., 2015). In contrast to RF, where the trees were independent, such trees in XGBoost were dependent. In theory, each new tree was built to predict the residuals of prior trees. This indicates that it focused on investigating the performance of the previous trees. Then the total trees were collected to derive the final predictions. By comparison, XGBoost was of more efficient training processes and thus widely used in data mining competitions.

We applied Grid Search to optimize the hyperparameters of FCNN, RF, and XGBoost, which was a common technique to obtain optimal structures as listed in Table S1 (Probst et al., 2019). For FCNN, the optional learning rates were $10^{-3}$, $10^{-2}$, and $10^{-1}$, while the alternative dropout rates were 0.1, 0.2 and 0.3. The epochs ranged from 100 to 400. We selected ReLU as the activation functions in the hidden layers and the output layer, respectively, while the loss function was unified as the root-mean-square error (RMSE). For RF, the search space was: the maximum tree depths from 3 to 8, the criterion an either-or option (i.e., Gini or Entropy), the minimum sample split from 2 to 6, and the number of trees among 100, 200, 300, and 400 (Pedregosa et al., 2011); For XGBoost, the search space was: the maximum tree depths from 4 to 8; the minimum child weights from 1 to 5; the subsample ratios from 0.5 to 0.9; and the subsample ratio of columns from 0.5 to 0.9. On this basis, we needed to avoid these machine learning models being overfitted. Hence, only the parameters that were of high evaluation statistic Gains (> 0.01) were considered. This index indicates the degree of the accuracy improvement after splitting on the corresponding feature.

### 2.3.2 Ensemble Model

We assumed that any individual algorithm has its own advantages and limitations. To this end, we applied an ensemble method based on stacked generalization to enhance the strengths of different machine learning algorithms and to offset their weaknesses. The objective is to further optimize the predictions of the vehicle-specific emissions via the individual machine learners (FNN, RF, and XGBoost).

Here, a two-layer stacked ensemble model was proposed (Fig. 2). The first layer assembled FCNN, RF, and XGBoost methods to exploit original vehicle-specific features and achieve initial predictions. It can be viewed as a means of integrating the errors of all base generalizers when working on a particular learning set. To correct the prediction residuals and avoid overfitting, we further trained a higher but simpler meta-model (i.e., XGBoost), generating final predictions for each pollutant from a certain vehicle. Hence, the over framework of this ensemble model could be regarded as a super multi-layer perceptron that utilized the individual model as neural units of the hidden layer and the meta-model as the final units of the output layer with the objective of maximizing prediction accuracy, generalizability, and robustness.

### 2.3.3 Mechanistic Interpretation

For complex machine-learning models, mechanistic interpretations regarding how features affect predictions is often desirable and at times mandatory. Here, to understand the mechanistic principles of the ensemble model, we calculated the Shapley values to quantify the contributions of the input factors (Sundararajan and Najmi, 2020; Zhang et al., 2020). The
detailed information was illustrated in SI and the detailed explanation is shown. A negative or positive Shapley value signified that the corresponding feature pushed the predictions towards the negative or positive directions, respectively. In this study, there were 25 input factors that were considered in the above machine learning models, as summarized in Table S2, thus corresponding to 25 Shapley values. Hence, the mean Shapley (MS) value for the feature \( i \) represented the positive and negative contributions of the input factor (i.e., independent variable) to the predicted vehicle-specific results (i.e., dependent variables). Besides, all Shapley values for a feature \( i \) were used to calculate its mean absolute Shapley (MAS) value. The overall impacts of each input factor can thus be quantified by the MAS values. The higher the MAS value, the more substantial the factor that affects the model estimations.

### 2.3.4 Model Evaluation

The ORRS measurements of on-road vehicle emissions served as input variables of the three machine learning algorithms. The matched I/M measurements based on the VINs were the dependent variables. They were split into the training and testing groups and thus cross-validated the model performance. Given that we first performed the individual machine-learners and then implemented an ensemble model, the cross-validation was designed separately to avoid overfitting. The model validation was operated through two substages (Fig. 2):

1. We applied the 10-fold cross-validation to evaluate the performance of the individual machine learning models (i.e., FNN, RF, and XGBoost). Specifically, we divided all the I/M measurements into ten splits. We first applied the individual machine learning model (i.e., FNN, RF, and XGBoost) to predict the vehicle-specific emissions for 10% of the I/M measurements. Besides, 80% of the I/M measurements were used to train these models. The remaining 10% was kept aside for cross-validating the results of the individual machine learning models.

2. In the second sub-stage, the cross-validated results and predictions in the first substage were integrated into the new training and test datasets, respectively. On this basis, the predictions of the meta learner (i.e., XGBoost) would serve as the final predictions of the ensemble model.

As a result, all the predictions can be compared to the I/M measurements. To understand the model performance, we utilized four statistic indexes, including coefficient of determination (\( R^2 \)), RMSE, Slope, and Intercept, to evaluate the predictions. The significances of these indexes were described as follows (Shtein et al., 2019):

(i) \( R^2 \): The measured and predicted vehicle-specific emissions, including HC, CO, and NO emissions, were regressed. On this basis, the explained variances were calculated;

(ii) RMSE: This parameter represents a summary measure of the prediction errors. It was calculated as the square root of the mean quadratic differences between the measured and predicted vehicle-specific emissions;

(iii) Slope and Intercept: The two parameters represent the multiplicative bias and the additive bias of the predictions. They were calculated as the coefficient and intercept from the linear regression between the measured and predicted vehicle-specific emissions.
On the basis of the reliable predictions, we could empirically find two thresholds that can screen the over standard and standards-compliant vehicles. The standards came from the official guideline (Jiang et al., 2020; Sun et al., 2020), e.g., 8 g/km for CO, 1.6 g/km for HC, and 1.3 g/km for NO. Therefore, a more flexible policy for vehicle emission controls can be derived. At first glance, the standards-compliant vehicles might not need to participate in the annual I/M procedures (i.e., Free-I/M vehicles). In contrast, the over standard ones would be required to be re-inspected as soon as possible (i.e., Re-I/M vehicles). Note that, for a certain vehicle, it would be treated as a Re-I/M vehicle once any pollutants were over the standards, while only if all pollutants were up to the standards could it be recognized as a Free-I/M vehicle. The rest of the vehicles need to go through the I/M procedures regularly.

Hence, we need to investigate the robustness of the ensemble model in classifying the vehicles. We employed a Monte Carlo approach (Chen et al., 2019) that included T-fold random sampling simulations. Here, given sufficient T repetitions, e.g., 500 times, it was possible to investigate the statistical robustness of those thresholds. Specifically, in each sampling simulation, we randomly selected different sub-datasets as the alternative cross-validation dataset. Each sub-dataset had n records that depended on the actual demands, the ratios of the over standard vehicles to the standards-compliant ones (i.e., in term of the official guideline) were equal to the full dataset. Previous studies have demonstrated that such bootstrap samplings could be used to asymptotically infer the true thresholds and the robustness of our ensemble model (Chen et al., 2019).

To quantify the robustness of the predicted Free-I/M or Re-I/M thresholds for a given pollutant, we applied two statistic indexes, including the relative error (RE) and absolute error (AE), which were calculated as follows:

\[ \text{RE} = \left| \frac{x_i^- - x}{x} \right| \times 100\% \quad (\text{Eq. 2}) \]
\[ \text{AE} = \left| x_i^- - x \right| \quad (\text{Eq. 3}). \]

Therein \(x\) denoted the predicted threshold based on the universal dataset, which was treated as the reference threshold. The T-time simulations generated a series of the predicted thresholds \(x_1, \ldots, x_i, \ldots, x_n\) based on the sample sub-datasets. The \(x_i^-\) is the average predicted thresholds of the T-time simulations. Lower \(\text{RE}\) and \(\text{AE}\) corresponded to greater confidence of the predictions.

3 Results and Discussion

3.1 Model Validation

Figure S1 shows the ORRS-based and I/M-based vehicle-specific relationships between the emissions (including CO, HC, and NO) and the vehicle-specific features (e.g., Accumulated Mileages and Model Years). As shown in the descriptive statistics, the median of the vehicle-specific HC emissions from the former was 15 ppm, while that from the latter was 0.05
Despite this initial indication, the machine learning models for different measurement systems (i.e., ORRS and I/M measurements) presented similar distributions across these features. For instance, from the perspective of accumulated mileages, most (80%) of the ORRS-based vehicle-specific HC emissions ranged from 0 ~ 63 ppm, while most of the I/M-based results ranged from 0.01 ~ 0.12 g/km. This indicates that the machine learning models have a large potential to mine the quantitative relationships between the ORRS-based and I/M-based datasets. In addition, such relationships were also affected substantially by the meteorological conditions. These factors, like temperature, relative humidity, wind speed, and pressure, were summarized in Table S2. For instance, the ORRS-based vehicle-specific emissions responded strongly to the varying temperature, relative humidity, and wind speed (Fig. 3). Thus, it is projected that all these factors likewise played a key role and should serve as the key input data of the individual machine-learning models. We should note that no matter for predicting CO, HC, or NO, wind speed, relative humidity, and temperature were the first three meteorological factors that had the greatest impacts on the ensemble model. Yet, the inherent scientific mechanism remained unclear and should be further explored.

Figure 4 presents the cross-validation of the predicted vehicle-specific emissions (including CO, HC, and NO) via NN, RF, XGBoost, and their ensemble model. The detailed statistics were also summarized. We found that the performance of the single machine learning models varied across pollutants (i.e., HC, CO, and NO) but was quite close for a certain pollutant. For HC and CO, the cross-validation $R^2$ of XGBoost (0.86, 0.84) was significantly higher than that of FCNN (0.81, 0.82) or RF (0.76, 0.80). Also, XGBoost was of the lowest RMSE (0.12, 1.97), and the closest to 0 Intercept (0.00, -0.10), and the closest to 1 Slope (1.04, 1.04), indicating a minimum bias among the individual models. In contrast, the NN model performed the best (RMSE: 0.20; $R^2$: 0.85; Intercept: 0.04; Slope: 0.96) for NO, followed by XGBoost (RMSE: 0.22; $R^2$: 0.81; Intercept: 0.05; Slope: 1.03) and XX (RMSE: 0.25; $R^2$: 0.74; Intercept: 0.10; Slope: 1.06). More importantly, for any vehicle-specific emission pollutants, the overall model performance of the ensemble model outperformed those from any single algorithm, with the lowest RMSE (0.10, 1.80, 1.90), the highest $R^2$ (0.93, 0.88, 0.89), the closest to 0 Intercept (0.01, 0.00, -0.03), the closest to 1 Slope (1.01, 1.01, 1.02) (for HC, NO, and CO, respectively). Collectively, our findings support the initial hypothesis that an ensemble model might have an advantage over the individual models. This is due to its ability to incorporate multiple predictions from different machine-learners.

To further explore the model performance, we investigated the responses of the ensemble model performance to the varying vehicle-specific features. Figure S2 shows the cross-validated NO results of different models across different vehicle-specific features, including wheel base, torsion, fuel tank capacity, and maximum horsepower. For each vehicle-specific feature, the vehicle population consistently presented an approximately normal distribution. On this basis, three bins were divided according to the magnitudes of the feature. Overall, we found that the performance of the models varied across different features. This exhibition was expected given their potentially distinct roles in affecting the model estimations. It should be noted that, for each case, the ensemble model consistently had the best performance. On the other hand, even for each feature, the performances of the models varied across different bins because of different input amounts. Hence, the peak bin contained the most input data, while the bottom bin had the least data, as shown in Fig. S2. By comparison, the ensemble
For instance, in terms of the wheel base, the predictions of the ensemble model for the peak bin had the highest \( R^2 \) (0.91) and the lowest RMSE (0.17), and those for the bottom bin also presented the similar performance, with the highest \( R^2 \) (0.87) and the lowest RMSE (0.19). Performance was relatively weak, but still excellent, for the peak bin of the torsion (RMSE: 0.18; \( R^2 \): 0.88; Intercept: 0.00; Slope: 1.00) and the bottom bin of the maximum horsepower (RMSE: 0.17; \( R^2 \): 0.88; Intercept: 0.01; Slope: 1.01) vehicles. In terms of wheel base, the ensemble model had the best performance for vehicles with high wheel base with \( R^2 \) equal to 0.91. In terms of maximum horsepower, the ensemble model results show relatively little variations with \( R^2 \) ranging from 0.87 to 0.88, RMSE ranging from 0.17 to 0.19. Similar performances were also found in the cross-validated CO and HC results (Figs. S3 and S4). Therefore, the ensemble model classified by any vehicle-specific attributions outperformed the individual machine learning models. Note that a bit of overfitting might remain, which is inevitable to some extent when applying machine learning techniques, given the relative scarcity of available historical data.

Finally, the remaining test dataset was used to evaluate the predictive power of the ensemble model (Fig. 5). Overall, the predicted vehicle-specific emissions were close to the I/M results. For instance, the predicted results for HC and NO were of robust evaluation statistics (RMSE: 0.12; \( R^2 \): 0.94; Intercept: 0.02; Slope: 0.95 for HC, and RMSE: 0.21; \( R^2 \): 0.89; Intercept: -0.01; Slope: 1.03 for NO). By comparison, the ensemble model performed better on CO with a steeper slope (1.02), increased \( R^2 \) (0.88), decreased RMSE (2.01), and decreased Intercept (0.02). To sum up, our hundreds of randomized trials on the model trainings, CVs, and evaluations show that the prediction results of the ensemble model can be potentially treated as rapid inspections for vehicle-specific emissions.

### 3.2 Mechanistic Interpretation

Figure 6 illustrates the MS and MAS values for each input variable for the predicted vehicle-specific emissions (i.e., CO, HC, and NO) via the ensemble model. For a certain feature, its contributions to the prediction were not changeless, or even overturned (Fig. S5). At some time, the temperature, relative humidity, and wind speed made positive contributions to the final predictions, as defined by the positive Shapeley values. At other times, the meteorological input variables made negative contributions to the results, as indicated by the negative Shapley values. After summing these positive and negative Shapley values, we obtained the net MS values (Fig. 6). The positive net MS values occurred in acceleration, velocity, fuel tank capacity, vehicle volume, temperature, and model year. This indicates that these input variables contributed positively to the ensemble model. In particular, acceleration made the most significant positive contribution to the predicted vehicle-specific emissions, followed by velocity, fuel tank capacity, vehicle volume, temperature and model year. In contrast, accumulated mileage, VSP, RS_NO, and wind speed made the largest negative contributions. Besides, the contributions of maximum horsepower, relative humidity, torsion, and engine type were either positive in some cases or negative in others, and their summed net MS values were small. It should be noted that such positive and negative patterns of these MS values kept stable for different pollutants.
From another perspective, for any pollutant, RS_HC, RS_CO, RS_NO, accumulated mileage, VSP, acceleration, and velocity were consistently the most influential factors that exhibited the largest MAS values (Fig. 6). This result was consistent with the traditional mechanisms in a large number of bottom-up emission models. Nevertheless, there were substantial differences in the MAS values between different pollutants. For CO, the MAS values of the RS_CO, RS_HC, RS_NO, Velocity, VSP, and accumulated mileage were up to 2.70, 2.63, 1.97, 1.09, 0.67 and 0.52, respectively, significantly higher than those (< 0.5) of other factors (e.g., total mass, relative humidity, and wind speed). For NO and HC, RS_HC, RS_CO, RS_NO, and accumulated mileage yielded much more contributions (> 0.08 and >0.11, respectively) to the predicted results. This indicates that RS_HC, RS_CO, RS_NO, accumulated mileage, and VSP might still dominate the ORRS-based vehicle-specific emissions. Furthermore, meteorological factors cannot be neglected in the ensemble model, especially for NO and HC.

3.3 Inspection of vehicle-specific emissions

As expected, the ensemble model did not perform equally well at different emission magnitude levels, especially for high and low levels (Fig. 5). Here we first distinguished the Free-I/M and Re-I/M vehicles from the perspective of each pollutant (i.e., CO, HC, and NO). Figure 7 shows the over-standard rates of the predicted results across the I/M-based emission magnitudes. For NO, the over-standard rate was up to 100% or touched the bottom (0%) if the predicted magnitudes were larger than 0.59 g/km or lower than 2.88 g/km, much stricter than current official standards. As a result, three intervals divided by the two thresholds were achieved. The former interval corresponded to the Free-I/M vehicles, covering 5839 vehicles (60.61%), while the latter one corresponded to the Re-I/M vehicles (0.70%). For CO and HC, the intervals of the Free-I/M and Re-I/M vehicles varied to some extent. For instance, the Free-I/M vehicles decreased to 56.90% or increased to 66.66%. Collectively, a wide range of vehicles fell into the intervals of the Free-I/M (48.27%) vehicles. By comparison, the identified Re-I/M vehicles were much less (1.01%), but still covered a large number (i.e., dozens of vehicles).

The exact threshold likely depended on the cross-validation dataset, i.e., the testing group of the I/M measurements, with different settings probably leading to distinct thresholds. Using the Monte Carlo approach, we randomly selected different sub-dataset of the I/M measurements as the alternative cross-validation dataset. Each sub-dataset had records of 15000, 15.57% of the total dataset. Figure S6 presents that the thresholds for both Free-I/M and Re-I/M vehicles fluctuated narrowly (< 6.35%). Therefore, the predicted thresholds were robust on the whole and would not be influenced significantly by the specific I/M measurements.

Besides, the exact threshold was also closely related to the ORRS measurements that were affected by the ORRS sample sizes, vehicle-specific features, and meteorological conditions substantially. First, the REs and AE of the predicted NO thresholds showed as a function of the ORRS sample sizes (Fig. 8). As expected, a larger sample size led to higher confidence in predicting the thresholds. More importantly, we found the tipping points in this function. Below the tipping point, further increases in the sample size led to remarkable decreases in the REs and AE. Specifically, a sample size of approximately 10000 records was needed for the predicted Free-I/M thresholds, while a significantly large size of 14000
Despite the stark difference in the sample size, a possible consequence of the distinct shape of the Free-I/M and Re-I/M vehicle distributions, the sample size was still much less than the ORRS dataset size. Moreover, this rule was likely suitable for any vehicle-specific emissions (i.e., CO and HC) (Figs. S7 and S8). Second, vehicle-specific velocity, acceleration, vehicle mass, grad, and altitude were systematically considered in the definition of VSP (Jimenez et al., 1999). This integrated parameter has been extensively investigated in the ORRS and model analyses. Figure S9 presents the variations in the predicted vehicle-specific thresholds under various ORRS-based VSP bins. We found that the responses of the predicted thresholds to the VSP variations were mostly similar and stable. Third, stable meteorological conditions with low temperature, relative humidity, and wind speed were conducive to our ensemble model. The standard deviations and tolerated errors of the predicted thresholds kept the high certainties and stable when the ambient temperature, relative humidity, and wind speed ranged from 6°C to 32°C, from 0% to 80%, and from 0 m/s to 5 m/s, respectively (Fig. S10).

Therefore, to further improve the ensemble model performance, we could restrict the predictions to those with sufficient sample sizes and filtered vehicle features and meteorological conditions. Overall, the ensemble model performed relatively well for the passing vehicles with low temperature, relative humidity, and wind speed. As illustrated above, we filtered out the predictions for the relative humidity below 80%, the wind speed below 5 m/s, the temperature ranging from 6°C to 32°C (Fig. S11). As a result, a total of 83286 vehicles met the standard, accounting for 76.01% of the total. In this way, once the predicted vehicle-specific HC, NO, or CO emissions were larger than 2.18g/km, 2.32g/km, or 12.30g/km, respectively, the associated vehicles can be treated as the Re-I/M vehicles. On the opposite side, the Free-I/M vehicles were the ones with the lower predicted vehicle-specific HC, NO, and CO emissions (i.e., 0.62g/km for HC, 0.65g/km for NO, and 2.68g/km for CO). Consequently, the proportions of the Free-I/M and Re-I/M vehicles to the filtered vehicles were up to 74.92% and 2.33%, respectively, increasing significantly compared to those for the vehicles that were not filtered.

4 Environmental Implications

In summary, we combine the ORRS measurements, a large-scale I/M database, and three machine learning algorithms to propose a reliable ensemble model. By interpreting the ensemble model based on the Shapley values, we further show that it is necessary to include RS_HC, RS_NO, RS_CO, VSP, accumulated mileage, acceleration, velocity, temperature, relative humidity, and wind speed to build reliable predictions. Relying on this reliable model, we can establish two thresholds to screen the Free-I/M and Re-I/M vehicles. For a given ensemble model framework, there is a practical need to strengthen the robustness of the predicted thresholds by increasing the ORRS sample size. On this basis, suitable VSP and meteorological conditions are also conducive. Note that these restrictive conditions are not exacting, presenting a good opportunity for the large-scale application of our approach. Therefore, our results are important for planning official ORRS campaigns and appropriate vehicle-specific I/M strategies.

If the objective of the ORRS campaigns is government surveillance of substandard vehicles, then more aggressive thresholds are needed. This is due to the relatively high model uncertainties in determining the Re-I/M threshold. Once a predicted
vehicle-specific emission exceeds the substandard threshold, the corresponding vehicle is recognized as an illegal member and should be retested compulsively. In turn, to make our approach more inclusive, we might design the ORRS measurement campaign for exempting from the regular I/M procedures. More conservative strategies could be promoted owing to the relatively high model certainties. Whatever the target is, our approach will always capture very useful data for the whole vehicle fleet and even reform the regular I/M procedures. How robust and accurate the predicted results and thresholds are is essentially a measure of the statistical problem. To cooperate with more ORRS measurements might be helpful. Hence, either more ORRS units should be deployed to multiply the data capture, or they should be deployed to the road with higher traffic volume (Bishop et al., 2020).
Data availability. Three base machine learning models, including NN, RF, and XGBoost, which are obtained from the TensorFlow library, the Scikit Learn library, and the XGBoost library, respectively. Additional information and help are available by contacting the authors.
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Figure 1. Locations and appearances of two ORRS sample sites. The top panel shows the locations (dots) of the two ORRS sample sites. The bottom panels present their appearances and surroundings.
Figure 2. The framework of the ensemble model and its cross-validation. All I/M measurements are divided into ten splits. We apply the individual machine learning models (i.e., FNN, RF, and XGBoost) to predict the vehicle-specific emissions for 10% of the I/M measurements. 80% of the I/M measurements are used to train these models. The remaining 10% is kept aside for cross-validating the results of the individual machine learning models. On this basis, the resultant cross-validated results and predictions are integrated into a new training dataset and test dataset, respectively. The predictions of the meta learner (i.e., XGBoost) serve as the final predictions of the ensemble model.
Figure 3. The relationship between the ORRS-based vehicle-specific measurements and the varying meteorological conditions. It has shown that the ORRS-based vehicle-specific emissions respond strongly to the varying temperature, relative humidity, and wind speed.
Figure 4. Density scatterplots of the cross-validation of the predicted vehicle-specific emissions (including CO, HC, and NO) via FNN, RF, XGBoost, and the ensemble model for the validation dataset. The statistical metrics (including $R^2$, RMSE, Slop, and Intercept) and the linear regression relationship are presented in each panel. The color represents the frequency for the number of data points. The red dashed lines denote the best-fit lines through the data points.
Figure 5. The same as Fig. 4 but for the test dataset.
Figure 6. MS and MAS values for input variables for the predicted vehicle-specific emissions (i.e., CO, HC, and NO) via the ensemble model. All input variables are recorded in Table S2. The input variables with the top 20 impacts on the predicted emissions are shown here. Therein fuel tank capacity, vehicle volume, engine type, press ratio, model year, torsion, vehicle brand, fuel type, maximum horsepower, total mass, and accumulated mileage are obtained from the I/M databases, while RS_HC, RS_CO, RS_NO, velocity, acceleration, VSP, temperature, relative humidity and wind speed come from the ORR S measurements.
Figure 7. The over-standard rates of the predicted vehicle-specific emissions (i.e., CO, HC, and NO) across the I/M-based emission magnitude. For a certain pollutant, there are three intervals divided by two thresholds (blue dash lines). The former interval corresponds to the Free-I/M vehicles, while the latter one the Re-I/M vehicles. The red dash lines refer to the official emission standards. The numbers of the Free-I/M and Re-I/M vehicles are also presented.
Figure 8. ORRS sample sizes vs the REs and AEs of the predicted Free-I/M and Re-I/M thresholds. The REs and AEs of the predicted NO thresholds show as a function of the ORRS sample sizes. A larger sample size leads to higher confidence in predicting the thresholds. More importantly, we find the tipping points (Red points) in this function, below which further increases in the sample size lead to remarkable decreases in the REs and AEs. Specifically, a sample size of approximately 10000 records is needed for the predicted Free-I/M thresholds, while a significantly large size of 14000 records for the predicted Re-I/M thresholds.
Rapid Assessments of Light-Duty Gasoline Vehicle Emissions

On-road remote sensing → Machine learning → A two-staged ensemble model predictions

"Dirty" and "Clean" vehicles

Over-standard rates (100%) vs. I/M measurements (g/km)
On-road remote sensing assisted by machine learning can assess vehicle emissions. A large number of dirty vehicles were identified in the real world. This approach has the potential for reforming the I/M procedures globally.
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