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A. CONTINUUM MODEL WITHOUT SPIN ORBIT COUPLING

1. Continuum model definition

We begin by giving a short summary of the continuum model [1, 2] of twisted bilayer graphene (TBG) in the absence
spin orbit coupling (SOC). We let the operators $d_{t/b}(k)$ denote electron annihilation operators in the momentum basis
residing on the top ($t$) and bottom ($b$) graphene sheets, which we take to be rotated by an angle $\theta \ll 1$ from one
another. In defining $d_{t/b}$, both sublattice and spin indices have been suppressed. The regime of interest occurs at very
low energies, and it is therefore sufficient to restrict our study to the low-energy excitations of each of the graphene
monolayers. These states take the form of Dirac fermions at the Brillouin zone (BZ) corners $K$ and $K' = -K$, and
we therefore define $\Psi_{K(t'),t/b}(k) = d_{t/b}(k + K(t'))_{t/b}$, where $K_{t}^{(t)}$ and $K_{b}^{(t)}$ differ by a small amount as a result of the twist
angle offset between the two layers.

The continuum model Hamiltonian may be expressed as

$$H_{\text{cont}} = H_t + H_b + H_{\text{tun}}.$$  \hfill (A1)

The first two terms on the right-hand side respectively denote the Dirac Hamiltonian of the top and bottom layers in
the absence of tunnelling:

$$H_{t/b} = \int_k \Psi_{t/b}^\dagger(k) \hat{h}_{t/b}(k) \Psi_{t/b}(k),$$  \hfill (A2)

where

$$\hat{h}_t(k) = -v_0 e^{i\theta \tau^x \sigma^z / 4} (k_x \tau^z \sigma^x + k_y \sigma^y) e^{-i\theta \tau^x \sigma^z / 4}, \quad \hat{h}_b(k) = -v_0 e^{-i\theta \tau^x \sigma^z / 4} (k_x \tau^z \sigma^x + k_y \sigma^y) e^{i\theta \tau^x \sigma^z / 4}.$$  \hfill (A3)

Here, $\tau^x,\tau^y,\tau^z$ and $\sigma^x,\sigma^y,\sigma^z$ act on the (suppressed) valley and sublattice indices, respectively. The Fermi velocity is
approximately $v_0 \sim 10^6$ m/s [3]. The layers tunnel through

$$H_{\text{tun}} = \sum_{\ell=1,2,3} \sum_{v=K,K'} \int_k \Psi_{v,t}^\dagger(k) T^{(v)}_{\ell} \Psi_{v,t}(k + q_\ell) + h.c.,$$  \hfill (A4)
where \( \eta_K = +1, \eta_{K'} = -1 \). All other indices are suppressed. The momenta exchanged are defined as
\[
q_\ell = k_\theta \left( -\sin \left[ \frac{2\pi}{3} (\ell - 1) \right] \hat{x} + \cos \left[ \frac{2\pi}{3} (\ell - 1) \right] \hat{y} \right), \quad k_\theta = \frac{4\pi}{3\ell} 2\sin(\theta/2), \tag{A5}
\]
while the tunnelling matrices themselves take the form
\[
T^{(\pm)}_\ell = w_0 + w_1 \left( e^{\pm 2\pi i (\ell - 1)/3} \sigma^+ + e^{\pm 2\pi i (\ell - 1)/3} \sigma^- \right). \tag{A6}
\]
The tunnelling parameters are typically taken to be \((w_0, w_1) = (85, 108) \text{ meV} [2, 4-6]\).

Note that this model allows no tunnelling between valleys \( K, K' \). This assumption is valid when the twist angle is very small, \( \theta \ll 1 \), as considered here, since it then follows that the momentum \( q_\ell \) is much smaller than the magnitude of the momentum separating the two valleys. Below, this absence of inter-valley tunnelling is formulated in terms of an emergent U(1) symmetry.

In order to diagonalize \( H_{\text{cont}} \), we first observe that because the momentum arguments of \( \Psi_{K^{(i)\ell/b},t/b} (k) \) are measured relative to a common point. In term of the \( \tilde{\Psi} \) operators, the Hamiltonian \( H_{\text{cont}} \) may be written in a form where it’s manifestly apparent that it only involves momentum exchanges by a set of Bravais lattice vectors \( G \) defined by basis vectors \( G_1 = q_1 - q_2 \) and \( G_2 = q_2 - q_3 \). As an example, we might define, for valley \( K \),
\[
\tilde{\Psi}_{K,\ell}(k) = \Psi_{K,\ell}(k), \quad \tilde{\Psi}_{K,\ell}(k) = \Psi_{K,\ell}(k - q_1). \tag{A7}
\]
Regardless of the specific conventions chosen, the Hamiltonian may then be written as
\[
H_{\text{cont}} = \sum_{v=K,K'} \sum_{G,G'} \int_{k \in \text{mBZ}} \tilde{\Psi}^\dagger_{v,i} (k + G) h_{i,G;j,G'} (k) \tilde{\Psi}_{v,j} (k + G'), \tag{A8}
\]
where \( v \) labels the \( K \)-valley, \( i, j \) are combined indices including layer and sublattice, and the spin index is suppressed. The momentum integration over \( k \) only includes values within the moiré Brillouin zone (denoted ‘mBZ’) defined by the Bravais lattice vectors \( G \).

Diagonalizing \( H_{\text{cont}} \) one obtains an infinite set of bands both above and below charge neutrality. Our focus will be the bands closest to charge neutrality. It can be shown that these bands will also possess Dirac cones located at the mBZ corners, which we denote \( \kappa \) and \( \kappa' \) to distinguish them from the Brillouin zone corners of the graphene monolayers. By considering the limit of infinitesimally small interlayer tunnelling \((w_{0,1} \to 0 \text{ in Eq. (A6)})\), one can show that for valley \( K \), the Dirac cone at \( \kappa \) descends from the top layer, \( K_t \), while the Dirac cone at \( \kappa' \) descends from the bottom layer, \( K_b' \). Similarly, for valley \( K' \), the Dirac cone at \( \kappa \) descends from the bottom layer, \( K_b' \), while the Dirac cone at \( \kappa' \) descends from the top layer, \( K_t' \).

At the magic angle, \( \theta \sim 1.1^\circ \), the bands above and below charge neutrality become nearly completely flat, allowing interactions to dominate. Further, provided \( w_0 < w_1 \), as is believed to be the case, the flat bands are also isolated from the ‘dispersive’ bands at higher or lower energy by a gap \( \Delta_{\text{disp}} \). The filling of the flat bands is expressed via the filling factor \( \nu \): all flat bands are empty at \( \nu = -4 \), all flat band are filled at \( \nu = +4 \), and \( \nu = 0 \) corresponds to charge neutrality.

2. Interactions

The primary source of interactions believed to be relevant to TBG is the Coulomb interaction:
\[
H_{\text{int}} = \frac{1}{2} \int d^2 q \rho^\dagger (q) V(q) \rho (q), \tag{A9}
\]
where the Coulomb potential satisfies \( V(q) \propto 1/|q| \). In terms of the microscopic graphene operators introduced at the beginning of the previous section, the density operator takes the form \( \rho (q) = \int_k d^4(k) d(k + q) \). It is sufficient to focus
on the low-energy states of the graphene monolayers, which is equivalent to restricting the momentum arguments of \(d(k)\) to values close to \(K, K'\), or, equivalently, writing everything in terms of the \(\Psi(k)\) operators defined above, with \(|k|\) smaller than the momentum different \(|K - K'| = K\). As a result only density operators whose arguments are either very small or are very close to \(K, K'\) are important:

\[
\rho(q) \equiv \sum_{v=K,K'} \int_k \Psi_v^\dagger(k)\Psi_v(k + q), \quad \rho(q + K) \equiv \int_k \Psi_{K_v}^\dagger(k)\Psi_{K_v}(k + q),
\]

(A10)

where \(|q| \ll K\). In line with the reasoning above, the integration over \(k\) is restricted to momenta that are small compared to \(K\). These expressions imply that the interaction term \(H_{\text{int}}\) may be separated into two pieces: \(H_{\text{int}} \approx H_C + H_J\) with

\[
H_C = \frac{1}{2} \int_q \rho^\dagger(q)V(q)\rho(q), \quad H_J = \int_q \rho^\dagger(q + K)V(q + K)\rho(q + K).
\]

(A11)

Again, \(q\) is restricted to small momenta. Given the form of \(V(q)\) quoted above, it is easy to demonstrate that the magnitude of the second term, which we will denote the Hund’s term, is suppressed by a factor of \(\sim \theta \ll 1\).

3. Symmetry action on microscopic operators

We now summarize the symmetries that are present in the system. We work with the operators \(\Psi(k)\), but note that the momentum-shifted operators \(\tilde{\Psi}(k)\) defined in the previous section transform in an identical fashion.

In addition to the usual \(U_c(1)\) symmetry associated with charge conservation, TBG without SOC possesses two continuous symmetries, a \(U_v(1)\) valley symmetry and the \(SU(2)\) spin symmetry:

\[
\begin{align*}
U_c(1) : \quad & \Psi(k) \to e^{i\phi} \Psi(k), \\
SU(2) : \quad & \Psi(k) \to e^{i\theta \cdot \hat{n}}/2 \Psi(k),
\end{align*}
\]

(A12)

where \(\tau^{x,y,z} (s^{x,y,z})\) Pauli matrices act on the valley \(K\) indices (spin indices) and \(\hat{n}\) is a unit vector. The valley symmetry is a direct consequence of the (physically correct) omission of tunnelling terms between fermions originating in valley \(K\) and those of valley \(K'\) in Sec. A1. In fact, both \(H_{\text{cont}}\) and \(H_C\) are invariant under a much larger continuous symmetry group, \(U(2) \times U(2) \cong U_c(1) \times U_v(1) \times SU(2)_K \times SU(2)_{K'}\), where \(SU(2)_K \times SU(2)_{K'}\) correspond to independent spin rotations in valleys \(K/K'\):

\[
SU(2)_K \times SU(2)_{K'} : \quad \Psi(k) \to \left(\mathcal{P}_K e^{i\phi \cdot \hat{n}_K} s/2 + \mathcal{P}_{K'} e^{i\phi \cdot \hat{n}_{K'}} s/2\right) \Psi(k).
\]

(A13)

Here, \(\hat{n}_{K'}(\hat{n}_K) \in S^2\) are arbitrary unit vectors and \(\mathcal{P}_K = (\mathbb{1} + \tau^z)/2\) and \(\mathcal{P}_{K'} = (\mathbb{1} - \tau^z)/2\) project onto the \(K\) and \(K'\) valleys, respectively. This symmetry is only broken once the effects of the Hund’s interaction in Eq. (A11) is taken into account.

There are a number of additional discrete symmetries, as well as time reversal. While all of these symmetry transformations should be composed with spin rotations, it is convenient in this appendix to separate the internal degrees of freedom deriving from spin from those of the discrete symmetry operations. We therefore consider the action of “spinless” versions of the discrete symmetries:

\[
\begin{align*}
\mathcal{T} : \quad & \Psi(k) \to \tau^x \Psi(-k), \quad i \to -i, \\
C_2 : \quad & \Psi(k) \to \tau^x \sigma^x \Psi(-k), \\
C_2 \mathcal{T} : \quad & \Psi(k) \to \sigma^x \Psi(k), \quad i \to -i, \\
C_3 : \quad & \Psi(k) \to e^{-2\pi i \tau^x \sigma^x /3} \Psi(R_3 k), \\
M_y : \quad & \Psi(k) \to \mu^x \sigma^x \Psi(R_y k),
\end{align*}
\]

(A14)

where \(\Psi(k)\) are the 16 component electron annihilation operators of the two graphene layers and the Pauli matrices \(\tau^{x,y,z}, \sigma^{x,y,z}\), and \(\mu^{x,y,z}\) act on \(K\)-valley, sublattice, and layer indices respectively. The matrices \(R_3\) and \(R_y\) are given
especially useful when considering only a single degree of freedom. For bookkeeping purposes we nevertheless largely discuss symmetries in terms of the ‘spinless’ symmetry, making it especially useful when considering only a single $K$-valley.

The symmetries listed above are not the true physical symmetries of the problem, and they will clearly no longer be preserved when SOC is included below. The physical symmetries may be expressed as

\[
\mathcal{T} = is^y \mathcal{T}, \quad C_2 = is^z C_2, \quad C_3 = e^{-2\pi i s^z/3} C_3, \quad M_y = is^z M_y.
\]

(A16)

In reality, it is the ‘spinful’ symmetries above that should be viewed as fundamental. The ‘spinless’ symmetries of Eq. (A14) are then more appropriately obtained by appending an additional spin rotations using the SU(2) spin degree of freedom. For bookkeeping purposes we nevertheless largely discuss symmetries in terms of the ‘spinless’ symmetries.

B. SPIN ORBIT COUPLING IN TWISTED BILAYER GRAPHENE

In this section, we outline how spin-orbit coupling (SOC) is introduced to the continuum model of twisted bilayer graphene. We begin by discussing a monolayer of graphene coupled to a transition metal dichalcogenide (TMD), before considering what happens in twisted bilayer graphene.

1. Monolayer graphene with induced spin orbit coupling

We begin by describing the induced spin-orbit felt by monolayer graphene adjacent to a TMD. In the absence of SOC, the low-energy Hamiltonian for the monolayer is

\[
H_{\text{MLG},0} = -v_0 \int_k \psi^\dagger(k) \left( k_x \tau^x \sigma^x + k_y \sigma^y \right) \psi(k),
\]

where $\psi(k)$ is an eight component spinor with sublattice, valley, and spin indices. The Pauli matrices $\sigma^{x,y,z}$ act on sublattice indices of the spinor, while $\tau^{x,y,z}$ act on the valley indices. The proximate TMD induces both Ising and Rashba terms, which may be included by taking $H_{\text{MLG},0} \rightarrow H_{\text{MLG},0} + H_{\text{MLG,SO}}$, where [7-9]

\[
H_{\text{MLG,SO}} = \int_k \psi^\dagger(k) \left( \frac{\lambda_I}{2} \tau^z s^z + \frac{\lambda_R}{2} e^{-i\phi_R \pi/2} (\tau^z \sigma^x s^y - \sigma^y s^x) e^{i\phi_R \pi/2} \right) \psi(k).
\]

(B2)

Here, $s^{x,y,z}$ act on the spin indices. The parameters $\lambda_I$ and $\lambda_R$ quantify the strength of the Ising and Rashba terms respectively. We further note that the Rashba term may be rotated in-plane by an angle $\phi_R$.

Only Refs. 10 and 11 considered the effects of the relative twist angle between the graphene sheet and the TMD monolayer, $\theta_{\text{TMD}}$. Their works implies that $\lambda_I$, $\lambda_R$ and $\phi_R$ are all dependent on the relative graphene-TMD twist angle $\theta_{\text{TMD}}$. In particular, Ref. 10 also shows that when $\theta_{\text{TMD}} = 0^\circ$ and $\theta_{\text{TMD}} = 30^\circ$ (or any 60$^\circ$ rotation of these values), the system possess one of two possible reflection symmetries: $R_x : (x, y, z) \rightarrow (-x, y, z)$ or $R_y : (x, y, z) \rightarrow (x, -y, z)$. If either symmetry is preserved, $\lambda_I$ must vanish and $e^{i\phi_R}$ must be real, i.e., $\phi_R = 0, \pi \mod 2\pi$. Without loss of generality, we assume $\phi_R(\theta_{\text{TMD}} = 0^\circ) = 0$. There are two potential scenarios for how $\phi_R$ varies as $\theta_{\text{TMD}}$ is tuned from $0^\circ$ to $30^\circ$. The first possibility is that $\phi_R$ takes some nonzero values, but ultimately returns back to 0 at $\theta_{\text{TMD}} = 30^\circ$. The second option is that it instead equals $\pi$ when $\theta_{\text{TMD}} = 30^\circ$. Further increasing $\theta_{\text{TMD}}$ to 60$^\circ$ sees $e^{i\phi_R}$ wrap around the unit circle in the complex plane. Since Rashba SOC is ultimately a consequence of a net \textit{out-of-plane} electric field, we view this second option as extremely unlikely. It is more plausible that $\phi_R$ takes small values for all $\theta_{\text{TMD}}$. 

\[
R_3 = \begin{pmatrix} -1/2 & -\sqrt{3}/2 \\ \sqrt{3}/2 & -1/2 \end{pmatrix}, \quad R_y = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]
The numerically estimated values of the SOC coupling strengths vary substantially depending on the study, as well as the TMD under consideration: $\lambda_I \sim 1 - 5\text{meV}$, and $\lambda_R \sim 1 - 15\text{meV}$ [7, 8, 10–13]. Calculations that included the effects of $\theta_{\text{TMD}}$, however, predict substantially smaller values of the Rashba coupling strength: $\lambda_R \lesssim 4\text{meV}$. The presence of SOC has also been confirmed experimentally [14–17], but extracting the magnitudes of $\lambda_I$ and $\lambda_R$ is difficult.

2. Twisted bilayer graphene with induced spin orbit coupling

We now consider what occurs when a TMD is placed adjacent to one or both of the graphene monolayers that compose twisted bilayer graphene. We assume for the moment the most physically relevant scenario in which a TMD monolayer is adjacent to a single layer of graphene, as shown in the Fig. 1 of the main text. In contrast to that figure, we first assume the TMD is alongside the top layer. The quadratic portion of the Hamiltonian is thus modified to

$$H_{\text{cont, SOC}} = H_{\text{cont}} + H_{\text{SOC}}$$

(B3)

where

$$H_{\text{SOC}} = \int_k \Psi^\dagger(k)(\hat{h}_I + \hat{h}_R)\Psi(k).$$

(B4)

Here, $\hat{h}_I$ and $\hat{h}_R$ are simply the terms from Eq. (B2):

$$\hat{h}_I = \frac{\lambda_I}{2} \mathcal{P}_t \tau^z s^z, \quad \hat{h}_R = \frac{\lambda_R}{2} \mathcal{P}_t e^{-i\phi_R s^x/2} (\tau^z \sigma^x s^y - \sigma^y s^x) e^{i\phi_R s^x/2},$$

(B5)

where $\mathcal{P}_t = (1 + \mu^2)/2$ projects onto the top layer: only the operators $\Psi_t$ are present in Eq. (B4). We note that both $\hat{h}_R$ and $\hat{h}_I$ are rotationally invariant, which explains the absence of the rotational matrices present in the Dirac part of Hamiltonian in Eq. (A3). We note that the influence of SOC in TBG has been observed experimentally in Ref. 18.

The addition of $\hat{h}_I$ and $\hat{h}_R$ to the Hamiltonian breaks the SU(2) spin as well as a number of other symmetries. In Table 1, the symmetries preserved by the introduction of Rashba and Ising are separately listed. Equivalently, the table may be interpreted as showing the symmetries preserved by the Hamiltonian $H_{\text{cont, SOC}}$ when $\lambda_R \neq 0$, $\lambda_I = 0$ and when $\lambda_R = 0$, $\lambda_I \neq 0$, respectively.

Table 1 will serve as the basis for the body of this appendix and so we describe the information it contains in detail. The top row of the table provides both the continuous subgroups and the generators of the discrete symmetry operations that are preserved by the interacting continuum model $H_{\text{cont}} + H_{C}$ without SOC and in the absence of the Hund’s coupling (see Eqs. (A8) and (A11)). The symmetry group represented by the top row of Table 1 is the largest group our theory can realize—all of the symmetry groups represented in the rows below are contained within the group defined by the top row. In the columns labelled by the two continuous symmetries, SU(2) and $U_{\nu}(1)$, the corresponding entry of the Rashba and Ising shows the subgroup of the symmetry still preserved when Rashba or Ising SOC is present or, if no subgroup survives, an ‘$\times$’ is written instead. (The table does not explicitly reference the emergent SU(2)$_K \times$ SU(2)$_{K'}$ symmetry of Eq. (A13). When the terms of interest break this symmetry in a way that the existence of the SU(2)$_K \times$ SU(2)$_{K'}$ parent symmetry matters, the resulting preserved symmetries are expressed across both columns.) The SOC terms also break a number of the discrete symmetries of Eq. (A14). When one or more of the continuous symmetries has also been broken, a residual composite symmetry in which a discrete symmetry operation is followed by a continuous symmetry operation may survive. In this case, that composite symmetry is listed instead. For instance, for Rashba SOC, none of the ‘spinless’ versions of the symmetries survive—$\hat{h}_R$ is only invariant under their action when they are composed with additional spin rotation transformations, as seen in the first row of Table 1. We see that the discrete symmetries preserved by Rashba are in fact the physical space group operations and electronic time reversal provided in Eq. (A16) (see Sec. B3 for a discussion of the mirror symmetry). We note that the generators chosen in each instance are not unique, e.g., we could equally well have added a $U_{\nu}(1)$ transformation to each of the operations for both Rashba and Ising SOC.
When both Rashba and Ising SOC are simultaneously present (i.e., $H_{\text{cont, SOC}}$ with $\lambda_R, \lambda_I \neq 0$), an even smaller set of symmetries remains. As an example, the Rashba term is preserved under the physical inversion operation, $i \sigma_z C_2 = C_2$, while the Ising term instead requires a spin flipped version, $i \sigma_z C_2$. These symmetries are not compatible and thus we conclude that in the presence of both Ising and Rashba SOC, inversion is no longer present. As we argue below, we are able to neglect such effects.

Since Rashba SOC will be the only term we consider to include the in-plane spins $s^x$ and $s^y$, the phase $\phi_R$ may be “undone” through the appropriate rotation about the $z$-spin axis. Such a transformation of the internal spin directions does not alter the symmetry transformations of Table I except for the column labelled $M_y$, which we discuss in the next section. Despite this degree of freedom, redefining $s^x$ and $s^y$ does of course modify the relation between the internal SOC parameters and the physical spatial directions (some consequences are discussed in Sec. D5).

### 3. Multiple TMDs and mirror symmetry $M_y$

Inclusion of $H_{\text{SOC}}$ in Eqs. (B3) and (B4) breaks the mirror symmetry $M_y$ since the latter interchanges the layers, only one of which possesses proximity-induced SOC. It is useful below to consider the most physically relevant scenario in which both graphene monolayers “symmetrically” possess SOC. More precisely, we will construct Rashba and Ising terms that preserve a spin rotated mirror symmetry and the spinless mirror, respectively. To do so we need to couple both graphene monolayers to a TMD, so that $H_{\text{cont, SOC}} = H_{\text{cont}} + H_{\text{SOC}} + H_{b, \text{SOC}}$ with $H_{b, \text{SOC}}$ defined in direct analogy to $H_{\text{SOC}}$ except using operators originating from the bottom graphene sheet with corresponding SOC strengths $\lambda_R$ and $\lambda_I$. Here, we assume that $\lambda_{I/R}$ possess the same magnitudes as $\lambda_{I/R}$, but allow them to take different signs. The choice most relevant to the physical scenario in which a single monolayer of TMD is present is determined below.

#### a. Ising SOC

We begin by outlining what occurs to first order when Ising SOC of strength $\lambda_I$ is added to the Dirac Hamiltonian of the top layer only (in the absence of Rashba). We focus on the physics occurring close to charge neutrality at the Dirac cones at $\kappa, \kappa'$, for the moment specifying to the $K$ valley ($\tau^z = +1$). The analysis for the $K'$ valley follows directly. Using first order perturbation theory similar to the analysis used to derive the magic angle in Ref. 2, one can show that the presence of $\lambda_I \neq 0$ induces effective Ising SOC terms for the Dirac cones at both $\kappa = K_I$ and $\kappa' = K_{I'}$. More precisely, in the low energy theory of the Dirac cones of the moiré system, to first order in $\lambda_I$, the Dirac cone at $\kappa$ has an effective SOC parameter $\tilde{\lambda}_{I,\kappa} = c_1 \lambda_I$ while the Dirac cone at $\kappa'$ has SOC parameter $\tilde{\lambda}_{I,'\kappa'} = c_2 \lambda_I$, where $c_1$ and $c_2$ are real numbers. Importantly, one finds that $c_1$ and $c_2$ have the same sign, meaning that $\tilde{\lambda}_{I,\kappa}$ and $\tilde{\lambda}_{I,'\kappa'}$ do as well. These results are further supported by numerics. The preceding scenario is what we want the setup with two TMD monolayers to resemble.

When Ising SOC is also present in the Dirac Hamiltonian of the bottom layer, it will similarly induce effective Ising SOC into the Dirac cones at $\kappa, \kappa': \tilde{\lambda}_{I,\kappa} = c_2 \lambda_I'$ and $\tilde{\lambda}_{I,'\kappa'} = c_1 \lambda_I'$, where $c_1$ and $c_2$ are the same constants appearing above and their assignment is determined by symmetry. Within the first order analysis we consider here, the total effective Ising parameters are given by the sum, i.e. $\tilde{\lambda}_{I,\kappa}^{\text{tot}} = \tilde{\lambda}_{I,\kappa} + \tilde{\lambda}_{I,'\kappa}$ and $\tilde{\lambda}_{I,'\kappa'}^{\text{tot}} = \tilde{\lambda}_{I,'\kappa'} + \tilde{\lambda}_{I,\kappa'}$. It’s clear that in order for $\tilde{\lambda}_{I,\kappa}^{\text{tot}}$ to have the same sign as $\tilde{\lambda}_{I,'\kappa'}^{\text{tot}}$, we must have $\text{sgn}(\lambda_I) = \text{sgn}(\lambda_I')$. As mentioned, we further specify to the situation in which they have the same magnitude. We conclude that the appropriate symmetry-enhanced version of $\hat{h}_I$ is

$$\hat{h}_I = \frac{1}{2} (\lambda_I \mathcal{P}_t + \lambda_I \mathcal{P}_b) \tau^z s^z = \frac{\lambda_I}{2} \tau^z s^z,$$

where $\mathcal{P}_t/b = (\mathbb{1} \pm \mu^z)/2$ project onto the top or bottom graphene monolayer. In Table 1, in the column labelled '$M_y$', we write $M_y^*$ in the Ising column to indicate that the mirror symmetry $M_y$ is only truly preserved when the first-quantized Hamiltonian $\hat{h}_I^*$ is used in place of $\hat{h}_I$. The Hamiltonian $\hat{h}_I^*$ is otherwise invariant under the same symmetries as $\hat{h}_I$. 


b. Rashba SOC

An identical analysis to the one described above for the Ising SOC indicates that the presence of Rashba SOC in the Dirac cone descending from one of the graphene layers (say, the top at $\kappa = K_t$) should be accompanied by opposite sign Rashba SOC strength $\lambda_R'$ and same sign in-plane rotation $\phi_R'$ in the Dirac cone descending from the other monolayer (bottom, say, at $\kappa' = K_b$). It follows that the two-layer extension of the Rashba SOC-coupled theory that most resembles the single layer case (i.e., the SOC contribution is not cancelled at linear order in $\lambda_R$), is obtained through

$$
\hat{h}_R^* = \frac{1}{2}(\lambda_R P_t - \lambda_R P_b)e^{-i\phi_R s^x/2}(\tau^z \sigma^x S_y - \sigma^y S_x)e^{i\phi_R s^x/2} = \frac{\lambda R}{2} \mu e^{i\phi_R s^x/2}(\tau^z \sigma^x S_y - \sigma^y S_x)e^{i\phi_R s^x/2}.
$$

The action of all the symmetries is the same for $\hat{h}_R^*$ as for $\hat{h}_R$ save for the mirror symmetry $M_y$. It of course requires a spin flip operation, but in a way that depends on the angle $\phi_R$. Namely, the composite operation $e^{-i\phi_R s^x/2}i\hat{s}^z e^{i\phi_R s^x/2}M_y$ is preserved by $\hat{h}_R^*$. As discussed at the end of Sec. B2, we have the freedom to redefine $s^x$ and $s^y$ so that $\phi = 0$. In what follows, we assume that either $\phi = 0$ or that such a transformation has been made—we emphasize, however, that this choice is only relevant when the mirror symmetry is discussed. In such a limit, $\hat{h}_R^*$ preserves the $M_y = is^x M_y$, where $M_y$ is the physical version of the symmetry operations of Eq. (A16). An asterisk is added in Table 1 to indicate that $is^x M_y$ is only preserved by the modified Rashba term $\hat{h}_R^*$. That is, we write $is^x M_y$ in the appropriate column.

C. PROXIMITY-COUPLED WIRE AT $\nu = \pm 4$

In this section, we illustrate our derivation of the “trivial” wire Hamiltonian. We derive the effective Hamiltonians in two dimensions for the flat bands about the moiré BZ centre, denoted the $\gamma$ point (Secs. C1 and C2), which allows us to extract useful information on the scaling of the parameters, as we describe in Sec. C3. We finish with a discussion in Sec. C4 of how our analysis would differ in the absence of the $C_3$ and/or mirror symmetries.

1. Projection to flat bands in 2$d$ without SOC

The foundation of our analysis is the flat band Hamiltonian without SOC or IVC order—these pieces will be added in a perturbative fashion in subsequent sections using the basis and symmetry action described here.

As mentioned at the end of Sec. A1, in order to diagonalize the continuum model, it is convenient to write it in terms of moiré lattice vectors $G$ and momenta $k$ restricted to the moiré BZ. We reproduce here Eq. (A8), the continuum model Hamiltonian in the absence of SOC:

$$
H_{\text{cont}} = \sum_{v=K,K'} \int_{k \in \text{mBZ}} \Psi^\dagger_{v,i}(k + G')\hat{h}_{i,G,j,G'}^{(v)}(k)\Psi_{v,j}(k + G'),
$$

where $i,j$ are combined indices including layer and sublattice, and $G, G'$ are moiré reciprocal lattice vectors. The spin index is suppressed. Recall that the $\Psi$ operators are related to the $\Psi$ operators through a simple momentum shift (e.g., Eq. (A7)), and that they therefore transform in the same way under the symmetry action detailed in Sec. A3. The Hamiltonian $H_{\text{cont}}$ is diagonalized through a unitary transformation

$$
\Psi_{v,i}(k + G) = \sum_\alpha \hat{U}^{(v)}_{i,G,\alpha}(k)\tilde{c}_{v,\alpha}(k), \quad \tilde{c}_{v,\alpha}(k) = \sum_{i,G} \hat{U}^{(v)\dagger}_{\alpha,i,G}(k)\Psi_{v,i}(k + G'),
$$

satisfying

$$
\sum_{i,G,j,G'} \hat{U}^{(v)\dagger}_{\alpha,i,G} \hat{h}_{i,G,j,G'}^{(v)}(k)\hat{U}_{\alpha,j,G'}^{(v)}(k)\delta_{\alpha\beta}\epsilon^{(v)}_{\alpha}(k) = \delta_{\alpha\beta}\epsilon^{(v)}_{\alpha}(k).
$$

Here, $\epsilon^{(v)}_{\alpha}(k)$ represents the energy of band $\alpha$ at momentum $k$ for valley $v$. Time reversal requires that $\epsilon^{(K)}_{\alpha}(k) = \epsilon^{(K')}_{\alpha}(k)$. 


<table>
<thead>
<tr>
<th>Order</th>
<th>SU(2)</th>
<th>$U_\nu(1)$</th>
<th>$\mathcal{F} = \tau^z K$</th>
<th>$C_2$</th>
<th>$C_2 \mathcal{F}$</th>
<th>$C_3$</th>
<th>$M_y$</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rashba (R)</td>
<td>$\times$</td>
<td>$U_\nu(1)$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$i\sigma^z C_2$</td>
<td>$i\sigma^z C_2 \mathcal{F}$</td>
<td>$e^{-2\pi i s^z/3} C_3$</td>
<td>$i\sigma^z M_y$</td>
<td></td>
</tr>
<tr>
<td>Ising (I)</td>
<td>$U_z(1)$</td>
<td>$U_\nu(1)$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$i\sigma^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>sIVC</td>
<td>SU(2)</td>
<td>$\times$</td>
<td>$i\sigma^y K$</td>
<td>$\tau^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>sIVC + R</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\tau^y \sigma^y K$</td>
<td>$\tau^z \sigma^z C_2$</td>
<td>$i\sigma^z C_2 \mathcal{F}$</td>
<td>$e^{-2\pi i s^z/3} C_3$</td>
<td>$\tau^z s^z M_y$</td>
<td></td>
</tr>
<tr>
<td>sIVC + I</td>
<td>$U_z(1)$</td>
<td>$\times$</td>
<td>$\tau^y \sigma^y K$</td>
<td>$\tau^z \sigma^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>tIVC</td>
<td>SU(2)$_H$</td>
<td>$\times$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$i\sigma^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>tIVC + R</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$\tau^z \sigma^z C_2$</td>
<td>$\tau^z \sigma^z C_2 \mathcal{F}$</td>
<td>$e^{-2\pi i s^z/3} C_3$</td>
<td>$i\sigma^z M_y$</td>
<td></td>
</tr>
<tr>
<td>tIVC + I</td>
<td>$U_z(1)$</td>
<td>$\times$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$i\sigma^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>FM IVC</td>
<td>$U_z(1)$</td>
<td>$\times$</td>
<td>$i\sigma^y K$</td>
<td>$i\tau^z C_2$</td>
<td>$C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>FM IVC + R</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\tau^z s^z C_2$</td>
<td>$\times$</td>
<td>$e^{-2\pi i s^z/3} C_3$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>FM IVC + I</td>
<td>$s^z$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\tau^z C_2 \mathcal{F}$</td>
<td>$C_3$</td>
<td>$i\tau^z M_y$</td>
<td></td>
</tr>
<tr>
<td>AFM IVC</td>
<td>$\hat{U}<em>z(1)$, $U</em>{v,z}(1)$</td>
<td>$\times$</td>
<td>$i\sigma^y \mathcal{F}$</td>
<td>$i\sigma^z C_2$</td>
<td>$\times$</td>
<td>$e^{-2\pi i(s^z+\tau^z)/3} C_3$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>AFM IVC + R</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\tau^z s^z C_2 M_y$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1. Symmetries preserved in 2d in the presence of the various order parameters and SOC terms listed. The title row provides a list of the generators of the symmetry group preserved by the Hamiltonian $H_{\text{cont.}} + H_C$ in the absence of SOC or IVC order. The entries in the columns corresponding to the continuous symmetries, SU(2) and $U_\nu(1)$, show the subgroup preserved by the order labelling the row. Notably, when the $z$ component of spin is conserved, the subgroup $U_z(1) : c(k) \to e^{i\theta s^z/2} c(k)$ remains a good symmetry. When no subgroup is preserved, an ‘$\times$’ is written instead. While we do not explicitly indicate reference to the SU(2)$_H \times$ SU(2)$_K$ symmetry in the top row, we do record the scenarios in which a preserved continuous symmetry descends from this larger group, i.e., the preserved subgroup or subgroups “mix” the SU(2) spin and $U_\nu(1)$ symmetries. In this case, the preserved subgroups are listed across both columns. This scenario is relevant for the tIVC state, which preserves the SU(2)$_H$ symmetry with generators $\{s^x, \tau^z s^x, \tau^y s^x\}$, and for the AFM IVC state, which preserves the two $U$ symmetries $\hat{U}_z(1) : c(k) \to e^{i\theta(s^x+s^z)/2} c(k)$ and $U_{v,z}(1) : c(k) \to e^{i\theta(s^x+\tau^z)/2} c(k)$. The entries in the columns corresponding to the discrete time reversal and lattice symmetry operators show the generator of a conserved symmetry either equal to the discrete symmetry or obtained by composing it with an element of a broken continuous symmetry group. When no such combination exists, ‘$\times$’ is present instead. We note that $i\sigma^y \mathcal{F} = \mathcal{F}$ is the physical time reversal symmetry and that $i\tau^z K = \mathcal{T}$ is the non-unitary symmetry preserved by the sIVC state and discussed in the main text. The relation of the other generators to the physical symmetries of the system is provided in Eq. (A16). When relevant, the final column, ‘Mixed,’ lists any conserved generators arising out of the composition of multiple discrete symmetries in addition to possible continuous symmetry operations.

As mentioned at the end of Sec. A.1, the flat bands, $\alpha \in \mathcal{I}$, comprise the band above and below charge neutrality for each spin and valley, meaning that the Fermi energy intersects these states for fillings $-4 < \nu < +4$. It turns out that the basis defined in Eq. (C3) is not the most convenient for describing the flat bands. We instead choose a basis in which the operators we work with transform in a certain way under the symmetries of the Hamiltonian. This basis change is accomplished simply through a rotation

$$
\tilde{c}_{v,\alpha}(k) = V^{(v)}_{\alpha\beta}(k) c_{v,\beta}(k), \quad c_{v,\alpha}(k) = V^{(v)\dagger}_{\alpha\beta}(k) \tilde{c}_{v,\beta}(k),
$$

(C4)

where $V^{(v)}_{\alpha\beta}(k)$ is a $2 \times 2$ unitary matrix. It was demonstrated in Ref. 19 and 20 that there exists a basis (i.e., a set
of matrices $V_{\alpha\beta}(k)$ in which the flat band operators $c(k)$ transform as

$$T : \ c(k) \rightarrow \tau^x c(-k), \ i \rightarrow -i,$$

$$C_2 : \ c(k) \rightarrow e^{i\theta(k)} \tau^x \sigma^y c(-k),$$

$$C_2T : \ c(k) \rightarrow e^{i\theta(k)} \sigma^x c(k), \ i \rightarrow -i. \ (C5)$$

Here, $\tau^{x,y,z}$ Pauli matrices continue to represent transformations acting on the valley indices of the operators. Conversely, the $\sigma^{x,y,z}$ Pauli matrix is no longer acting on the sublattice indices (since sublattice is typically not a good quantum number), but are instead acting on an additional ‘band index’ in our basis\(^1\). Close to the $\gamma$ point, $\theta(k)$ may be set to zero. Further, we find that, when applicable, the transformation of $c(k)$ under $C_3$ and $M_y$ can be written

$$C_3 : \ c(k) \rightarrow c(R_3k), \quad M_y : \ c(k) \rightarrow \sigma^z c(R_yk), \quad (C6)$$

within an open region containing the $\gamma$ point. The matrices $R_3$ and $R_y$ are provided in Eq. (A15). (See Sec. C.4 for a discussion of what in the absence of $M_y$ and/or $C_3$. The SU(2) spin and $U_v(1)$ symmetries act on the operators $c(k)$ in exactly the same fashion as they act on the operators $\Psi$ in Eq. (A14).

The Hamiltonian itself is generically no longer diagonal in this basis. It takes the form

$$H_{cont}^{(f)} = \int_{k \in \text{MBZ}} c^\dagger(k) h^{(0)}(k)c(k), \quad (C7)$$

where we have suppressed all indices, including the valley index $v$. That is, $c(k)$ is an 8-component vector, while $h^{(0)}(k)$ is an $8 \times 8$ dimensional matrix. We will keep with the convention that flat band effective Hamiltonians are written in normal, serifed script, whereas calligraphic script will continue to be used for first-quantized Hamiltonians in the basis of the monolayers operators $\Psi, \tilde{\Psi}$. Although determining $h^{(0)}(k)$ analytically is a completely intractable task, there is nevertheless a great deal that can be said only using the continuous symmetries $U_v(1)$ and SU(2) of Eq. (A12) as well as the discrete symmetries of Eqs. (C6) and (C5).

a. 2d flat band Hamiltonian without SOC

We start by considering the form the Hamiltonian in the gauge just described takes in the absence of spin orbit coupling, i.e. no explicit spin terms in the Hamiltonian. The SU(2) spin symmetry thus prohibits the presence of spin Pauli matrices $\sigma^{x,y,z}$, while the $U_v(1)$ symmetry limits the valley Pauli matrices to $\tau^{0,z}$. Imposing $C_2T$ requires that terms proportional to $\sigma^z$ or $\tau^0 \sigma^z$ vanish. Finally, of the terms remaining, time reversal indicates that they are either even or odd under $k \rightarrow -k$ according to

$$h^{(0)}_e(k) = h^{(0)}_{0,0,0}(k) + h^{(0)}_{0,x,0}(k) \sigma^x + h^{(0)}_{z,y,0}(k) \tau^x \sigma^y,$$

$$h^{(0)}_o(k) = h^{(0)}_{0,0,y}(k) \sigma^y + h^{(0)}_{z,y,0}(k) \tau^x + h^{(0)}_{z,x,0}(k) \tau^x \sigma^z, \quad (C8)$$

where the subscripts ‘e’ and ‘o’ indicate the parity (even and odd) of the two terms. The total effective Hamiltonian is $h^{(0)}(k) = h^{(0)}_e(k) + h^{(0)}_o(k)$.

As explained below, we are specifically interested in the physics of the lower, hole-doped flat band close to the $\gamma = (0,0)$ point at the $mBZ$ centre. The action of the mirror symmetry $M_y$ implies that at the $\gamma$ point, $h^{(0)}_{z,y,0}$ must vanish. As a result, $h^{(0)}(k) = h^{(0)}_{0,0,0}(k) + h^{(0)}_{0,x,0}(k) \sigma^x$. Since SOC and the proximity-induced IVC order will both be considered in a perturbative limit below, it is appropriate to further project the Hamiltonians onto the $\sigma^z = \pm 1$ basis (the actual sign of $\sigma^x$ will not matter). Doing so yields

$$\bar{h}^{(0)}_e(k) = t^{(0)}_{0,0}(k), \quad \bar{h}^{(0)}_o(k) = t^{(0)}_{z,y}(k) \tau^x. \quad (C9)$$

\(^1\) In certain approximations, these flat band indices acted on by $\tau^{x,y,z}$ in fact coincide with the actual sublattice index of the UV theory—that is not quite the case here, but explains the nomenclature.
In the left equation $t_{0,0}$ can be expressed as

$$t_{0,0}^{(0)}(k) = \frac{k^2}{2m} - \mu.$$  \hfill (C10)

On the other hand, the $C_3$ symmetry requires that

$$t_{z,0}^{(0)}(k) = \bar{t}^{(0)}_o k_x (k_x^2 - 3k_y^2) + \bar{t}^{(0)}_o k_y (3k_x^2 - k_y^2).$$  \hfill (C11)

The terms we derived are recorded in Table 5. Mirror symmetry $M_y$ further sets $\bar{t}^{(0)}_o = 0$. Nevertheless, since $M_y$ is technically not a good symmetry of the problem, $M_y$-breaking perturbations may be generated. We therefore have included the $M_y$-breaking couplings in Table 5, delineated by curly braces ‘{’ to distinguish them from $M_y$-breaking terms allowed within our perturbative expansion. We emphasize that the applicability of mirror symmetry in this context is independent of whether SOC is ultimately included through $\hbar_{I/R}$ or the mirror-symmetrized $\hbar_{I/R}^*$.

2. Effective flat band Hamiltonian in 2$d$ with SOC

We treat the addition of SOC perturbatively, most notably in the sense that we assume that it induces minimal mixing between the flat and non-flat/dispersive bands at $\nu < -4$, $+4 < \nu$. Our goal is therefore to derive the effective Hamiltonian in terms of the operators $c(k)$ defined in Eq. (C4). Such a perturbative expansion is well-defined provided $\lambda_{R/I} \ll \Delta_{\text{disp}}$, where $\Delta_{\text{disp}}$ is the gap separating the flat and dispersive bands. Since $\Delta_{\text{disp}} \sim 30 \text{meV}$ is the typically obtained experimentally close to the magic angle [21, 22] while $\lambda_{R/I} \lesssim 5 \text{meV}$ [7, 8, 10–13, 18], this assumption is reasonable.

We will specifically restrict our analysis to a first order approximation. We envision obtaining our effective Hamiltonian by projecting $H_{\text{SOC}}$ onto the flat bands through the identification

$$\Psi_{\nu,i} = \sum_{\beta \in \beta} U^{(v)}_{i,G,\beta} \Psi_{\nu,\beta}, \quad U^{(v)}_{i,G,\beta} = \sum_{\alpha \in \beta} \bar{U}^{(v)}_{i,G,\alpha} V^{(v)}_{\alpha \beta},$$  \hfill (C12)

where $\bar{U}^{(v)}_{i,G,\beta} \Psi_{\nu,\alpha} = 0$ and $V^{(v)}_{\alpha \beta} \Psi_{\nu,\beta} = 0$. It therefore follows that

$$H_{\text{SOC}}(k) = \sum_{G} \int_{k \in \text{BZ}} \Psi^\dagger(\text{SOC}) \Psi(\text{SOC}) \rightarrow H_{\text{SOC}}^{(R)} \int_{k \in \text{BZ}} \Psi^\dagger(\text{SOC}) \Psi(\text{SOC})$$  \hfill (C13)

Consistent with the conventions above, the effective flat band Hamiltonian, $\hbar_{\text{SOC}}(k)$, is written in normal font, while the full first-quantized Hamiltonian in the basis of the microscopic graphene operators, $\hbar_{\text{SOC}}$, is expressed in calligraphic font. Note that although $\hbar_{\text{SOC}}$ is momentum independent, the effective flat band Hamiltonian $\hbar_{\text{SOC}}$ depends on $k$.

A straightforward consequence of the approximation of Eq. (C13) is that, like $\hbar_{\text{SOC}}$, the effective Hamiltonian $\hbar_{\text{SOC}}(k)$ may be divided into a strictly Rashba and a strictly Ising part:

$$\hbar_{\text{SOC}}(k) = \hbar_R(k) + \hbar_I(k),$$  \hfill (C14)

where $\hbar_R(k) \propto \lambda_R$ and $\hbar_I(k) \propto \lambda_I$. Further, because $\hbar_R$ and $\hbar_I$ are both proportional to Pauli matrices acting on the spin indices, $s^x,y,z$, and the unitary transformations $U^{(v)}_{i,G,\alpha}(k)$ do not act on the spin, the effective spin-orbit contributions must also be proportional to spin Pauli matrices.

As in the previous section, it is not necessary to derive $\hbar_{\text{SOC}}(k)$ directly—we instead acquire its form by imposing the symmetries listed in Table 1. Further, given our restriction to first order, terms prohibited by a symmetry that is only broken when both Rashba and Ising SOC are present will not be present in $\hbar_{\text{SOC}}(k)$ in Eq. (C14) (e.g., $C_2$). This simplification accounts for the absence of a row in Table 1 listing the symmetries preserved when both Rashba and Ising SOC are present.
We now use the symmetries outlined in Table 1 to restrict the form of the Rashba effective Hamiltonian. From
\( \text{is}^2C_2\mathcal{J} \), we find that
\[
\tilde{h}_\ell^{(R)}(k) = \sum_{\ell=0,z} \left( \sum_{i=0,x,y} \sum_{a=0,x,y} h_{\ell,i,a}^{(R)}(k)\tau^i\sigma^a + h_{\ell,\ldots}^{(R)}(k)\tau^\ell\sigma^z \right).
\]
(C15)
From the action of \( \text{is}^y\mathcal{J} \), we separate these terms into even and odd components, i.e.
\( h^{(R)}_e(-k) = h^{(R)}_e(k), h^{(R)}_o(-k) = -h^{(R)}_o(k) \):
\[
h^{(R)}_e(k) = h^{(R)}_{0,0,0}(k) + h^{(R)}_{0,0,0}(k)\sigma^x + \sigma^y(h^{(R)}_{0,x,0}(k)s^x + h^{(R)}_{0,y,0}(k)s^y)
+ \tau^z \left[ \beta_{z,0,x}(k)s^x + h^{(R)}_{z,x,0}(k)s^y + \sigma^x(h^{(R)}_{z,x,x}(k)s^x + h^{(R)}_{z,x,y}(k)s^y) + h^{(R)}_{z,y,0}(k)\sigma^y + h^{(R)}_{z,z,z}(k)\sigma^z s^z \right],
\]
\[
h^{(R)}_o(k) = h^{(R)}_{0,0,0}(k)s^x + h^{(R)}_{0,0,0}(k)s^y + \sigma^x(\beta_{0,x}(k)s^x + h^{(R)}_{0,x,y}(k)s^y) + h^{(R)}_{0,y,0}(k)\sigma^y + h^{(R)}_{0,z,z}(k)\sigma^z s^z
+ \tau^z \left[ \beta_{z,0,0}(k) + \beta_{z,x,0}(k)\sigma^x + \sigma^y(\beta_{z,y,z}(k)s^x + \beta_{z,y,y}(k)s^y) \right].
\]
(C16)
To derive the effective one-band Hamiltonian close to the \( \gamma \) point, we start by projecting onto states with either
\( \sigma^x = +1 \) or \( \sigma^x = -1 \), as outlined in Sec. C1a. Doing so, we obtain
\[
\tilde{h}^{(R)}_e(k) = t^{(R)}_{0,0}(k) + (t^{(R)}_{0,x}(k)\tau^x s^x + t^{(R)}_{0,y}(k)\tau^y s^y),
\]
\[
\tilde{h}^{(R)}_o(k) = t^{(R)}_{0,0}(k)s^x + t^{(R)}_{0,y}(k)s^y + t^{(R)}_{z,0}(k)\tau^z.
\]
(C17)
We next expand the functions \( t^{(R)}_{\ell,0}(k) \) in powers of \( k \) with the \( e^{-2\pi is^y/3}C_3 \) symmetry as a restriction. Both \( t^{(R)}_{0,0} \) and \( t^{(R)}_{z,0} \) will take identical forms as in the case without SOC, and so these terms need not be considered separately from the others. Moreover, as indicated in the discussion below Eq. (C14), the Rashba SOC term is only able to generate such spin-diagonal terms at higher orders in perturbation theory; in the first order approximation used here, \( t^{(R)}_{0,0} \) and \( t^{(R)}_{z,0} \) thus vanish. It follows that the addition of mirror-symmetry-breaking Rashba SOC does not generate the valley-orbit term \( t^{(0)}_{\ell,0}k_y(3k_x^2 - k_y^2)\tau^z \) (Eq. (C11)) that we argued was forbidden by mirror symmetry in the spin symmetric portion of the Hamiltonian. For the remaining, non-zero terms, rotation symmetry implies that they take the form
\[
t^{(R)}_{\ell,0}(k)s^x + t^{(R)}_{0,y}(k)s^y = \tilde{t}^{(R)}_{\ell,0}(k)s^x + \tilde{t}^{(R)}_{0,y}(k)s^y + \tilde{t}^{(R)}_{\ell,0}(k)s^y + \tilde{t}^{(R)}_{0,y}(k)s^x),
\]
where \( \tilde{t}^{(R)}_{\ell,0}, \tilde{t}^{(R)}_{\ell,0}, \tilde{t}^{(R)}_{0,y}, \tilde{t}^{(R)}_{0,y} \) are real numbers whose values would have to be obtained numerically. Since the correction is linear in \( \lambda_R \), we trivially conclude that \( \tilde{t}^{(R)}_{\ell,0,0} \approx \lambda_R \). Each independent term in Eq. (C18) is recorded in Table 5.

If we further impose mirror symmetry, we see that both \( \tilde{t}^{(R)}_{\ell,0} = \tilde{t}^{(R)}_{0,y} = 0 \) as well. However, unlike the situation without SOC, there is no reason for these terms to vanish in our scheme when the (physically relevant) Hamiltonian \( \tilde{h}_R \) is used instead of \( \tilde{h}_R \)—the expressions that \( \tilde{t}^{(R)}_{\ell,0} \) and \( \tilde{t}^{(R)}_{0,y} \) multiply are thus included in Table 5 without curly braces.

b. 2d flat band Ising Hamiltonian

Again, we use the symmetry action provided in Table 1 to obtain an effective Hamiltonian for the Ising SOC. The preservation of both \( C_2\mathcal{J} \) and \( U_z(1) \), the symmetry responsible for spin rotations about the \( z \)-axis, implies
\[
h_I(k) = \sum_{\ell=0,z} \sum_{i=0,x,y} \tau^i\sigma^x(h^{(I)}_{\ell,i,0}(k) + h^{(I)}_{\ell,i,z}(k)s^z).
\]
(C19)
From the action of time-reversal, $\mathcal{T}$, we separate these expressions into even, ‘e,’ and odd, ‘o,’ components like in the previous sections:

$$h_{I,e}(k) = h_{0,0,0}^{(I)}(k) + h_{0,z,0}^{(I)}(k)\sigma^x + h_{0,y,0}^{(I)}(k)\sigma^y z^2 + \tau^z \left[h_{0,0,0}^{(I)}(k) s^z + h_{0,z,0}^{(I)}(k) \sigma^x s^z + h_{0,y,0}^{(I)}(k) \sigma^y s^z\right],$$

$$h_{I,o}(k) = h_{0,0,z}^{(I)}(k)s^z + h_{0,z,z}^{(I)}(k)\sigma^x s^z + h_{0,y,0}^{(I)}(k)\sigma^y + \tau^z \left[h_{0,0,0}^{(I)}(k) + h_{0,z,0}^{(I)}(k) \sigma^x + h_{0,y,0}^{(I)}(k) \sigma^y s^z\right].$$

(C20)

As before, we project onto a single flat band close to $\gamma$, which is equivalent to setting $\sigma^z = \pm 1$:

$$\tilde{h}_e^{(I)}(k) = t_{0,0,0}^{(I)}(k) + t_{0,z,0}^{(I)}(k)\tau^z s^z,$$

$$\tilde{h}_o^{(I)}(k) = t_{0,0,z}^{(I)}(k)s^z + t_{0,z,0}^{(I)}(k)\tau^z.$$

(C21)

Both $t_{0,0}^{(I)}$ and $t_{0,z}^{(I)}$ take an identical form to the SU(2) symmetric Hamiltonian of Eq. (C9), and, further, as these terms are independent of spin, they are only generated by the Ising SOC at higher orders in $\lambda_I$. We now use the $C_3$ symmetry respected by Ising SOC to expand the remaining terms generated by the Ising SOC at linear order in $\lambda_I$, $t_{0,z}^{(I)}$ and $t_{0,z}^{(I)}$, in powers of $k$ about the $\gamma$ point:

$$t_{0,z}^{(I)}(k) = \tilde{t}_{e}^{(I)},$$

$$t_{0,z}^{(I)}(k) = \tilde{t}_{o}^{(I)} k_x(k_x^2 - 3k_y^2) + \tilde{t}_{o}^{(I)}(y)(3k_x^2 - k_y^2),$$

(C22)

where $\tilde{t}_{e}^{(I)}, \tilde{t}_{o}^{(I)}$ and $\tilde{t}_{o}^{(I)}(y)$ are constants whose values depend on the details of the theory. Analogous to the Rashba case, by explicit construction these constants are proportional to the Ising SOC coupling constant, $\lambda_I$: $\tilde{t}_{e}^{(I)}, \tilde{t}_{o}^{(I)}, \tilde{t}_{o}^{(I)}(y) \propto \lambda_I$.

In the above, only the lowest non-zero power of $k$ is kept. When we choose to work with $\tilde{h}_I$ in place of the (physically relevant) $h_I$, $\tilde{t}_{o}^{(I)}(y) = 0$.

3. **Trivial wire Hamiltonian**

We are finally in a position to discuss the effective Hamiltonian for the trivial wire presented in Table 1 of the main text and reproduced here in Table 2 (with an additional column). As depicted in Fig. 1(b) of the main text, the wire is constructed by electrostic confinement of the $2d$ system, which allows us to extract estimates of the wire Hamiltonian from the effective expressions we just derived. Specifically, we assume that within a region around $\sim 10$ moiré unit cells wide, the chemical potential intersects the lower flat band bottom, which is situated near the $\gamma$ point in momentum space; the filling in this region is $\nu_{\text{wire}} = -4 + \delta$, for some small $\delta$. Outside the wire, in the bulk region, the chemical potential is tuned so that the flat bands are completely empty with $\nu_{\text{bulk}} = -4$. (Our analysis would proceed in a nearly identical fashion for $\nu_{\text{wire}} = +4 - \delta$ and $\nu_{\text{bulk}} = +4$).

We remark that within this approximation scheme, the Hamiltonian we derive is equivalent to what would be obtained for a strip of finite width (provided one ignores details related to the edges of the ‘wire’). The primary difference is that instead of tuning the chemical potential in the bulk region to lie within the gap separating the flat and dispersive bands, as done in our setup, in a finite-width strip the existence of any other bands is not considered and the ‘outer’ regions are taken to be vacuum. In terms of the symmetry-obtained Hamiltonians, however, the result is identical.

a. **Wire Hamiltonian without SOC**

We begin by considering the wire Hamiltonian when SOC is absent. It is also convenient for the moment to ignore the ‘valley-orbit’ coupling defined in Eq. (C11): $\tilde{t}_{o}^{(I)} \rightarrow 0$. It is re-introduced below. This simplification leaves us with the rotationally invariant quadratic Hamiltonian of Eq. (C10). We assume for the moment that the wire extends in the $x$ direction. It follows that $k_x$ remains a good quantum number, allowing us to write the wavefunction as $\Phi_{k_x}(x,y) = e^{i k_x x} \phi_{k_x}(y)$. The $y$-dependent portion of the wavefunction is obtained through the standard quantum mechanical particle in a potential well problem. In the simplest case, one considers a box potential of width $W$. The solution proceeds by first solving the Schrodinger equation in the three regions, $-W/2 < y$, $-W/2 < y < W/2$, and $W/2 < y$ and subsequently implementing the appropriate boundary conditions. Regardless of the wire profile details, the negative energy bound states are confined to the wire region, $-W/2 \lesssim y \lesssim W/2$, and, further, assuming
where \( \phi \) is the foundation of the analysis that follows here and in subsequent sections. Functions quantifying such effects. However, in the presence of strain or interaction-induced nematic order, the relevant terms to take nonzero values, which we assume in the majority of this appendix only occurs through the wire’s function of the SOC strengths, \( \nu = 0 \text{ singlet IVC} \quad \mathcal{T}_{\text{IVC}}^2 = +1 \)
\[
a_1 k^x + \tau^z (\beta_1 s^x + \beta_2 s^y) + \beta_3 s^z
\]
\[
a_1 \propto 1/W^2, \quad \beta_1 \propto \lambda_R, \quad \beta_2 \propto \lambda_I
\]
\( \nu = 0 \text{ triplet IVC} \quad \mathcal{T}_{\text{IVC}}^2 = -1 \)
\[
a_1' k^x + s^z \left( \tau^z (\beta_1 s^x + \beta_2 s^y) + \beta_3 s^z \right)
\]
\[
a_1' \propto 1/W^2, \quad \beta_1' \propto \lambda_R, \quad \beta_2' \propto \lambda_I
\]
\( \nu = \pm 2 \text{ FM IVC} \quad \text{none} \)
\[
+ \tau^z (\beta_1 s^x + \beta_2 s^y) + \beta_3 s^z
\]
\[
\beta_1 \propto \lambda_R, \quad \beta_2 \propto \lambda_I
\]
\( \nu = \pm 2 \text{ AFM IVC} \quad \mathcal{T}_{\text{IVC}}^2 = -1 \)
\[
a''_{2'} k^x \left( \tau^z s^x + \tau^y s^y \right) + a''_{2'} s^z + a''_{2'} \tau^z
\]
\[
a''_{2'} \propto 1/W^2, \quad |\beta| \propto \lambda_R
\]

**TABLE 2.** Reproduction of Table I from the main text with an additional column providing the scaling of the parameters listed. Wire Hamiltonian terms for the trivial wire (first row) and perturbations generated by proximate IVC orders (subsequent rows) are shown. The valley-orbit coupling \( c \) persists in the absence of both IVC order and SOC; \( \alpha_{1,2} \) denote SOC terms that appear already for the trivial wire; couplings labelled by \( a \)’s survive with IVC order in the absence of SOC; and \( \beta \) terms can be viewed as additional IVC order-parameter components generated due to SOC, akin to the spin-orbit-induced admixture of singlet and triplet pairing in inversion-asymmetric superconductors [23]. For \( \nu = 0 \) triplet and \( \nu = \pm 2 \) IVC orders, we assumed that, without SOC, the spins orient in the out-of-plane \((\pm s^z)\) direction. The rightmost column lists the parameter scaling as a function of the SOC strengths, \( \lambda_{1/R} \), and the wire width \( W \). The \( 1/W^2 \) dependence signals that \( C_3 \) symmetry must be broken for the relevant terms to take nonzero values, which we assume in the majority of this appendix only occurs through the wire’s presence. However, in the presence of strain or interaction-induced nematic order, the \( 1/W^2 \) scaling should be replaced by functions quantifying such effects.

an even wire profile, the lowest energy states will possess even parity: \( \phi_{k_+}(y) = \phi_{k_-}(-y) \). These wavefunctions form the foundation of the analysis that follows here and in subsequent sections.

We now re-introduce the valley-orbit terms by projecting them to the space spanned by the confined wavefunctions, \( \phi_{k_+}(y) \). In particular, the odd part of the wire Hamiltonian is obtained via
\[
\langle \text{wire}_{\text{o}} (k_\parallel = k) \rangle = \tau^z \int dy \phi_{k_+}(y) \left[ \mathcal{I}_{\text{zo}}^0 (k_\parallel^2 - 3(-i\partial_y)^2) + \mathcal{I}_{\text{zo}}^{0'} (-i\partial_y) (3k_\parallel^2 - (-i\partial_y)^2) \right] \phi_{k_+}(y)
\]
\[
= \left[ \mathcal{I}_{\text{zo}}^0 (k_\parallel^2 - 3\langle k_\parallel^2 \rangle) + \mathcal{I}_{\text{zo}}^{0'} \left( 3 \langle k_\parallel^2 \rangle - \langle k_\parallel^2 \rangle \right) \right] \tau^z,
\] (C23)

where
\[
\langle k_\parallel^2 \rangle = \int dy \phi_{k_+}^\dagger(y) (-i\partial_y)^n \phi_{k_+}(y).
\] (C24)

The \( k \)-dependence of the correlation function is left implicit. A consequence of the even parity of \( \phi_{k_+}(y) \) is that only even powers of \( n \) return non-zero values. The total trivial wire Hamiltonian we find is
\[
\langle \text{wire}_{\text{o}} (k) \rangle = \frac{k^2}{2m} - \mu - 3\mathcal{I}_{\text{o}}^0 \langle k_\parallel^2 \rangle \tau^z,
\] (C25)

where a constant has been absorbed into the chemical potential and higher powers of \( k \) are ignored. Up to shifts that can be easily accounted for by the back gate voltage, the mass term and chemical potential are simply the 1d version of the flat band Hamiltonian, \( i.e., \) what one would get by ignoring all \( k_y \) dependence. By contrast, we see that the
breaking of $C_3$ symmetry allows a linearly dependent valley-orbit term proportional to $\tau^z$, whose coefficient $c$ in the first row of Table 2 is equal to $-3t_0^{(0)} \langle k_y^2 \rangle$. One generally expects $\langle k_y^2 \rangle \sim (2\pi/W)^2$, and it follows that $c \propto 1/W^2$, as indicated in the fourth column of Table 2. Importantly, the scaling of $c$ is itself independent of the wire direction: we always find $c \propto \langle k_y^2 \rangle \propto 1/W^2$ ($k_\perp$ is the transverse momentum). Note, however, that had we instead chosen our wire to lie along the $y$-direction, we would have found $c = 3t_0^{(0)y} \langle k_y^2 \rangle$.

While it’s clear that all four parameters above are proportional at leading order to the UV Rashba coupling constant, $\lambda_R$ (per Eq. (B5)), both $\alpha_2^x$ and $\alpha_2^y$ are also proportional to $\langle k_y^2 \rangle \sim 1/W^2$. These scalings are noted in Table 2.

c. Wire Hamiltonian for Ising SOC

As in the case without SOC, we extract the wire Hamiltonian directly from the results of Sec. C2a (or, alternatively, from Table 5) under the assumption that the wire points along the $x$-direction. We find

$$h^{(R)}_{\text{wire}}(k) = -\frac{1}{2} \langle k_y^2 \rangle \tau^z (\tilde{t}_c^{(R)} s^x + \tilde{t}_c^{(R)y} s^y) + k (\tilde{t}_o^{(R)} s^x - \tilde{t}_o^{(R)y} s^y)$$

where $k \equiv k_x$ and the correlations are defined via Eq. (C24), with correlation functions for all odd powers of $k_y$ assumed to vanish. Comparing with the notation of the main text reproduced in Table 2, we conclude that

$$\alpha_1^x = \tilde{t}_o^{(R)}, \quad \alpha_1^y = -\tilde{t}_o^{(R)y}, \quad \alpha_2^x = -\frac{1}{2} \langle k_y^2 \rangle \tilde{t}_c^{(R)}, \quad \alpha_2^y = -\frac{1}{2} \langle k_y^2 \rangle \tilde{t}_c^{(R)y}.$$  

While it’s clear that all four parameters above are proportional at leading order to the UV Rashba coupling constant, $\lambda_R$ (per Eq. (B5)), both $\alpha_2^x$ and $\alpha_2^y$ are also proportional to $\langle k_y^2 \rangle \sim 1/W^2$. These scalings are noted in Table 2.

c. Wire Hamiltonian for Ising SOC

We follow the procedure of the previous two sections, now with Eqs. (C21) and (C22) (or the row labelled ‘Ising’ in Table 5) as our starting point. We find

$$h^{(I)}_{\text{wire}}(k) = \tilde{t}_c^{(I)} \tau^z s^z 3\tilde{t}_o^{(I)} \langle k_y^2 \rangle k,$$

implying that

$$\alpha_1^x = -3\tilde{t}_o^{(I)} \langle k_y^2 \rangle , \quad \alpha_2^y = \tilde{t}_c^{(I)}.$$  

Once more, we conclude that $\alpha_1^x \propto \lambda_I$ and $\alpha_2^x \propto \lambda_I/W^2$ as shown in Table 2.

4. Analysis in the absence of $M_y$ or $C_3$

It is worth emphasizing which aspects of the analysis above hold when $M_y$ and/or $C_3$ are not present in even the continuum model $H_{\text{cont}}$ without SOC, especially in light of the recently proposed intervalley Kekulé spiral phase [24]. In particular, we explain that provided $J$, $C_2$, and the relevant continuous symmetries are preserved, the expressions derived in Eqs. (C9), (C17), and (C21) remain valid, including the parity assignments.

We first consider the case where $M_y$ is not present in the SOC-free Hamiltonian. The basis chosen in Eq. (C4) is no longer relevant, and it is more convenient to keep to the operators $\tilde{c}(k)$ of Eq. (C2). We restrict this operator to
a single band, \( \hat{c}_{v,n,\alpha=1}(\mathbf{k}) \to \hat{c}_{v,n}(\mathbf{k}) \), where \( v \) and \( n \) are valley and spin indices respectively, and \( \alpha = 1 \) specifies the band of interest. Importantly, because the Hamiltonian \( H_{\text{cont}} \) preserves \( \mathcal{T} \) and \( C_2\mathcal{T} \), these symmetries may be chosen to act as

\[
\begin{align*}
\mathcal{T} : & \quad \hat{c}(\mathbf{k}) \to \hat{c}(-\mathbf{k}), \quad i \to -i, \\
C_2\mathcal{T} : & \quad \hat{c}(\mathbf{k}) \to e^{i\hat{\theta}(\mathbf{k})} \hat{c}(\mathbf{k}), \quad i \to -i,
\end{align*}
\]

which is identical to what you obtain by projecting onto \( \sigma^x = \pm 1 \) in Eq. (C5), as argued in Sec. C1d. Although it is now clear that the projection procedure in the sections above could have been avoided, the basis Eq. (C4) will prove useful in the following section.

When \( C_3 \) is preserved, its action on the \( \hat{c}(\mathbf{k}) \) operators also remains unchanged, and the analysis of the previous sections follows as described above with the minor difference that certain terms previously prohibited by the mirror symmetry are now present, i.e., the curly braced terms in Table 5 are now equally valid. Conversely, when \( C_3 \) is broken, the effective Hamiltonians of Eqs. (C9), (C17), and (C21) may be directly translated to the one dimensional wire limit by simply taking \( \mathbf{k} \to k \) and expanding the functions \( t_{\mu,a}(\mathbf{k}) \) in even or odd powers of \( k \). Returning to Table 5, this step is equivalent to noting only which matrices \( \sigma^a \sigma^a \) are allowed in each scenario as well as the parity of the term \( t_{\mu,a}(\mathbf{k}) \) that multiplies it. While no information is gained on the scaling of the parameters in the theory except for the \( \lambda_{RIf} \) dependence, by comparison with the \( C_3 \) symmetric analysis, it is clear that all terms described as scaling with \( 1/W^2 \) in Sec. C3 and Table 2 must now depend on the strain or nematic order parameter responsible for the \( C_3 \) breaking.

D. WIRE ADJACENT TO IVC ORDER AT \( \nu = 0 \) AND \( \nu = \pm 2 \)

Here we detail our derivation of the 1d Hamiltonians describing a wire proximity-coupled to various IVC insulating states at charge neutrality and \( \nu = \pm 2 \). In Sec. D1, we begin by sketching the ideas of Ref. 20 that lead to the proposed IVC ground states and discussing the effect SOC may have on their analysis. We continue in Sec. D2 by outlining the methodology we use to obtain the effective Hamiltonians of IVC-proximity-coupled wires. The details of the specific IVC orders themselves are described in Secs. D3 and D4; the results of these sections appear in Table 2 and are based on the information provided in Tables 1 and 5. In the final two subsections, we address some subtleties of the analysis—namely the relation between the internal SOC direction and the physical wire direction (Sec. D5) and topological aspects of the various IVC states (Sec. D6).

1. Selection of IVC ground states

Our focus in the main text on IVC states is motivated in part by the perturbative expansion outlined in Ref. 20. Before delving into the wire setup itself, we briefly summarize the authors’ reasoning and pertinent conclusions, but we stress that this discussion is not intended to capture all of the details or physics of that article. The authors of Ref. 20 did not consider the effect of SOC on the ground state, so we restrict our discussion for the moment to the spin symmetric case.

The Hamiltonian of interest is

\[
H = H_{\text{cont}} + H_C + H_J, \tag{D1}
\]

where \( H_{\text{cont}} \) is the continuum model Hamiltonian (see Eq. (A8)), and \( H_C \) and \( H_J \) together represent the Coulomb interaction (see Eq. (A11)). The first step taken in Ref. 20 is to project the full Hamiltonian onto the flat bands, which are defined by diagonalizing \( H_{\text{cont}} \) as done in Sec. C1:

\[
H \to H^{(R)} = H_{\text{cont}}^{(R)} + H_C^{(R)} + H_J^{(R)}. \tag{D2}
\]

Here, \( H_{\text{cont}}^{(R)} \) has appeared already in Eq. (C7). This simplification is valid provided the gap separating the flat and remote bands is larger than the other scales of the theory. In experiments, it is measured to be approximately \( \Delta_{\text{disp}} \simeq 30\,\text{meV} \) [21, 22]—larger than the scales discussed below, though not by orders of magnitude.
Within this flat band subspace, a number of approximate particle-hole-like symmetries are identified, which are then employed to separate \( H^{(r)}_C \) into symmetric and antisymmetric contributions, respectively denoted \( H^{(r)}_{C,S} \) and \( H^{(r)}_{C,A} \). Close to the magic angle, \( \theta \sim 1.1^\circ \), the corresponding energy scales are estimated to be \( U_S \sim 15 - 20 \text{ meV} \) for \( H^{(r)}_{C,S} \) and \( U_A \sim 4 - 6 \text{ meV} \) for \( H^{(r)}_{C,A} \). The band energies implied by the quadratic term \( H^{(r)}_{\text{cont}} \)—the eigenvalues \( \epsilon_\alpha(k) \), \( \alpha \in \{t, f\} \) of Eq. (C3)—are also small compared to \( U_S \) close to the magic angle (note, however, that the quadratic part of the full Hamiltonian, \( H_{\text{cont}} \), provides the leading energy scale \( \Delta_{\text{disp}} \) and is responsible for the projector used to obtain \( H^{(r)}_{C} \) and thus \( H^{(r)}_{C,S} \) and \( H^{(r)}_{C,A} \)). In Ref. 20, the typical scale set by \( H^{(r)}_{\text{cont}} \) (and thus the energies \( \epsilon_\alpha(k) \)) is estimated as \( t_R \sim 4 - 6 \text{ meV} \) in the absence of strain close to the magic angle. This figure takes into account the specific Hartee-Fock scheme the authors consider, and we refer the reader to the appendix of Ref. 20 for details. Finally, the Hund’s term \( H^{(r)}_J \) is characterized by a much smaller scale \( J_H \sim 0.2 - 0.5 \text{ meV} \) (which is approximately \( \theta \cdot U_S \) for \( \theta \sim 1.1^\circ \)). We therefore roughly arrive at the following hierarchy of scales:

\[
\Delta_{\text{disp}} \gg U_S \gg U_A \sim t_R \gg J_H. \tag{D3}
\]

While some of these inequalities may be questioned, the conclusions reached in Ref. 20 are supported by numerics.

This separation of scales is useful since it further implies a hierarchy of symmetries and thus of symmetry breaking. The symmetric part of the long-range Coulomb interaction, \( H^{(r)}_{C,S} \), is invariant under an enlarged symmetry group \( U(4) \times U(4) \). The inclusion of \( H^{(r)}_{C,A} \) and \( H^{(r)}_{\text{cont}} \) break this symmetry to the \( U(2)_K \times U(2)_{K'} \) symmetry described above (see Eq. (A13)). Only at scales given by the Hund’s term is this enlarged symmetry reduced to the ‘physical’ \( U(1) \times U(1) \times SU(2) \).

Following the above arguments, we first focus solely on \( H^{(r)}_{C,S} \), whose ground states are determined to spontaneously break the \( U(4) \times U(4) \) effective symmetry—hence, action on one ground state by this large symmetry group returns an equally valid ground state. This degeneracy is subsequently broken by the inclusion of the subleading terms \( H^{(r)}_{C,A} \) and \( H^{(r)}_{\text{cont}} \). Within this \( U(4) \times U(4) \) manifold of \( H^{(r)}_{C,S} \) ground states, states possessing IVC order have the lowest energy when both \( H^{(r)}_{\text{cont}} \) and \( H^{(r)}_{C,A} \) are present. Like the terms so far considered, the IVC ground states also possesses a \( U(2)_K \times U(2)_{K'} \) degeneracy. We consider the inclusion of these three terms—\( H^{(r)}_{C,S}, H^{(r)}_{C,A}, \) and \( H^{(r)}_{\text{cont}} \)—as the “zeroth order” and “first order” contributions. Below the scales set by \( U_A \) and \( t_R \), we make no definitive conclusions regarding the energetically preferred ground state. For this reason, it is convenient to define the “leading order Hamiltonian,”

\[
H^{(r)}_{0,1} = H^{(r)}_{C,S} + H^{(r)}_{C,A} + H^{(r)}_{\text{cont}}, \tag{D4}
\]

whose ground states are \( U(2)_K \times U(2)_{K'} \)-degenerate IVC states. The details of the relevant states for \( \nu = 0 \) and \( \nu = \pm 2 \) are given below in Secs. D3 and D4, respectively.

The Hund’s term \( H^{(r)}_J \) is only relevant in selecting among ground states that are otherwise degenerate at the level of \( H^{(r)}_{0,1} \). However, given its small magnitude, \( H^{(r)}_J \) is susceptible to substantial renormalization by effects so far not considered; in particular, phonon interactions could alter the sign of the coupling in Eq. (A11): \( V_{\text{eff}}(K+k) \cong V_{\text{eff}}(K) \) [25] (where \( J_H \sim |V_{\text{eff}}(K)| \)). Given the inherent uncertainty in such calculations, we take the sign of the Hund’s coupling as an unknown, which leads us to consider two distinct (but related) many-body ground states for the both \( \nu = 0 \) and \( \nu = \pm 2 \). Note that because \( H^{(r)}_J \) preserves the spin SU(2), spin rotations of whichever ground state is chosen return an energetically equivalent ground state.

We now ask how these considerations are altered by the inclusion of SOC. Equations D1 and D2 are modified to

\[
H' = H_{\text{cont}} + H_C + H_J + H_{\text{SOC}} \rightarrow H^{(r)}_{\text{SOC}} = H^{(r)}_{\text{cont}} + H^{(r)}_C + H^{(r)}_J + H^{(r)}_{\text{SOC}}, \tag{D5}
\]

where \( H_{\text{SOC}} \) and \( H^{(r)}_{\text{SOC}} \) are given in Eqs. (B4) and (C13), respectively. Guided by TBG experiments, we assume that the energy scale of \( H^{(r)}_{\text{SOC}} \) is \( \lambda_{\text{SOC}} \sim \lambda_{I,R} \sim 2 - 3 \text{ meV} \), which is intermediate between \( t_S, U_A \) and the Hund’s scale,

---

2 We note that this estimate is lower than the bound provided above in Sec. C2. There, \( \lambda_{I,R} \) represented the parameters that appear directly in the full continuum model. By contrast, \( \lambda_{\text{SOC}} \) is the energy scale of the flat-band-projected Hamiltonian \( H^{(r)}_{\text{SOC}} \), which we naturally expect to be smaller than \( \lambda_{I,R} \). Based on the perturbative calculation alluded to in Sec. B3a, we could identify \( \lambda_{\text{SOC}} \sim \lambda_{I,R} \) (where \( \lambda_{I,R} \) is defined through the same procedure as \( \lambda_{I} \)). This perspective is also supported by experiments. While transport is able to resolve the SOC gap [18], STM studies, with resolutions of \( \sim 1 - 2 \text{ meV} \) cannot [26, 27].
$J_H$. That is, we modify Eq. (D3) to give
\[
\Delta_{\text{disp}} \gg U_S \gg U_A \sim t_R \gtrsim \lambda_{\text{SOC}} \gtrsim J_H.
\] (D6)

Hence, it is plausible that $H_{\text{SOC}}^{(r)}$—as opposed to the Hund’s term—selects the true ground state among the $U(2)_K \times U(2)_{K'}$-symmetric manifold of IVC states degenerate at the level of $H_{\text{SOC}}^{(r)}$. In this case, since SOC violates the spin SU(2), the resulting ground state may possess a preferred spin direction, in contrast to the ground states selected by the spin-symmetric Hund’s term. When restricting to uniform IVC order, we do not expect this distinction to affect the results, as we address below.

We acknowledge that Eq. (D3) suggests that since $t_R$ and $U_S$ are only two or three times larger than $\lambda_{\text{SOC}}$ it may not be entirely valid to consider on the effects of $H_{C,A}^{(r)}$ and $H_{\text{cont}}^{(r)}$ in the absence of $H_{\text{SOC}}^{(r)}$. We note, however, that the scale associated with $H_{\text{cont}}^{(r)}$ can be substantially increased through strain [28], so that the effects of SOC may again be treated as subleading. As addressed in the outlook section of the main text, while the presence of strain may ultimately favour a different type of IVC order, the intervalley Kekulé spiral [24], the primary conclusions of our analysis remain unchanged (see Sec. C4).

2. Outline of methodology

Having presented the reasoning behind our focus on IVC states, we now describe our derivation of the effective Hamiltonian of an IVC proximity-coupled wire. The details of the specific IVC insulators alluded to in the previous section are given in subsequent sections (see Secs. D3 and D4).

As discussed, the effective Hamiltonian derived in Sec. C3 could equally well describe a ‘wire’ in the form of a nanoribbon with physical (though assumed unimportant) boundaries in addition to the electrostatically defined ‘wires’ considered here. The derivation of the proximity-coupled wire could then proceed by first coupling the degrees of freedom of the trivial wire Hamiltonian to the gapped bulk degrees of freedom of the adjoining IVC phase under consideration. Since the IVC phases are gapped, an effective Hamiltonian for the proximity-coupled wire could be obtained by systematically integrating out the bulk fermions. The chemical potential necessary to obtain the adjoining IVC phases of interest and whether or not the wire was obtained via electrostatic gating or in some nanoribbon scenario are not expected to alter the universal, symmetry-constrained physics of interest here. However, even with the assumptions already in place, this integrating-out procedure remains impractical. We instead consider a closely related companion problem whose qualitative features are expected to be the same.

In the scenario we consider, we start with two $2d$ TBG systems stacked atop one another and allowed to tunnel very weakly (much more weakly than the graphene sheets of each TBG system are coupled). We denote these the primary system and the auxiliary system. In the primary system, the chemical potential is tuned to lie close to the flat band bottom around the $\gamma$ point. By constrast, the chemical potential of the auxiliary system is chosen to lie either at $\nu = 0$ (charge neutrality) or at $\nu = \pm 2$. In both situations, we assume that as a result of interactions, the auxiliary system spontaneously breaks $U_\nu(1)$ and possibly other symmetries, resulting in an intervalley coherent (IVC) insulator whose nature is described in the sections below. Because the auxiliary system is gapped, it only has a perturbative effect on the gapless degrees of freedom in the primary system. In particular, in second order perturbation theory, it alters the energy of the primary system’s Hamiltonian at $\sim \Theta(t^2/\Delta_{\text{IVC}})$ where $t$ is the tunnelling strength between the primary and auxiliary systems and $\Delta_{\text{IVC}}$ is the gap of the auxiliary system—set, of course, by the IVC order. We can then derive the effective Hamiltonian of the primary system in the $2d$ limit using symmetry arguments in a manner directly analogous to the analysis of Secs. C1a, C2a, and C2b. Importantly, even though the order parameter may fundamentally alter the structure of the flat bands within the auxiliary system, it does not do so in the primary system in the sense that the basis and electron operators defined in Eq. (C4) continue to provide a good description of the system. Finally, we imagine obtaining our wire Hamiltonian by reducing the primary system to a narrow strip, allowing the methodology of Sec. C3 to be applied. That is, we envision projecting the IVC corrections onto the wire wavefunctions $\phi_k(y)$ defined through Eqs. (C23) and (C24). The primary and auxiliary systems are now more correctly denoted the wire and bulk systems, respectively. Similarly, the ‘interlayer’ tunnelling constant $t$ is identified
as the tunnelling strength of the narrow wire region to the adjoining bulk states.

We consider two possible IVC order parameters for the auxiliary/bulk system at both \( \nu = 0 \) and \( \nu = \pm 2 \), the details of which are provided below. For each IVC order, we break our study into three scenarios, which we consider in order:

1. IVC order without SOC
2. IVC with Rashba SOC
3. IVC with Ising SOC

(Following the arguments of Sec. C2, terms arising from the simultaneous presence of Rashba and Ising SOC are neglected.) For each of these scenarios, we perform the following analysis:

- We note which symmetries remain and record the results in Table 1.
- For these symmetries, we determine all terms allowed in the 2d effective Hamiltonian of the primary system in an expansion about the \( \gamma \) point.
- Terms that were prohibited in the effective Hamiltonian without IVC order (first three rows of Table 5) or in a previous scenario (i.e., terms allowed with IVC but without SOC) are typically allowed for each new scenario. These new terms are recorded in Table 1. Note that this step implies a built-in hierarchy, in which more symmetric scenarios are considered first.
- Following Sec. C3, we use the 2d Hamiltonian we just derived to obtain the corresponding 1d wire Hamiltonian along with the scaling of the parameters within the theory. These results are shown in Table 2.

While the terms generated in scenarios 2 and 3 will be proportional to \( \lambda_R \) and \( \lambda_I \), we cannot conclude that any of the additional terms derived in this fashion are proportional to \( \Delta_{\text{IVC}} \) or even \( t^2/\Delta_{\text{IVC}} \). The confounding factor is that the second order perturbative expansion necessarily alters the quasiparticle weight of the effective flat-band operators, \( Z \sim [1 + t^2/\Delta_{\text{IVC}}]^{-1} \), which in turn requires that the effective Hamiltonian pick up an additional factor, \( h_{\text{eff}} \rightarrow Z h_{\text{eff}} \). The result is an effective IVC coupling \( \Delta_{\text{IVC}} \sim Z \cdot t^2/\Delta_{\text{IVC}} = -(1 - Z) \Delta_{\text{IVC}} \). The terms generated accordingly depend on \( \Delta_{\text{IVC}} \) and \( t \) in a complicated and nonuniversal fashion that may not prove relevant to the physical situation of interest.

Although the steps outlined above all assume \( C_3 \) and mirror symmetry at the level of the trivial Hamiltonian, the discussion in Sec. C4 is equally valid here. Without mirror, the terms included in Table 5 should be interpreted in a drastically simpler fashion: only the matrices allowed and the parity of the terms they multiple are relevant to the wire problem.

3. \( \nu = 0 \) IVC order parameters

In the previous section, we briefly sketched the arguments of Ref. 20 that the leading order contribution in TBG was \( H_{0,1}^{(D)} \) in Eq. (D4) and that the ground state of this Hamiltonian was an IVC insulator at \( \nu = 0 \). Following the treatment given in the appendix of Ref. 20, we now present these candidate \( \nu = 0 \) IVC ground states in more detail.

The ground state may be defined through a projection operator \( P_{\nu=0} \): all occupied (empty) states in the IVC insulator satisfy \( P_{\nu=0} |\phi\rangle = |\phi\rangle \) \( (P_{\nu=0} |\phi\rangle = 0) \). In a given basis, the projector can generally be written in terms of what we will refer to as the order parameter \( Q_{\nu=0} \):

\[
P_{\nu=0}(k) = \frac{1}{2} (1 + Q_{\nu=0}(k)), \quad \quad Q_{\nu=0}^2(k) = 1, \tag{D7}
\]

where both \( Q_{\nu=0} \) and \( P_{\nu=0} \) are \( 8 \times 8 \) matrices. In the basis satisfying Eq. (C5), the matrix \( Q_{\nu=0}(k) \) corresponding to an IVC state may be expressed in a momentum independent fashion as

\[
Q_{\nu=0} = \sigma^y \otimes \begin{pmatrix} 0 & V \\ V^\dagger & 0 \end{pmatrix}, \quad \quad V = e^{i\phi} e^{i\frac{\phi}{2} \tau^y s^y}, \tag{D8}
\]

where the \( \sigma^y \) Pauli matrices act on the “band” indices, \( \tau^a \) Paulis act on the valley indices, and \( s^a \) Paulis act on the spin. As discussed, although not true across the full moiré Brillouin zone, close to the \( \gamma \) point, we can set \( \theta(k) = 0 \) in Eq. (C5) and describe the action of \( C_3 \) and \( M_y \) via Eq. (C6).
The Hamiltonian $H_{1,1}^{(R)}$ possesses an effective symmetry under which the spins and phases of states originating in each valley can be rotated separately, $U(2)_K \times U(2)_{K'} \cong U_v(1) \times U_c(1) \times SU(2)_K \times SU(2)_{K'}$, where $U_v(1)$ ($U_c(1)$) is the U(1) valley (charge) symmetry and SU(2)$_K$ (SU(2)$_{K'}$) correspond to spin rotations in the $K$ ($K'$) valley (see Eq. (A12)). The order parameter $Q_{\nu=0}$ breaks this symmetry down to the usual charge symmetry $U_c(1)$ as well as a residual SU(2). That is, for all choices of $V$, there exists a subgroup SU(2) $\subset U_v(1) \times SU(2)_K \times SU(2)_{K'}$ whose action leaves $Q_{\nu=0}$ invariant. A Chern number can be assigned to the bands through $C = \tau^+\sigma^z$ [20], and one finds that within each (residual) SU(2) sector, the corresponding IVC insulator has a filled band with Chern number $|C| = 1$ that are related by an antiunitary “time reversal” symmetry. As the residual SU(2) is in reality broken, the $\nu = 0$ IVC states are not true topological states, as we discuss below for the specific cases under consideration.

At the level of $H_{1,1}^{(R)}$, ground states defined by $Q_{\nu=0}$ for all functions $V$ are energetically equivalent. In Sec. D.1, we discussed how states lying within this SU(2) manifold are distinguished by the valley Hund’s term when SOC is not present. Depending on the sign of $V$, $H_{1}^{(R)}$ either prefers a singlet state in which $V = e^{i\phi}$ or a triplet state in which $V = e^{i\phi}e^{i\pi\hat{n}\cdot s/2} = e^{i\phi}\hat{n}\cdot s$. Although SOC may in fact constitute a larger energy scale than the Hund’s term $J_H$, these two states remain the natural candidate ground states. The only alternative is a state in which singlet and triplet orders are mixed, but since these two states are distinguished by the action of time reversal (the singlet state breaks $\mathcal{T} = i\hat{s}^y\mathcal{T}$, while the triplet state preserves it), they will not be mixed by the addition of a time-reversal respecting perturbation like SOC. To ensure that $C_3$ symmetry is preserved in the triplet case, we restrict our study to $\hat{n} \propto \hat{z}$.

a. IVC singlet order

We focus now on the singlet IVC (sIVC) state, defined by $V = e^{i\phi}$ in Eq. (D8). The order parameters are equivalent for all values of $\phi$ and so we select $\phi = 0$. This choice returns the order parameter

$$Q_{\text{sIVC}} = \tau^x\sigma^y.$$  

It is clear that the residual SU(2) symmetry preserved by this state is the usual spin rotation symmetry. The discrete symmetries preserved by $Q_{\text{sIVC}}$ without SOC and with Rashba and with Ising SOC (separately) in 2$d$ are listed in Table 1. As detailed above, we use these symmetries to restrict the form of an effective 2$d$ Hamiltonian close to the $\gamma$ point. The additional terms generated by the presence of sIVC order and subsequently by the pairwise presence of sIVC order and Rashba/Ising are shown in Table 5. These in turn directly lead to the wire Hamiltonian shown in Table 2.

We note that one of the terms obtained in the manner just described is necessarily second order in the SOC coupling constants. In particular, when the sIVC order above is present alongside Rashba SOC, a constant term proportional to $\tau^ys^z$ is allowed by symmetry. However, as explained in Sec. C.2, the leading order contributions of the Rashba term are all proportional to the spin Pauli matrices present in the UV Rashba SOC induced from the TMD monolayer $\hat{h}_R$—namely, they must be proportional to $s^x$ or $s^y$. Since the sIVC order parameter can itself not contribute any additional powers of spin, we conclude that the $\tau^ys^z$ term necessarily arises at order $\lambda^2 R$ or possibly an even higher power. For this reason, the $\tau^ys^z$ term is not included in the 1$d$ wire Hamiltonian of Table 2.

Above, we mentioned that the $\nu = 0$ IVC states were “topological” when the corresponding residual SU(2) was preserved, which here is the spin SU(2). We find that within each spin $\uparrow$ or $\downarrow$ sector, the system is a $Z_2$ topological insulator protected by the emergent time reversal $\mathcal{T} = i\tau^yK$. That is, for each spin, a band with Chern number $C = +1$ and $C = -1$ is filled, where the Chern number is given by the eigenvalue of $\tau^x\sigma^z$ [20]. The presence of SOC, of course, breaks the SU(2) spin symmetry and would accordingly induce scattering between counterpropagating modes in either spin sector at the sample boundary. Spin-orbit-induced scattering is not, however, the only mechanism that spoils the topological nature of the sIVC insulator. Even in a system with perfect spin symmetry, the effective time reversal symmetry, $\mathcal{T}$, descends from the spontaneously-broken $U_c(1)$ symmetry. This emergent symmetry is dependent on the absence of momentum exchange occurring at the scale of the microscopic graphene lattice scale, and while this assumption is reasonable within the bulk, the physical boundary of the TBG samples are expected to strongly break.
this valley symmetry. We can no longer append the $U_v(1)$ rotation to the physical time reversal symmetry and are instead left with the ‘spinless’ antiunitary symmetry $\mathcal{T} = i\tau^z K$ which satisfies $\mathcal{T}^2 = +1$. The edge modes are thus able to backscatter even in the absence of SOC.

\subsection*{b. IVC triplet order}

The triplet IVC (tIVC) state is obtained by setting $V = e^{i\phi}i\hat{n} \cdot s$. As mentioned, to preserve the $C_3$ symmetry, the spin must point in the out-of-plane direction, $\hat{n} \propto \hat{z}$. We use the $U_v(1)$ degrees of freedom to set $\phi = -\pi/2$, resulting in the order parameter

$$Q_{\text{tIVC}} = \tau^x \sigma^z s^z.$$

While clearly not invariant under the physical SU(2) symmetry, as discussed, this order parameter nonetheless preserves an SU(2) subgroup of $U_v(1) \times SU(2)_K \times SU(2)_{K'}$. In particular, the action of the group $SU(2)_{\text{tIVC}}$ generated by the matrices $\{s^z, \tau^x s^x, \tau^z s^y\}$ leaves $Q_{\text{tIVC}}$ unchanged. Note that the U(1) subgroup of the spin symmetry responsible for $z$-axis spin rotations, which we denote $U_z(1)$, is a subset of this conserved symmetry, i.e., $U_z(1) \subset SU(2)_{\text{tIVC}}$.

The triplet IVC (tIVC) state is obtained by setting $\nu = \pm 2$. As mentioned, to preserve the $C_3$ symmetry, the spin must point in the out-of-plane direction, $\hat{n} \propto \hat{z}$. We use the $U_v(1)$ degrees of freedom to set $\phi = -\pi/2$, resulting in the order parameter

$$Q_{\nu=\pm 2} = \frac{1}{2}(I \pm Q_2),$$

$$Q_{1,2}^2 = 1,$$

$$[Q_1, Q_2] = 0.$$
the spin-polarized IVC state

\[ Q_{\nu=-2} = \frac{1}{2} \left( \begin{array}{cc} 1 + \hat{n}_+ \cdot s & V \sigma^y \\ V^\dagger \sigma^y & 1 + \hat{n}_- \cdot s \end{array} \right) \tau, \]

where

\[ \hat{n}_\pm = \frac{1}{2} \text{tr} \left( U_\pm^\dagger s^z U_\pm s \right), \quad V = U_+^\dagger \left( 1 - s^z \right) U_-, \]

with \( U_\pm \times 2 \times 2 \) unitary matrices acting on the spin indices. It can be shown that \( Q_{\nu=-2} \) is invariant under the action of a \( U(1) \times U(1) \times U(1) \) symmetry (one of which is \( U_\nu(1) \)) \cite{20}, implying that it takes values in the manifold \( U(2)^2 / U(1) \times U(1) \times U(1) \cong U_\nu(1) \times S^2 \times S^2 \). Here, the \( U_\nu(1) \) symmetry corresponds to the usual IVC phase we set to zero. The two factors of the unit sphere, \( S^2 \), correspond to the spin directions in either valley, \( \hat{n}_\pm \).

Just as for the IVC orders at \( \nu = 0 \), the large degeneracy of \( Q_{\nu=-2} \) is broken by both the SOC term, \( H^{(b)}_S \), and the valley Hund’s term, \( H^{(F)}_J \). In the absence of SOC, either a ferromagnetic (FM) state given by \( U_+ = e^{i\theta} U_- \) or an antiferromagnetic (AFM) IVC state given by \( U_+ = s^z e^{i\theta} U_- \) is preferred depending on the sign of the Hund’s coupling, \( J_H \). These choices accordingly select \( \hat{n}_+ = \hat{n}_- = \hat{z} \) and \( \hat{n}_+ = -\hat{n}_- \) for the FM IVC and AFM IVC states, respectively. These two orders represent the most natural choices of order parameters even in the presence of SOC. In particular, they are the sole choices that are either even or odd under time reversal, and a time-reversal preserving perturbation like SOC is therefore unable to prefer a groundstate in which they are mixed. As was the case at \( \nu = 0 \), in order to preserve \( C_3 \) symmetry, the spins must point in the out-of-plane direction, \( \hat{n}_\pm \propto \hat{z} \), which we assume to be the case.

a. Ferromagnetic IVC order

The first state we consider is the ferromagnetic (FM) IVC state, which is obtained by choosing \( \hat{n}_+ = \hat{n}_- = \hat{z} \) in Eq. (D12). An equivalent definition of this state follows by selecting \( Q_1 \) and \( Q_2 \) in Eq. (D11) equal to two distinct elements of \( \{ s^z, \tau^x \sigma^y, \tau^x \sigma^y s^z \} \) up to some signs; the unassigned element is then equal to \( \pm Q_1 Q_2 \). Regardless, the resulting order parameter is

\[ Q_{\text{FM IVC}} = \frac{1}{2} (1 + s^z) + \frac{1}{2} \tau^x \sigma^y (1 - s^z). \]  

We can check that the three residual U(1) symmetries preserved by this order parameter are generated by \( 1, s^z, \tau^z (1 - s^z) \), which respectively correspond to \( U_\nu(1), U_z(1), \) and a restricted version of \( U_\nu(1) \) that only acts on the \( \downarrow \) spins. While the first two are good symmetries, the second is an artifact of the simplistic, fine-tuned representation implied by Eq. (D14). Essentially, \( Q_{\text{FM IVC}} \) has degenerate eigenvalues equal to \(-1\) for the two states with both \( s^z = \downarrow \) and \( \tau^x \sigma^y = -1 \) and eigenvalues equal to \(+1\) for the remaining six states; only the former two states survive the projector \( (1 - Q_{\text{FM IVC}}) / 2 \). However, although \( Q_{\text{FM IVC}} \) is a good description of the ground state, it is unlikely to describe the effective mean field Hamiltonian one would actually obtain in an interacting system. Instead, one would expect something like \( H_{\text{FM IVC}} \sim a s^z + b \tau^x \sigma^y - c \tau^x \sigma^y s^z \), with, say, \( a, b, c > 0 \). While \( (1 - Q_{\text{FM IVC}}) / 2 \) indeed projects onto the filled states of \( H_{\text{FM IVC}} \) at \( \nu = -2 \), the Hamiltonian \( H_{\text{FM IVC}} \) itself only preserves the U(1) symmetry generated by \( \tau^z (1 - s^z) \) when \( b = c \), which is not required by any symmetry. We therefore do not include this symmetry in our analysis.

All of the terms present in the effective Hamiltonian for a wire proximity-coupled to a \( \nu = 0 \) IVC insulator and for a wire proximity-coupled to a \( \nu = 0 \) tIVC insulator (Secs. C3, D3a, and D3b) will also be generated here. In Table 5, these terms are summarized in rows 1–8. Additional terms are obtained by considering the FM IVC order by itself and alongside the Rashba and Ising SOC individually. The symmetry group for each of these cases is provided in Table 1 and the additional terms present in each case are listed in Table 5. From the results of this table, we follow the prescription outlined in Sec. C3 to obtain the effective 1d Hamiltonian and the corresponding parameter scaling shown in Table 2.

The FM IVC is also topological in some respects. For the parameters chosen in Eq. (D14), the two filled bands have Chern numbers (given by \( \tau^z \sigma^z \) \(+1\) and \(-1\) as well as \( \tau^x \sigma^y = -1 \) and \( s^z = \downarrow \). As for the \( \nu = 0 \) IVC insulators, these
two bands are mapped to one another under the emergent symmetry $\tilde{T} = i\tau^yK$. Since this antiunitary symmetry descends from the $U_v(1)$ symmetry, it is again broken by the sample boundary itself, similar to what occurs for the sIVC and tIVC insulators. The topological protection of this state is also spoiled by the addition of SOC: as Table 1 indicates, when FM IVC order coexists with either Rashba or Ising SOC, no antiunitary symmetry survives. Note, however, that unlike for the $\nu = 0$ IVC states, the SOC terms do not directly mediate backscattering between counterpropagating modes. In particular, to first order, Rashba necessarily induces a spin slip, $\uparrow \rightarrow \downarrow$, while Ising SOC flips the value of $\tau^z\sigma^y$. Higher order processes will nevertheless induce a gap.

b. Antiferromagnetic IVC order

The AFM IVC order parameter is given by selecting $U_+ = 1$ and $U_- = s^x$ in Eqs. (D12) and (D13):

$$Q_{\text{AFMIVC}} = \frac{1}{2}(1 + \tau^z s^z + \tau^x \sigma^y s^x + \tau^y \sigma^y s^y)$$

(D15)

Comparing against Eq. (D11), we see that that $Q_{\text{AFMIVC}}$ could equivalently have been obtained by choosing $Q_1$, $Q_2$ equal to two out of $\tau^z s^z$, $\tau^x \sigma^y s^x$, and $\tau^y \sigma^y s^y$ (as always, up to $U_v(1)$ rotations). We note that the mean field generation of a $\tau^z s^z$ term is equivalent to the spontaneous generation of Ising SOC; thus, when we consider the effect of adding SOC to the system, we will not need to consider Ising SOC as we did for the other cases. We recognize the other two order parameters, $\tau^x \sigma^y s^x$ and $\tau^y \sigma^y s^y$, as in-plane versions of the IVC triplet order parameter $Q_{\text{IVC}} = \tau^x \sigma^y s^z$ considered in Sec. D.3.b.

As written, $Q_{\text{AFMIVC}}$ preserves the three $U(1)$ symmetries generated by $1$, $\tau^z s^z$, and $\tau^z + s^z$, and, unlike in the previous case, there is a physical reason to expect that the AFM IVC may be invariant under all of these $U(1)$ symmetries. The primary issue is the symmetry generated by $\tau^z + s^z$. It appears to be similar to the $U(1)$ symmetry that we argued in Sec. D.4.a was a non-physical artifact, the result of fine-tuning. Here, however, the symmetry generated by $\tau^z + s^z$ can be interpreted as a residual version of $U_v(1) \times U_z(1)$, in which a spin rotation about the $z$ axis is followed by a valley rotation: $\hat{U}_z(1) : c(k) \rightarrow e^{i\theta(\tau^z + s^z)/2}c(k)$. Although the introduction of SOC ultimately breaks both the $U_z(1)$ and ‘residual’ $\hat{U}_z(1)$ symmetry, the presence of the latter allows a residual version of the spinful 120° rotation symmetry to survive even when SOC is included: $\hat{C}_3 = e^{-2\pi i\tau^z/3}C_3 = e^{-2\pi i(s^z + \tau^z)/3}C_3$. Since the extra valley rotation that has been appended occurs only at the scale of the microscopic graphene lattice, this ‘residual’ $\hat{C}_3$ symmetry is largely indistinguishable from the ‘physical’ $C_3$ symmetry we started with—all lattice symmetries are after all only well-defined in a low-energy limit, at length scales much larger than the microscopic lattice constant. As a result, provided $\tau^z + s^z$ is preserved in the AFM IVC state without SOC, the AFM IVC state with SOC will not be nematic. While some experiments show evidence for nematicity around $\nu = \pm 2$ [21, 29–31], for simplicity, we restrict ourselves to this fully symmetric case. This assumption is equivalent to requiring that the two in-plane IVC order parameters occur with identical coefficients, i.e., in the form $\tau^x \sigma^y s^x + \tau^y \sigma^y s^y$.

The symmetries preserved by this order parameter are listed in Table 1 in the limit just discussed. In turn, its presence induces the terms listed in Table 5 in the $2d$ effective Hamiltonian. Following the prescription outlined in Sec. C.3, we arrive at the effective wire Hamiltonian provided in Table 2 with the parameter scalings shown.

Unlike the other IVC insulators considered, the AFM IVC state is a true $\mathbb{Z}_2$ topological insulator protected by the physical time reversal symmetry [32]. The order parameter of Eq. (D15) implies that the two bands filled at $\nu = -2$ have definite $\tau^z s^z = -1$ and $\tau^x \sigma^y s^x = -1$, as well as Chern numbers $C = +1$ and $C = -1$ (where $C$ is given by the eigenvalue of $\tau^z \sigma^z$). At the phase boundary, backscattering between the modes of each of these two bands is prohibited by the true electronic time reversal symmetry $T = i\tau^y s^y K$ and so neither the addition of spin orbit nor edge disorder-induced intervalley scattering obviates the topological protection of the system. Scattering and thus a gap will, however, result upon the application of an in-plane magnetic field (as needed to realize Majorana zero modes; see the main text for details).
5. Relation of internal SOC parameters and wire direction

One aspect of the above analysis that may not be immediately clear is the relation it implies between the spin and wire direction. This point is best illustrated by direct comparison with a more conventional spin-orbit coupled wire. In a typical 2d SOC-coupled material, the Rashba term takes the form \( \sim k_x s^y - k_y s^x \). Reducing to a wire scenario (directed along the \( x \) direction) then returns a 1d Rashba contribution \( \sim k_x s^y \). In the presence of an in-plane Zeeman field, different behaviour should be observed depending on whether the magnetic field points parallel to the wire, \( \sim \frac{1}{2} \gamma g \mu_B B s^x \), or perpendicular to the wire, \( \sim \frac{1}{2} \gamma g \mu_B B s^y \).

By contrast, our symmetry analysis does not fix the relation between the spatial wire direction and the internal spin directions favored by SOC. This uncertainty occurs at two (related) levels. Firstly, the unknown in-plane rotation angle \( \phi_R \) in the definition of \( \mathcal{h}_R \) in Eq. (B5) (as well as in the definition of \( \mathcal{h}^+_R \) in Eq. (B7)) signals our fundamental inability to relate spatial directions (encoded in the sublattice Pauli matrices \( \sigma^{x,y} \)) and spin directions (encoded in the Pauli matrices \( s^{x,y} \)). Only when the twist angle between the TMD substrate and neighbouring graphene monolayer, \( \theta_{\text{TMD}} \), is precisely 0° or 30° (mod 60°) can we definitively say that \( e^{i\phi_R} \) is real [10]. This restriction follows from the presence of a reflection symmetry about either the \( x \)- or \( y \)-axes at those special angles. As discussed in Sec. B1, we nevertheless expect the angle \( \phi_R \) to deviation very little from 0 or \( \pi \) (mod 2\( \pi \)).

Even setting \( \phi_R = 0 \) exactly does not resolve the issue of how to relate spatial and spin directions. The more relevant issue is likely to be the absence of mirror symmetry. In particular, we repeat here the second line of Eq. (C18), which gives the odd parity Rashba SOC terms generated at first order:

\[
\tilde{h}^{(R)}_o(k) = \tilde{t}^{(R)}_o \left( k_x s^x + k_y s^y \right) + \tilde{t}^{(R)'}_o \left( k_y s^x - k_x s^y \right),
\]

Generically both \( \tilde{t}^{(R)}_o \) and \( \tilde{t}^{(R)'}_o \) are non-zero. In the 1d limit we therefore obtain a sum \( \sim k_x \left( \tilde{t}^{(R)}_o s^x - \tilde{t}^{(R)'}_o s^y \right) \), indicating that the spin axis favored by Rashba SOC depends on non-universal details. Since to a good approximation an applied magnetic field couples only to the wire’s spin degrees of freedom, the non-universal relation between the wire orientation and spin directions implies a non-universal relation between the wire and magnetic field directions.

This non-universality is the primary motivation for our introduction of the fine-tuned mirror-symmetric Hamiltonians of Sec. B3. When \( \mathcal{h}^+_R \) is present instead of \( \mathcal{h}_R \), the \( M^+_y \) (or, more correctly, assuming \( \phi_R = 0 \), the \( i s^x M^+_y \)) symmetry sets \( \tilde{t}^{(R)'}_o \) to zero, in which case we can definitively ‘tie’ the wire and internal SOC directions to one another, even at the level of the symmetry analysis. Moving beyond this fine-tuned limit, although we cannot say that \( \tilde{t}^{(R)'}_o \) vanishes in the physical situation, we may nevertheless predict that because of the strong interlayer mixing that occurs between the two layers, the mirror symmetry is only weakly broken, implying that \( \frac{|\tilde{t}^{(R)'}_o|}{|\tilde{t}^{(R)}_o|} \ll 1 \). (A caveat to this reasoning is that mirror symmetry is most strongly broken in the region of interest, close to the \( \gamma \) point.)

In selecting parameters for Figs. 2 and 3 of the main text, this weak breaking of the reflection and the mirror symmetries was imposed. Within this set of assumptions, the magnetic field direction chosen is consistent with being perpendicular to the wire. We further assumed that the wire was directed in such a way that the 1d projection of neither \( k_x (k_x^2 - 3k_y^2) \) nor \( k_y (3k_x^2 - k_y^2) \) vanished.

6. Topological aspects of IVC states

In Secs. D3 and D4 we described the different IVC orders under consideration as well as the topological nature of these states, which we assessed by examining the fate of any edge modes at the physical sample boundary. The wire profile interpolates between IVC and ‘trivial’ regions of the phase diagram and may therefore be interpreted as two distinct boundaries separating the IVC and trivial insulators. It’s thus possible that topological (or pseudo-topological) edge modes may be present, and we address this possibility here.

Firstly, even in a true topological insulator, edge modes are only protected in the limit that they are infinitely separated spatially. The narrowness of the wire, however, means that any edge modes arising out of the termination of either adjoining phase will overlap spatially, immediately encouraging the formation of a gap. In addition to this admittedly trivial backscattering mechanism, to varying degrees, all of the means discussed in Secs. D3 and D4 by
which the topological nature of the system may be spoiled are again relevant here. Notably, with the exception of the AFM IVC insulator, inter-mode scattering mediated by SOC promotes a gap. An in-plane magnetic field should also induce scattering between modes; this mechanism is particularly relevant for the tIVC and AFM IVC insulators, which require the external breaking of time reversal to enter the odd channel regime. Finally, explicit breaking of the $U(1)$ symmetry may also be a relevant gap-forming mechanism, although this effect is not expected to be as important at a gate-mediated chemical potential shift as it would be at the physical sample boundary. (Note that if such a chemical potential gradient were able to open substantial gaps via inter-valley scattering, proximate IVC order would not be necessary to realize Majorana zero modes.) Regardless of whether physical proximity, SOC, an applied field, or valley symmetry breaking is the primary gap-generating mechanism, the result may still be smaller than the bulk gap, resulting in pseudo-topological subgap states.

Although we have focused throughout this paper on wire states realized through a confining potential (Sec. C3), the pseudo-topological states just described may also be used to obtain the odd channel regime necessary to realize Majorana zero modes. The body of the analysis used to obtain the effective wire Hamiltonians of Table 2 is equally valid for these topological states. The primary distinction lies in the applications of the momentum expansions in Table 5, and thus the derivation of the fourth column of Table 2, which relates the scaling of the parameters. These observations follow from our use of the $2d k$-dependent terms shown in Table 5, as well as the fact that these terms were derived using the $C_3$ and $M_y$ action expressed in Eq. (C6), which only hold in the region close to the $\gamma$ point. Conversely, the pseudo-topological states are fundamentally real-space objects and cannot be described as emerging from any location in the moiré BZ. The only information in Table 5 applicable to these modes is the matrix structure of the terms (which combinations of $\tau^\mu s^a$ are allowed) and the parity of the functions they multiply (the terms $t_{\mu,a}(k)$ found in Secs. C1a, C2a, and C2b); see Sec. C4 for more discussion. (For wires directed specifically along high symmetry directions such as the $x$- or $y$-axes, mirror could yield additional constraints, but would require slightly different methods.) In certain circumstances, the differences in the parameter scaling in Table 2, in particular the dependence on the wire width, may make the pseudo-topological states better hosts for the Majorana physics proposed here. Given their topological provenance, one may further expect such states to possess additional stability against unwanted perturbations.

While we view these subgaps as a boon, one may be concerned that their presence will mar some of the conductance signatures of the IVC phase discussed in the main text. Although these edge-like modes certainly increase the system’s complexity, their presence may be discerned by the persistence of gapless wire states even when the chemical potential of the wire is well below the band bottom (see Sec. F6 for further discussion).

The topological-like states traversing the gate-defined wire may coexist with topological states at the sample boundary. The main text illustration of Fig. 1(a) as well as the insets in Fig. 2 all depict the ends of the wire as coinciding with the physical sample boundary, implying that pseudo-topological edge modes (if present) would reside in close proximity to the wire ends—potentially destroying the topological protection of any Majorana zero modes. For the sIVC, tIVC, and FM IVC insulators, we expect any pseudo-topological state to acquire a significant gap as a result of the inter-valley scattering induced by the sharp physical boundary, and we are therefore not concerned about such a scenario. The same considerations do not hold for AFM IVC state, which is a true topological insulator. Instead we must rely on the applied magnetic field to also open a gap along the sample boundary. The chemical potential in this proximate region must further be tuned to lie within this energy window. Alternatively, judicious chemical potential variation along the wire direction could be used to push the Majorana zero modes away from any sample boundaries, far from possible gapless edge states.

E. WIRE PROXIMITY-COUPLED TO IVC AND SUPERCONDUCTING STATES

Figures E1 and E2 build on the information in Fig. 3 of the main text.

Through the excitation gap, Fig. E1 presents the phase diagram of a wire proximity coupled to both the sIVC insulator and the superconducting state in a number of scenarios. In (a), the excitation gap is plotted as a function of $\Delta_1$ and $\mu$ at zero magnetic field. As in the main text, we assume $\Delta_2 = -0.4\Delta_1$. Two distinct topological states are
FIG. E1. Plots of excitation gap in a wire proximity-coupled to both an sIVC insulator and a superconductor that contributes pairing terms of the form provided in Eq. (4) of the main text. Topological (topo), trivial, and gapless phases are noted. The same parameters used in Figs. 2(c) and 3(a) are used above. The inset in the centre reproduces Fig. 2(c) of the main text. The two odd-channel energy windows marked with grey boxes are labelled $\epsilon_1$, $\epsilon_2$, and $\bar{\epsilon}$ is defined as their average. (a) Excitation gap as a function of $\Delta_1/\bar{\epsilon}$ and $\mu$ for zero magnetic field. The vertical line on the left, marked $\Delta_1^*$, corresponds to the pairing used in Fig. 3(a) of the main text. As in that figure, $\Delta_2 = -0.4\Delta_1$. (b) Excitation gap as a function of magnetic field for $\Delta_1$ equal to $\Delta_1^{**}$, shown in (a) by the vertical line on the right. $\Delta_2$ is again equal to $-0.4\Delta_1$. Although the lower topological phase is absent at zero magnetic field, it re-emerges at finite field. (c) Excitation gap as a function of $\Delta_1/\bar{\epsilon}$ and $\mu$ at zero magnetic field with $\Delta_2 = 0$. The upper topological phase that arises out of the three-channel regime shown in the inset is now absent. (d) Excitation gap as a function of $\Delta_2/\bar{\epsilon}$ for zero magnetic field with $\Delta_1 = 0$. Both topological phases are clearly present. Furthermore, the one-channel phase extends to larger values of the externally induced pairing term $\Delta_2$.

observed at precisely the location of the odd channel regimes, as shown in Fig. 2(c) of the main text and reproduced in the central inset of Fig. E1. The white line on the left of (a), labelled $\Delta_1^*$, indicates the pairing strength used to generate Fig. 3(a) in the main text. Figure E1(b) plots the excitation gap as a function of magnetic field for the fixed pairing strength indicated by the line labelled $\Delta_1^{**}$ in (a). Again, $\Delta_2 = -0.4\Delta_1^{**}$. Notably, since $\Delta_1^{**}$ does not intersect the lower topological lobe of (a) (corresponding to the one-channel regime), there is topological phase at $B = 0$ in (b). At finite $B$, however, the topological phase re-emerges. Figures E1(c) and (d) are similar to (a) in that they also plot the excitation gap as a function of external pairing in zero magnetic field. In (c), the triplet pairing is absent, $\Delta_2 = 0$, and we see that $\Delta_1$ is unable to open a gap in the three channel regime—only the lower topological lobe is present. In (d), the singlet pairing is instead set to zero, $\Delta_1 = 0$, and topological phases are observed in both
FIG. E2. Plots of the excitation gap in a wire proximity-coupled to both an AFM IVC insulator and a superconductor that contributes pairing terms of the form provided in Eq. (4) of the main text. Topological (topo), trivial, and gapless phases are noted. The same parameters used in Fig. 2(i) as well as Fig. 3(b) are used above. (a) Excitation gap as a function of \( \Delta_1 / (\frac{1}{2} g \mu_B B) \) and \( \mu \) for fixed magnetic field \( B \) chosen such that \( \frac{1}{2} g \mu_B B / \tilde{\Delta}_1 = 2 \), where \( \tilde{\Delta}_1 \) is the fixed pairing strength used to generate the Fig. 3(b) of the main text and shown with the white dashed line. (b) Excitation gap in the wire as a function of magnetic field \( \frac{1}{2} g \mu_B B / \tilde{\Delta}_1 \) and \( \mu \) for fixed singlet pairing strength \( \tilde{\Delta}_1 \) — the same value used to obtain Fig. 3(a) of the main text and plotted (a). Unlike Fig. 3(b) of the main text, the triplet pairing strength is set to equal \( \Delta_2 = +0.4 \tilde{\Delta}_1 \). There are now two distinct topological lobes, although they are quite a bit smaller in size.

F. FIVE BAND MODEL

As a proof of concept, we perform numerical simulations of a wire proximity-coupled to various IVC phases within the context of the five model for the flat bands of TBG described in Ref. 33. In Secs. F1, F2, and F3, we describe the model setup, symmetry actions, and the inter-orbital hopping terms first provided in Ref. 33. We subsequently use symmetries in conjunction with the information contained in Table 1 to incorporate SOC and IVC orders into the five-band model—focusing in particular on the sIVC insulator at \( \nu = 0 \) and the AFM IVC insulator at \( \nu = \pm 2 \). We describe how the wire is realized and present our results in Sec. F6. We finish in Sec. F7 by discussing some limitations of this study.

1. Basic definitions

While the two flat bands (per spin per valley) would ideally be describable using a microscopic two band model, the bands themselves possess a ‘fragile topology’ [33–35] that prohibits such a description. Instead, the minimal description one may formulate involves five orbitals centered at different locations within the moiré unit cell. Here, we study a model with \( p_z \), \( p_+ \), and \( p_- \) orbitals on the triangular lattice sites at the centre of each moiré unit cell (where the graphene sheets have AA stacking) and \( s \) orbitals on the A and B sublattices of the honeycomb lattice (where
FIG. F1. (a) Unit cell of the five band model with Bravais lattice vectors $a_1$ and $a_2$ shown in green. Note that the hexagon shown is the moiré unit cell, which itself comprises thousands of graphene unit cells. The location of the three $p$ orbitals, $p_z$, at the centre of the moiré hexagon is shown in purple, the $s$ orbital at the A sublattice of the hexagon corners is shown in magenta, and the $s$ orbital at the B sublattice of the hexagon corner is shown in blue. The corresponding electron annihilation operators are written alongside each orbital. (b) Inter-orbital hopping terms for $K$ valley orbitals as described in Sec. F3.

We arrange the corresponding electron annihilation operators as

$$f_{v,r} = (f_{v,z,r}, f_{v,+r}, f_{v,-r}, f_{v,A,r}, f_{v,B,r})^T, \quad v = K, K'.$$  \hfill (F1)

A spin index is suppressed in the above. The position ‘r’ is defined via the primitive vectors shown in Fig. F1. That is, $r = n_1a_1 + n_2a_2$ where $n_{1,2} \in \mathbb{Z}$ and

$$a_1 = \left(\frac{\sqrt{3}}{2}, -\frac{1}{2}\right), \quad a_2 = (0, 1).$$  \hfill (F2)

The moiré lattice constant has been set to unity.

2. Symmetries

In this section, we outline the action of the symmetries on the orbitals of the five band model. With some minor differences in presentation, we again use the ‘spinless’ version of the symmetries, which are related to the physical symmetries via Eq. (A16). We opt to only explicitly describe $C_2\mathcal{T}$ and $\mathcal{T}$, from which the $C_2$ transformation may be derived. We further only explicitly relate the action of the symmetries on the operators originating from valley $K$; the action on valley $K'$ may be obtained using time reversal symmetry. The continuous internal symmetries act on the spin and valley indices as they do in Eq. (A12).
a. 120° rotation, $C_3$

The $C_3$ symmetry acts as

\[ a_1 \rightarrow a_2, \quad a_2 \rightarrow -a_1 - a_2, \]  \hspace{1cm} (F3)

and the electron operators transform as

\[ C_3 : f_{k,r} \rightarrow \begin{pmatrix} f_{k,z,r'} \\ \omega^* f_{k,+r'} \\ \omega f_{k,-r} \\ f_{k,A,r'-a_1-a_2} \\ f_{k,B,r'-a_1} \end{pmatrix} \]  \hspace{1cm} (F4)

where $r = r_1 a_1 + r_2 a_2$, $r' = -r_2 a_1 + (r_1 - r_2) a_2$ for $r_{1,2} \in \mathbb{Z}$.

b. Mirror, $M_y$

Under $M_y$, the primitive vectors transform as

\[ a_1 \rightarrow a_1 + a_2, \quad a_2 \rightarrow -a_2. \]  \hspace{1cm} (F5)

The real space electron operator transform as

\[ M_y : f_{k,r} \rightarrow \begin{pmatrix} -f_{k,z,r'} \\ f_{k,-r'} \\ f_{k,+r'} \\ f_{k,A,r'-a_2} \\ f_{k,B,r'} \end{pmatrix}, \]  \hspace{1cm} (F6)

where $r = r_1 a_1 + r_2 a_2$, $r' = r_1 a_1 + (r_1 - r_2) a_2$ for $r_{1,2} \in \mathbb{Z}$.

c. 180° rotation + time reversal, $C_2T$

$C_2T$ acts on the primitive vectors as

\[ C_2T : \quad a_1 \rightarrow -a_1, \quad a_2 \rightarrow -a_2, \quad i \rightarrow -i. \]  \hspace{1cm} (F7)

Its action on the real space electron operators is

\[ C_2T : f_{k,r} \rightarrow \begin{pmatrix} f_{k,z,-r} \\ f_{k,-r} \\ f_{k,+r} \\ f_{k,B,-r-a_1-a_2} \\ f_{k,A,-r-a_1-a_2} \end{pmatrix}, \quad i \rightarrow -i. \]  \hspace{1cm} (F8)

d. Time reversal

Finally, time reversal acts as

\[ T : f_{k,r} \rightarrow \begin{pmatrix} f_{k',z,r} \\ f_{k',-r} \\ f_{k',+r} \\ f_{k',A,r} \\ f_{k',B,r} \end{pmatrix}, \quad i \rightarrow -i. \]  \hspace{1cm} (F9)
3. Five band model without SOC

We describe the model as provided in Ref. 33, focusing on valley $K$. All terms corresponding to the $K'$ valley may be obtained via time reversal, Eq. (F9). We divide the terms considered into the tunnelling types shown in Fig. F1(b): hopping between the honeycomb lattice orbitals ($\text{hex}_A/B \rightarrow \text{hex}_B/A$), hopping between the three orbitals on the triangular lattice sites ($\text{tri}_{z,\pm} \rightarrow \text{tri}_{z,\pm}$), and hopping between the triangular lattice orbitals and the A and B sublattice of the honeycomb lattice ($\text{tri}_{z,\pm} \rightarrow \text{hex}_A$ and $\text{tri}_{z,\pm} \rightarrow \text{hex}_B$). The equations below are parametrized by real numbers $a, b, c, d,$ and $\alpha$ (which should not to be confused with the effective wire parameters of Table 2); an energy scale $t_0$; and a set of orbital potentials.

a. **Hopping between $\text{hex}_A$ and $\text{hex}_B$ orbitals**

Nearest-neighbour hopping between $s$ orbitals on the honeycomb lattice is schematically shown on the top left of Fig. F1(b) and may be expressed using the notation of Sec. F1 as

$$H^{(K)}_{hh} = -t_0 d^2 e^{-2i\alpha} \sum_{r} f^\dagger_{K,A,r} \left( f_{K,B,r} + f_{K,B,r+a_2} + f_{K,B,r-a_z} \right) + h.c. \quad (F10)$$

b. **Hopping between $\text{tri}_z$ orbitals**

The hopping between the $p_\pm, p_+$ and $p_-$ orbitals on triangular lattice sites is depicted on the top right of Fig. F1(b). The corresponding $K$-valley Hamiltonian is

$$H^{(K)}_{tt} = -t_0 \sum_{\alpha,\beta=\pm} \sum_{r} f^\dagger_{r,A} \left( t^{(1)}_{\alpha\beta} f_{\beta,r+a_2} + t^{(2)}_{\alpha\beta} f_{\beta,r-a_z-a_2} + t^{(3)}_{\alpha\beta} f_{\beta,r+a_1} \right) + h.c., \quad (F11)$$

where 1, 2, 3 label the different tunnelling directions and the inter-triangular lattice hopping parameters are $3 \times 3$ matrices given by

$$t^{(1)} = \begin{pmatrix} -a^2 & -iab & -iac \\ -iac & bc & c^2 \\ -iab & b^2 & bc \end{pmatrix}, \quad t^{(2)} = U_r^{\dagger} t^{(1)} U_r, \quad t^{(3)} = U_r t^{(1)} U_r^{\dagger}. \quad (F12)$$

Above we defined $U_r = \text{diag}(1, \omega^x, \omega)$; here and below $\omega = e^{2\pi i/3}$. The matrices $t^{(1)}, \ell = 1, 2, 3$ and $U_r$ are expressed in a basis with the $p$ orbital ordering given in Eq. (F1).

c. **Hopping between $\text{tri}_z$ and $\text{hex}_A$ orbitals**

As shown to the bottom left of Fig. F1(b), there are three types of nearest-neighbour tunnelling directions connecting orbitals on the A honeycomb sublattice to those on the triangular lattice. We label these directions 1, 2, 3. The Hamiltonian expressing these terms is

$$H^{(K)}_{hh_A} = -t_0 \sum_{\mu=\pm} \sum_{r} f^\dagger_{K,A,r} \left( x^{(1)}_{\mu} f_{K,\mu,r} + x^{(2)}_{\mu} f_{K,\mu,r+a_1+a_2} + x^{(3)}_{\mu} f_{K,\mu,r+a_2} \right) + h.c. \quad (F13)$$

The $x^{(\mu)}_\ell$ parameters are constrained by symmetry and can be decomposed according to

$$x^{(1)}_+ = d e^{-i\alpha} (\omega^* b + c), \quad x^{(1)}_- = d e^{-i\alpha} (b + \omega c),$$
$$x^{(2)}_+ = \omega x^{(1)}_+, \quad x^{(2)}_- = \omega x^{(1)}_-, \quad x^{(3)}_+ = \omega x^{(1)}_+, \quad x^{(3)}_- = \omega x^{(1)}_- \quad (F14)$$

d. **Hopping between $\text{tri}_z$ and $\text{hex}_B$ orbitals**

Finally, we consider the Hamiltonian describing the nearest-neighbour tunnelling between the B honeycomb orbitals and the orbitals on the triangular lattice sites. As in the previous section, there are three directions and corresponding
Tight-binding model parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>$\bar{\mu}_+$</th>
<th>$\bar{\mu}_-$</th>
<th>$\bar{\mu}_A$</th>
<th>$\bar{\mu}_B$</th>
<th>$t_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.1</td>
<td>0.67</td>
<td>0</td>
<td>-0.043</td>
<td>0</td>
<td>0.05</td>
<td>0.05</td>
<td>80 meV</td>
</tr>
</tbody>
</table>

TABLE 3. Parameters defining five band model without SOC as per Ref. 33.

FIG. F2. Electronic structure of five band model without SOC defined in Sec. F4 along the linecut shown in the inset of (a). The parameters used are given in Table 3. Blue and magenta lines respectively plot the energies of valley $K$ and $K'$. (a) The flat bands. (b) All bands represented within the five band band model.

tunnelling constants labelled 1, 2, 3; see the image on the bottom right of Fig. F1(b). We find

$$H_{th}^{(K)} = - \sum_{\mu=\pm} \sum r f_{K,B,r}^\dagger \left( y_\mu^{(1)} f_{K,\mu,r} + y_\mu^{(2)} f_{K,\mu,r+a_1} + y_\mu^{(3)} f_{K,\mu,r+a_1+a_2} \right) + h.c.$$  \hspace{1cm} (F15)

with

$$y_+^{(1)} = d e^{i\alpha} (\omega^* b + \omega c),$$
$$y_+^{(2)} = \omega y_+^{(1)},$$
$$y_+^{(3)} = \omega y_+^{(1)},$$

$$y_-^{(1)} = d e^{i\alpha} (\omega^* b + \omega c),$$
$$y_-^{(2)} = \omega y_-^{(1)},$$
$$y_-^{(3)} = \omega y_-^{(1)}.$$  \hspace{1cm} (F16)

e. Complete Hamiltonian

The full Hamiltonian is obtained by assembling the terms of the previous sections and including some orbital dependent chemical potential shifts:

$$H_0 = H_0^{(K)} + H_0^{(K')},$$
$$H_0^{(v)} = H_{kh}^{(v)} + H_{thA}^{(v)} + H_{thB}^{(v)} + H_{tt}^{(v)} + H_{dg,1}^{(v)} + H_{dg,2}^{(v)},$$  \hspace{1cm} (F17)

where $v = K, K'$. The $H_{dg,1}^{(v)}$ and $H_{dg,2}^{(v)}$ pieces read

$$H_{dg,\ell}^{(v)} = \sum r f_{v,r}^\dagger h_{dg,\ell} f_{v,r}.$$  \hspace{1cm} (F18)

The matrices are the same for both valleys and given by

$$h_{dg,1} = -t_0 \text{diag} \left( 6a^2, 3(b^2 + c^2), 3(b^2 + c^2), 3d^2, 3d^2 \right),$$
$$h_{dg,2} = t_0 \text{diag} \left( \bar{\mu}_z, \bar{\mu}_+, \bar{\mu}_-, \bar{\mu}_A, \bar{\mu}_B \right).$$  \hspace{1cm} (F19)
Table 3 lists the parameter values that we use—which are taken from Ref. 33—and Fig. F2 shows the resulting band structure for valley $K$. Once again, the Hamiltonian $H_0^{(K')} \equiv H_0^{(K)}$ may be obtained directly from $H_0^{(K)}$ via Eq. (F9). By construction, the flat bands are completely flat when $\mu_z = \mu_+ = \mu_ = \mu_A = \mu_B = 0$.

4. Spin-orbit coupling

We add spin-orbit coupling by finding terms that satisfy the symmetries of Rashba and Ising SOC given in Table 1. Since the weight of the two flat bands resides predominantly on the $p_z$ orbitals at the hexagon centres [33], we focus on terms involving these orbitals.

a. Rashba SOC

The simplest Rashba term involving the $p_z$ orbitals that satisfies the same symmetries as in Table 1 is

$$H_{R,0}^{(K)} = \frac{\lambda_{R,0}}{2} \sum_r e^{i\varphi_0} f_{K+,r}^\dagger (s^x + is^y) f_{K-,r} + h.c. \quad (F20)$$

The Hamiltonian corresponding to the other valley $H_{R,0}^{(K')}$ as usual follows from time reversal. In order to preserve mirror symmetry (specifically, $is^y H_{R,0}^{(K')}$), the phase must vanish: $\varphi_0 = 0$. Another onsite, symmetry-allowed Rashba term is allowed, corresponding to taking $s^x + is^y \to s^x - is^y$ that we do not consider.

To reproduce the physics of interest, it is further necessary to consider symmetry-allowed Rashba terms involving hopping between nearest-neighbour orbitals. There are many such terms and we only include a small subset. We note that while the majority of the flat-band wavefunction weight lies on the $\pm$ orbitals, the wavefunction at the $\gamma$ point of the conduction band is localized entirely on the $p_z$ orbitals (prior to the addition of spin orbit). We therefore focus on Rashba spin orbit terms that involve hopping between neighbouring $p_z$ orbitals,

$$H_{R,zz}^{(K)} = \frac{\lambda_{R,zz}}{3} \sum_r e^{i\varphi_{R,zz}} f_{K,z,r+a_2}^\dagger + e^{2\pi i s^z/3} f_{K,z,r-a_1-a_2} + e^{-2\pi i s^z/3} f_{K,z,r+a_1} + h.c. \quad (F21)$$

as well as two terms involving hopping between neighbouring $p_z$ and $p_{\pm}$ orbitals,

$$H_{R,z1}^{(K)} = \frac{\lambda_{R,z1}}{3} \sum_r e^{i\varphi_{R,z1}} \left\{ f_{K,z,r+a_2}^\dagger + e^{2\pi i s^z/3} f_{K,z,r-a_1-a_2} + e^{-2\pi i s^z/3} f_{K,z,r+a_1} \right\} + h.c. \quad (F22)$$

The parameters $\lambda_{R,zz}$, $\lambda_{R,z1}$, and $\lambda_{R,z2}$ control the strength of the Rashba coupling. These terms also satisfy the symmetries of Table 1, and the term corresponding to the other valley may similarly be obtained by applying time reversal. The mirror symmetry $is^z M^x_y$ is only satisfied when the phase factors above vanish: $\varphi_{R,zz} = 0$, $\varphi_{R,z1} = 0$, and $\varphi_{R,z2} = 0$.

b. Ising SOC

At the level of the microscopic graphene lattice, Ising SOC acts simply as a chemical potential whose sign depends on the spin and valley. It can therefore be translated in a straightforward manner to the five band model as

$$H_I = H_I^{(K)} + H_I^{(K')} = \frac{\lambda_I}{2} \sum_r (f_{K,r}^\dagger s^z f_{K,r} - f_{K',r}^\dagger s^z f_{K',r}), \quad (F23)$$
where the orbital and spin indices have both been suppressed. Unlike the Rashba terms, this expression involves all five orbitals, a choice based largely on convenience. The Ising contribution as written preserves the mirror symmetry $M_0^*$. A mirror-breaking Ising term involving the $p_+$ and $p_-$ orbitals does exist, but requires inter-site hopping (similar to Eqs. (F21) and (F22)); we do not consider it here.

c. **Total SOC contribution**

The total contribution of the SOC terms to the five band Hamiltonian that we consider is

$$H_{SOC} = \sum_{v=K,K'} \left( H_R^{(v)} + H_{R,1}^{(v)} + H_{R,2}^{(v)} + H_{I}^{(v)} \right).$$  \hfill (F24)

Figure F3(a) shows the flat band energies with the choice of SOC parameters given on the left side of Table 4. As expected, the twofold spin degeneracy of Fig. F2 is lifted by the SOC.

5. **IVC order**

The IVC terms may be obtained in exactly the same fashion as the SOC terms considered above: we find the simplest expressions involving $p_\pm$ that satisfy the appropriate symmetries of Table 1. For simplicity, here we focus on the singlet IVC (sIVC) case at $\nu = 0$ and antiferromagnetic IVC (AFM IVC) case at $\nu = \pm 2$.

a. **Singlet IVC order**

As was the case for Rashba and Ising SOC, there exists a simple onsite term involving the $p_\pm$ orbitals and satisfying the correct symmetries:

$$H_{sIVC} = \frac{\Delta_{sIVC}}{2} \sum_{\mathbf{r}} e^{i\phi_0} \left[ f_{K,+,-}^\dagger f_{K',+,r} - f_{K',-,r}^\dagger f_{K,+,r} \right] + h.c.$$  \hfill (F25)

Notably, this term breaks the $U_v(1)$ symmetry and time reversal, but preserves $T = i\tau^y K$. While the Hamiltonian is equivalent by definition for every value of $\phi_0$, its value alters which $U_v(1)$ valley operations must be composed with the physical discrete symmetries. The choice consistent with Table 1 is $\phi_0 = 0$.

Figure F3(b) shows the electronic structure with $\Delta_{sIVC} = 3.0\text{meV}$ and the SOC parameters defined on the left hand side of Table 4. A clear gap at $\nu = 0$ is observed.
We lift this degeneracy through the application of an in-plane magnetic field \( \mathbf{B} \). The phase choice consistent with the analysis of Sec. D4b is obtained when \( \theta_B = 9\pi/16 \) returned decent-size gaps for the model parameters used here. In Fig. F3(c), the electronic structure with \( \lambda_I^{(MF)} = 2.2 \text{meV} \), \( \Delta_{tIVC,xy} = 3.8 \text{meV} \), and \( \frac{1}{2}g\mu_BB = 0.22 \text{meV} \) is shown. A clear gap is seen at \( \nu = -2 \). These parameters are recorded in Table 4 and are used in Sec. F6 in the wire simulations.

### 6. Wire setup and simulation

A real-space illustration of the wire setup is shown in Fig. F4(a). We arbitrarily chose to consider a wire orienting along the \( y \)-direction, which implies that the Hamiltonian can be written in terms of conserved momenta \( k_y \). This wire configuration requires that we double the unit cell in the \( x \) direction. As a result, a single unit cell is defined by integers \( n_x \) and \( n_x + 1 \). Full unit cells are outlined by dashed lines in Fig. F4(a), while dash-dotted lines divide the two subcells. We emphasize again that the hexagonal unit cells depicted in Fig. F4(a) represent moiré unit cells that are themselves composed of \( \sim 10000 \) graphene unit cells.

The wire is simulated in a fashion directly analogous to the experimentally proposed setup: we impose a spatially varying chemical potential \( \mu(n_x) \) that interpolate between the fillings under study. Note that the spatial separation of the different orbitals within a unit subcell labelled by \( n_x \) are not taken into account—any features dependent on such small scale distinctions cannot be trusted, as the five band model fails precisely in such situations (see Sec. F7). Our simulations below assume a system with total length 70 in the \( x \) direction, with periodic boundary conditions. Figure F4(b) displays how the chemical potential varies between its bulk and wire values, \( \mu_{\text{bulk}} \) and \( \mu_{\text{wire}} \), in our simulations. The precise values of the chemical potential are tuned to return the desired results, as would be done experimentally.

While interactions in the bulk are assumed to generate spontaneous breaking of symmetries defining the sIVC and AFM IVC phases, we input these orders by hand at a mean field level. The generation of these orders is then treated analogously to the chemical potential. For instance, for the sIVC phase, \( \Delta_{sIVC} = \Delta_{sIVC}(n_x) \) also follows the profile of Fig. F4(b) to interpolate between its mean field value (see Table 4) in the bulk and zero within the wire. This setup...
FIG. F4. (a) Real space representation of wire set up. The orbitals within the moiré lattice are shown using the same colour scheme as in Fig. F1(a). To simulate the wire, a unit cell that was doubled in the \( x \) direction was used; they are outlined with dashed lines. The two halves of the unit cell, distinguished by even or odd \( n_x \), are divided by a dash-dotted line and two such subcells are highlighted in orange and blue for \((n_x, n_y)\) and \((n_x + 1, n_y)\), respectively. (b) The wire profile chosen for the different varying parameters as a function of position. Periodic boundary conditions in which \( n_x = 71 \) is identified with \( n_x = 1 \). Here, \( X_{\text{wire/bulk}} \) may refer to the chemical potential \( \mu \) or the IVC mean field parameters. For the trivial wire, \( \mu_{\text{bulk}} < \mu_{\text{wire}} \) and so the true profile would require flipping the vertical axis direction. Although the different sites within a unit cell \( n_x \) are situated at different \( x \) coordinates, these fine details were not taken into account: the value of \( X \), \( X = \mu, \Delta_{\text{IVC}}, \Delta_{\text{IVC,xy}}, \) and/or \( \lambda_{(MF)} \) used was determined solely by \( n_x \).

differs from a scenario in which the two IVC phases adjoining the wire are not connected in any way. Arguably, it is possible that the arbitrary \( U_v(1) \) phases could differ on either side of the wire. We assume that a ‘valley Josephson effect’ locks those two phases together, resulting in the system considered here.

a. Trivial wire simulations

The trivial wire is obtained by tuning the chemical potential so that the flat bands within the bulk are completely empty, \( \mu_{\text{bulk}} = -4 \), while the chemical potential in the wire region sits just above the band bottom, yielding a filling \( \nu_{\text{wire}} = -4 + \delta \) for \( \delta \) small. Figure F5 plots the resulting the energy levels of a trivial wire with \( \mu_{\text{bulk}} = -4.7 \text{ meV} \) as a function of the conserved momentum \( k_y \). In (a) and (b), the wire chemical potential used is \( \mu_{\text{wire}} = -3.48 \text{ meV} \). Along with \( \mu_{\text{bulk}} \), this chemical potential is shown relative to the corresponding bulk band structure in Fig. F3(a). The dashed line at zero energy in both images displays the Fermi energy \( E_F \). In Fig. F5(a), all flat band energy states are shown. To see the confined wire states, Fig. F5(b) zooms in on the region close to the Fermi energy. The wire and bulk states are each labelled in the plot, where the wire states have been identified using the spatial information contained in the wavefunctions. We have further shaded the bulk states in grey.

We can compare the band structure of Fig. F5(b) with the phenomenologically obtained effective Hamiltonian recorded in Table 2 as well as with Fig. 1(a) of the main text. We observe that the wire states appear in two nearly degenerate sets separated by \( \sim 0.11 \text{ meV} \). The energetic separation between these two pairs of states follows directly from SOC, which can be ascertainment by comparison with Fig. F3(a): at the band bottom, close to \( \gamma \), SOC has lifted the spin degeneracy and, further, the chemical potential \( \mu_{\text{wire}} \) is tuned so that it only intersects the lower pair of states. As expected, the double-dip profile of the bands will return a non-monotonic conductance profile.
FIG. F5. Five band model simulations of the trivial wire. The five band model is defined through the parameters of Table 3, while the SOC strengths are as given in Table 4. The bulk and wire chemical potentials used as input are \( \mu_{\text{bulk}} = -4.7 \text{ meV} \) and \( \mu_{\text{wire}} = -3.48 \text{ meV} \) (see Fig. F3(a)). (a) The electronic structure of the electrostatically defined wire as a function of the conserved momentum \( k_y \). The Fermi energy \( E_F \) is indicated by the dashed line. An illustration of the wire setup is shown in the inset. Note that the wire simulated in the five band model extends in the \( y \) direction, which is the vertical direction of Fig. F4(a). (b) A zoomed in view around the Fermi energy of (a). The bulk and wire states are labelled, and a grey background is added to further clarify the distinction between the two.

b. \textit{sIVC-coupled wire simulations} 

We now focus on Fig. F6, which displays the flat band energies of an sIVC-proximitized wire. The wire is once again defined by interpolating the chemical potential between bulk and wire chemical potentials and by interpolating the sIVC strength \( \Delta_{\text{sIVC}} \) between 2.2 meV in the bulk and zero in the wire. Both set of parameters follow the profile shown in Fig. F4(b).

We consider the band structure resulting from two separate choices of bulk chemical potential. First, we set \( \mu_{\text{bulk}} = 0.1 \text{ meV} \) and allow for three different wire chemical potentials, \( \mu_{\text{wire}} = -4.47 \text{ meV} \), \( \mu_{\text{wire}}' = -5.03 \text{ meV} \), and \( \mu_{\text{wire}}'' = -4.49 \text{ meV} \), which respectively result in Figs. F6(b), (c), and (d). Figure F6(a) plots all flat bands for the same set of parameters as in (b). The chemical potentials \( \mu_{\text{bulk}} \) and \( \mu_{\text{wire}} \) are shown in black against the (periodic) bulk band structure of the sIVC insulator in Fig. F3(b), while \( \mu_{\text{wire}}' \) and \( \mu_{\text{wire}}'' \) are displayed in blue. Note that although we have drawn \( \mu_{\text{wire}} \), \( \mu_{\text{wire}}' \), and \( \mu_{\text{wire}}'' \) relative to the sIVC insulator energies, since \( \Delta_{\text{sIVC}} \to 0 \) in the wire region, they should be thought of as intersections arising from the trivial band structure at that energy, \( \text{i.e.,} \) the band structure shown in Fig. F3(a). The remaining two plots, (e) and (f), show the flat band energies when the bulk chemical potential is \( \tilde{\mu}_{\text{bulk}} = 0.3 \text{ meV} \) and the wire chemical potential is \( \tilde{\mu}_{\text{wire}} = -4.06 \text{ meV} \), both of which are plotted relative to the bulk band structure in red in Fig. F3(b). All plots in Fig. F6 possess odd channel regimes suitable for hosting Majorana zero modes (although the magnitudes of those intervals varies).

We note two related features of the results of Figs. F6(a)-(d): the presence of numerous subgap states close to the Fermi energy and the fact that the wire chemical potentials used to generate (a)-(d) are lower in energy than the bulk band bottom. Following the arguments at the end of Sec. D3a and in Sec. D6, these additional states originate from the topological nature of the sIVC state, which may be viewed as a 2d topological insulator protected by the emergent time reversal-like symmetry \( \tilde{T} = i\tau^yK \) when SOC is not present. We envision starting from a purely topological limit (\textit{i.e.,} an infinitely wide “wire” without SOC) with the wire chemical potential positioned well below the flat band bottom, in which case these subgap states are the primary signature of the system’s nontrivial topology. Inter-mode scattering and the subsequent opening of avoided crossings are promoted both by turning on SOC as well as by the physical proximity of the two sets of edge modes arising from the two sIVC phases. The latter process depends on the details of the wavefunctions and how they overlap within the depleted wire, which generically vary as a function of wire and bulk chemical potentials. Importantly, the location of the edge-like modes relative to the Fermi level is determined largely by the location of the bulk chemical potential. We understand this behaviour by
noting that provided $\mu_{\text{bulk}}$ lies within the (correlated) sIVC gap, which may be small, any $\mu_{\text{wire}}$ positioned in the trivial gap separating the flat and remote bands, which may be larger than or similar to the other energy scales of the problem, will still yield pseudo-topological edge modes provided the inter-mode scattering is not too large. The formation of the wire band structure is further complicated when we tune the wire chemical potential towards the band bottom, in turn promoting mixing between the pseudo-topological states and the one-dimensional confined wire states. (Note that some degree of intervalley scattering may be present in a physical system with a sufficiently steep chemical potential gradient; such effects are not included in our model.) It’s nevertheless clear that the gaps that arise from these processes are smaller than the bulk gap, resulting in the subgap states observed in Figs. F6(b), (c), and (d). We have accordingly verified that the corresponding wavefunctions are spatially localized to the wire.

In Fig. F6(b) there exists an energy window of $\delta \varepsilon_{\text{odd}} \sim 0.13$ meV where the Fermi energy intersects an odd number of channels, precisely the regime necessary to realize Majorana zero modes. Figures (c) and (d), however, demonstrate that the range of $\mu_{\text{wire}}$ that returns an odd number of bands at the Fermi energy is much larger than $\delta \varepsilon_{\text{odd}}$. Instead, the chemical potential interval is closer to $\delta \mu_{\text{wire}} \sim \mu_{\text{wire}}' - \mu_{\text{wire}}'' \sim 0.9$ meV—nearly an order of magnitude larger than $\delta \varepsilon_{\text{odd}}$. The provenance of this effect is once again the pseudo-topological states; the primary mechanism behind this observation is that the energetic location of the the pseudo-topological states is largely determined by the bulk chemical potential, as noted above. Furthermore, these states generically mix with the confined wire states in a sensitive fashion that depends on the wire profile as well as the energetic separation between the states. As the wire chemical potential approaches the band bottom, that energetic gap decreases, which in turn encourages their mixing and mutual repulsion: increasing the wire chemical potential thus not only adds charge to the wire region, but also pushes the subgap states away from one another. By contrast, we verified that in the trivial wire case, Fig. F5(b), the energetic width of the spin-orbit gap, $\sim 0.11$ meV, is in one-to-one correspondence with how much the wire chemical potential must vary in order to traverse the gap. Ultimately it is still $\delta \varepsilon_{\text{odd}}$ that sets the scale for the magnitude of the proximity-induced superconducting pairing (see Sec. E); however, a large $\delta \mu_{\text{wire}}$ makes the system less susceptible to electrochemical fluctuations within the wire region arising from disorder, in direct analogy with the protection proffered by large band gaps. The system is still, of course, susceptible to fluctuations in the bulk chemical potential, but, unlike local fluctuations in the one-dimensional confining potential of the wire, variations in $\mu_{\text{bulk}}$ will not have an appreciable local effect on the structure of the pseudo-topological edge modes.

For Figs. F7(e) and (f), the wire chemical potential was chosen to instead lie closer to the bottom of the trivial insulator band structure. For these parameters, we find an odd-channel interval of $\delta \varepsilon_{\text{odd}} \sim 0.10$ meV—again amenable to topological superconductivity. By inspection, it is reasonable to assume that in the region close to $k_y = 0$, the four bands drawn in bold closest to the Fermi energy in (f) ultimately descend from the low-energy states of Fig. F5(b) shown in bold. In particular, close to $k_y = 0$, the bands in magenta and turquoise strongly resemble the lower two bands of Fig. 2(c) of the main text. A ‘W’-like conductance profile is therefore expected. (One could potentially argue that the blue band intersecting the Fermi surface in Figs. F6(b), (c), and (d) also descends from the blue band shown in bold for the trivial band structure in Fig. F5(b). Nevertheless, regardless of its origin, it has significantly deformed relative to simple expectation.)

c. **AFM IVC-coupled wire simulations**

The AFM IVC-proximity coupled wire is simulated in a fashion largely analogous to the trivial and sIVC cases above. Unlike the sIVC state, the AFM IVC insulator preserves the physical time reversal symmetry $T = i\gamma^yT$, meaning that a magnetic field must be applied to realize the odd channel regime needed to obtain Majorana zero modes. The bulk and wire are now distinguished by three parameters: the local chemical potential $\mu_{\text{bulk/wire}}$, the in-plane tIVC order strength $\Delta_{\text{tIVC},xy}$, and the ‘mean field’ Ising term $\lambda_I^{(\text{MF})}$. Following the profile of Fig. F4(b), the latter two parameters, $\Delta_{\text{tIVC},xy}$ and $\lambda_I^{(\text{MF})}$, interpolate between the values provided in Table 4 in the bulk and zero in the wire. Note that the assumed TMD-induced Ising SOC is $\lambda_I = 0.3$ meV, which is present within both the bulk and wire. The total Ising SOC parameter of the wire and bulk are thus $\lambda_{I,\text{wire}} = \lambda_I = 0.3$ meV and $\lambda_{I,\text{bulk}} = \lambda_I + \lambda_I^{(\text{MF})} = 2.5$ meV. In Fig. F3(c), the chemical potential $\mu_{\text{bulk}}$ is shown in relation to the bulk AFM IVC band structure in the presence
of a magnetic field. The wire chemical potential is positioned well below the band bottom outside the plot limits.

Again, we consider two different chemical potential regimes. In Figs. F7(a) and (b), we plot the flat band energies for bulk and wire chemical potentials $\mu_{\text{bulk}} = -2.2 \text{meV}$ and $\mu_{\text{wire}} = -11.25 \text{meV}$ and with a magnetic field directed nearly parallel to the $y$-directed wire ($\theta_B = 9\pi/16$ corresponds to $\pi/16$ relative to the wire direction) and with strength $\frac{1}{2}g\mu_B B = 0.22 \text{meV}$ (which corresponds to $B = 3.8 \text{T}$ when $g = 2$). (This particular choice of magnetic field direction was chosen simply because it returned slightly larger gaps than the other field directions given the model parameters used here.) Figures F7(c)-(d) were simulated with bulk and wire chemical potentials equal to $\mu_{\text{bulk}} = -2.3 \text{meV}$ and $\mu_{\text{wire}} = -3.63 \text{meV}$ for several different magnetic field strengths; these chemical potentials are shown in red relative to the bulk band structure in Fig. F3(c). The plots in (c) and (d) used the same magnetic field as in (a) and (b): angle $\theta_B = 9\pi/16$ and strength $\frac{1}{2}g\mu_B B = 0.22 \text{meV}$. We compare this large B-field limit with (e), where no magnetic field is applied, and with (f), where the magnetic field has the same direction, but is not as strong, with $\frac{1}{2}g\mu_B B = 0.066 \text{meV}$.

We begin by discussing the results of Fig. F7(a) and (b). Since $\mu_{\text{wire}}$ does not intersect the bulk band structure, we interpret the states close to the Fermi energy as pseudo-topological edge modes analogous to those discussed in the previous section for the sIVC case. However, here the AFM IVC insulator is a true topological state [32] supporting robust edge modes and thus only backscattering resulting from the proximity of the two insulators adjoining the wire results in avoided crossings and mars the topology. As required by time reversal, certain crossings are protected in the absence of a magnetic field. Breaking valley, spin, and time reversal symmetries nevertheless allows for the development of odd channel regimes, which are here $\delta\varepsilon_{\text{odd}} \sim 0.11 \text{meV}$ in extent, as seen in (b). Although our model assumes that the system extends infinitely in the $y$-direction, in a physical sample, the AFM IVC insulator would possess gapless edge modes at all of its edges in the presence of time reversal symmetry. A gap is only opened along the boundary by the applied magnetic—and the bulk chemical potential must be tuned to lie within this gap to have true localized Majorana zero modes residing at the sample boundary.

As noted for the sIVC case, we find that the low-energy states in Fig. F7(b) are relatively insensitive to the value of the wire chemical potential. In fact, we find that for fixed $\mu_{\text{bulk}}$, traversing the odd channel regime requires the wire chemical potential to vary by $\delta\mu_{\text{odd}} \sim 1.9 \text{meV}$, nearly 20 times the energetic extent of the odd channel regime itself, $\delta\varepsilon_{\text{odd}}$. As above, this effect follows directly from the pseudo-topological origin of the states at the Fermi energy and should be seen as an advantage: the preeminence of the bulk properties makes the wire states less vulnerable to local fluctuations of the chemical potential in the wire vicinity.

Figures F7(c)-(d) give an example of low-energy states amenable to topological superconductivity that can be more closely associated with the confined wire states first detailed in Sec. C3a. We note that while Fig. F3(c) shows $\mu_{\text{wire}}$ intersecting the AFM IVC band structure far from the band bottom, the wire chemical potential should really be compared against the trivial, IVC-free plot of Fig. F3(a), where we see that the choice $\mu_{\text{wire}} = -3.63 \text{meV}$ is actually located close to the band bottom, as desired. Not surprisingly, the $ld$ band structure more closely resembles the results of Fig. 2 of the main text. In particular, the ‘double dip’ or ‘W’ structure of the bands is clearly evident in (e) and (f). In Fig. F7(d), an odd channel interval of extent $\delta\varepsilon_{\text{odd}} \sim 0.09 \text{meV}$ is shown, with five bands intersecting the Fermi energy. Mixing with the topological states still extend how much the chemical potential must change to cover this odd channel regime, but the advantage is only around twofold with $\delta\mu_{\text{wire}} \sim 0.17 \text{meV}$.

Figures F7(d), (e), and (f) also make direct connection with the conductance-based IVC detection we propose. Starting from (e), the zero magnetic field case, we see that a gap immediately opens between the pink and turquoise bands whose minima lie just above $E_F$ as the magnetic field is turned on in (f). We therefore expect conductance profiles similar to those shown in Figs. 2(i) and (j) of the main text. In particular, like Fig. 2(j) of the main text, the conductance profile corresponding to Fig. F7(f) would be non-monotonic. We emphasize that in the absence of fine tuning, the appearance of such a non-monotonicity for arbitrarily small magnetic fields will only occur when the magnetic field has generated an avoided crossing and, further, that the presence of such avoided crossings is a unique characteristic of any time-reversal-preserving IVC state such as the AFM IVC insulator. Although not detailed here, a similar process also occurs for the parameters used to generate Figs. F7(a) and (b).
7. Discussion

The wire simulation of the five band model is limited in a number of respects. Before discussing some of these issues, however, we would like to highlight the ubiquity of the odd channel regimes and thus reiterate the feasibility of our proposal. Notably, we have displayed two different sets of chemical potentials yielding the regime of interest for both the sIVC and AFM IVC cases, but these regimes are far from unique and not difficult to obtain through variations of the bulk and wire chemical potentials. As emphasized in the text, these odd channel regimes are a natural consequence of the symmetries active in the system.

Arguably, the most important issue with our treatment is that we have not attempted to include the effects of interactions in even a mean field sense, instead opting to include the interaction-induced order parameters by hand. It would be both interesting and useful to reproduce the wire simulations presented here, but with the IVC orders included in a self-consistent Hartree-Fock calculation. Although one may be concerned about adapting the interacting Hamiltonian, $H_{\text{cont}} + H_{\text{int}}$, to the five band model, previous mean field calculations performed using phenomenological tight-binding models are largely in agreement with more sophisticated calculations on the continuum model, at least in the single flavour limit [20, 21, 36].

We also mention that although our wire simulations do yield gaps, they are likely depressed compared to what one would find in a more general calculation. One issue is that for ease of simulation, we chose the wire to lie along a highly symmetric direction. For instance, the ‘W’ shape of the trivial wire in Fig. F5(b) is largely the result of the Rashba SOC in these simulations. However, a valley-orbit term is generically also present, but vanishes at the order we consider for the $y$-directed wire studied here. In particular, inspecting Table 5, we see that the mirror-symmetric term $k_x(k_x^2 - 3k_y^2)\tau^z$ in the first row vanishes when projected onto the even parity wire states $\bar{\phi}_{k_y}(y)$ (obtained in a fashion identical to the function $\phi_{k_y}(x)$ of Sec. C3a). A remaining valley-orbit term, $k_y(3k_x^2 - k_y^2)s^z$, only arises when the mirror symmetry is broken, which the wire direction preserves. (Mirror is broken through our choices of SOC parameters, but these would only contribute at a higher order in the SOC coupling.) It would therefore be worthwhile to investigate the dependence of the band splittings as a function of wire direction.

Perhaps a more significant effect is the presence of strain. The forms of the expressions in Table 5 are largely constrained by the $C_3$ symmetry. The breaking of this symmetry by the wire potential itself is crucial to the avoided crossings and odd channel regimes that form. However, in a physical system, strain would render these parameters finite even in the absence of the wire potential, ultimately boosting the gap formation observed here (see Sec. C4 for more discussion).

A related issue is that the five band model cannot account for changes occurring within the moiré unit cell. Throughout both the main text and this appendix, we have treated $U_v(1)$ as a proper symmetry of the theory. In reality, this symmetry is only emergent and relies on the relative absence of scattering occurring at the scale of the graphene lattice. A strong enough chemical potential gradient or inhomogeneities introduced by the gate’s physical boundaries may explicitly break this symmetry, which would further promote the formation of the gaps necessary to realize the odd channel regime. We emphasize, however, that this mechanism is not expected to dominate the physics—in fact, if the wire profile were able to induce substantial scattering between valleys, the odd channel regime needed to realize Majoranas could be realized without IVC order.
FIG. F6. Five band model simulations of the sIVC-proximitized wire. The five band model is defined through the parameters of Table 3, while the SOC and IVC order strengths are as given in Table 4. For (a), (b), (c), and (d), the bulk chemical potential was chosen to be $\mu_{\text{bulk}} = 0.1 \text{ meV}$. (a) and (b) were both simulated with $\mu_{\text{wire}} = -4.47 \text{ meV}$ (plotted in black in Fig. F3(b)), whereas (c) and (d) used $\mu_{\text{wire}}' = -5.03 \text{ meV}$ and $\mu_{\text{wire}}'' = -4.15 \text{ meV}$, respectively. The plots in (e) and (f) were instead generated with $\tilde{\mu}_{\text{bulk}} = 0.3 \text{ meV}$ and $\tilde{\mu}_{\text{wire}} = -4.06 \text{ meV}$ (plotted in red in Fig. F3(b)). (a),(e) The electronic structure of the electrostatically defined wire as a function of the conserved momentum $k_y$. The Fermi energy $E_F$ is indicated by the dashed line. An illustration of the wire setup is shown in the inset of (a). Note that the wire simulated in the five band model extends in the $y$ direction, which is the vertical direction of Fig. F4(a). (b),(c),(d),(f) A zoomed in view around the Fermi energy. The odd-channel gap close to the Fermi surface is labelled (b).
FIG. F7. Five band model simulations of the AFM IVC-proximitized wire. As above, the five band model is defined through the parameters of Table 3, while the SOC, and IVC order, and magnetic field parameters are as given in Table 4. The bulk and wire chemical potentials used for (a) and (b) are $\mu_{\text{bulk}} = -2.2 \text{ meV}$ and $\mu_{\text{bulk}} = -11.25 \text{ meV}$, respectively (see Fig. F3(c) for the location of $\mu_{\text{bulk}}$ relative to the bulk band structure), while (c)-(d) were plotted with $\tilde{\mu}_{\text{bulk}} = -2.3 \text{ meV}$ and $\tilde{\mu}_{\text{wire}} = -3.63 \text{ meV}$ (shown in red in Fig. F3(c)). The inset of (a) gives an illustration of the setup, although we remind the reader that the wire extends in the $y$ direction, which is the vertical direction of Fig. F4(a). In the coordinate system used throughout Sec. F, the magnetic field direction $\theta_B = 9\pi/16$ means that the magnetic field is offset by $\pi/16 = 11.25^\circ$ from the wire direction, as the inset shows. The placement of $\mu_{\text{wire}}$ well below the flat band bottom in (a) and (b) is a reflection of the topological nature of the AFM-IVC insulator and the relatively robust edge modes this state implies. (a),(c) The flat band energies for the respective wire and bulk chemical potentials with a magnetic field of magnitude $\frac{1}{2}g\mu_B B = 0.22 \text{ meV}$. (b),(d) A zoomed in view around the Fermi energy of (a),(c) with the odd-channel intervals labelled. (e),(f) A zoomed in view around the Fermi energy for a wire simulated with the same intrinsic parameters as in (c),(d), but with different magnetic field amplitudes. In (e), no magnetic field is present, while in (f) a smaller magnetic field is considered: $\frac{1}{2}g\mu_B B = 0.066 \text{ meV}$. 
<table>
<thead>
<tr>
<th>Order</th>
<th>Even (M_y) (subgroup) preserving</th>
<th>Even (M_y) (subgroup) breaking</th>
<th>Odd (M_y) (subgroup) preserving</th>
<th>Odd (M_y) (subgroup) breaking</th>
</tr>
</thead>
<tbody>
<tr>
<td>No SOC</td>
<td>1, (k_x^2 + k_y^2)</td>
<td>(k_x(k_x^2 - 3k_y^2)\tau^x)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x}}</td>
<td></td>
</tr>
<tr>
<td>Rashba (R)</td>
<td>(\tau^z(\frac{1}{2}(k_x^2 - k_y^2)s^x - k_xk_ys^y))</td>
<td>(\tau^z(k_xk_ys^x + \frac{1}{2}(k_x^2 - k_y^2)s^y))</td>
<td>(k_xk_ys^x - k_xk_ys^y)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x}}</td>
</tr>
<tr>
<td>Ising (I)</td>
<td>(\tau^z)</td>
<td>(k_x(k_x^2 - 3k_y^2)s^z)</td>
<td>(k_x(k_x^2 - 3k_y^2)s^z)</td>
<td>(k_y(3k_x^2 - k_y^2)s^z)</td>
</tr>
<tr>
<td>sIVC</td>
<td>(\tau^z(k_xk_ys^x + \frac{1}{2}(k_x^2 - k_y^2)s^y), [\tau^y s^x])</td>
<td>(\tau^z(\frac{1}{2}(k_x^2 - k_y^2)s^x - k_xk_ys^y))</td>
<td>(k_y(3k_x^2 - k_y^2)\tau^x)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x}}</td>
</tr>
<tr>
<td>sIVC + R</td>
<td>[\tau^y]</td>
<td>(\tau^y(k_xk_ys^x + k_ys^y))</td>
<td>(\tau^y(\tau^x s^z))</td>
<td>(\tau^x(\tau^y s^y))</td>
</tr>
<tr>
<td>sIVC + I</td>
<td>(\tau^x)</td>
<td>(k_x(k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - k_y^2)\tau^x s^z)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x s^z}}, {(k_x(3k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - 3k_y^2)\tau^x s^z}}</td>
<td></td>
</tr>
<tr>
<td>tIVC</td>
<td>(s^z)</td>
<td>(k_x(k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - k_y^2)\tau^x s^z)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x s^z}}, {(k_x(3k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - 3k_y^2)\tau^x s^z}}</td>
<td></td>
</tr>
<tr>
<td>FM IVC</td>
<td>(\tau^x)</td>
<td>(k_x(3k_x^2 - k_y^2)\tau^x s^z, k_x(3k_x^2 - k_y^2)\tau^x s^z)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x s^z}}, {(k_x(3k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - 3k_y^2)\tau^x s^z}}</td>
<td></td>
</tr>
<tr>
<td>FM IVC + R</td>
<td>(\tau^x)</td>
<td>(k_x(3k_x^2 - k_y^2)\tau^x s^z, k_x(3k_x^2 - k_y^2)\tau^x s^z)</td>
<td>{(k_y(3k_x^2 - k_y^2)\tau^x s^z}}, {(k_x(3k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - 3k_y^2)\tau^x s^z}}</td>
<td></td>
</tr>
<tr>
<td>AFM IVC</td>
<td>(\tau^x s^z)</td>
<td>(k_x(3k_x^2 - k_y^2)s^z, k_x(3k_x^2 - k_y^2)((\tau^x s^z) + (\tau^y s^y)))</td>
<td>{(k_y(3k_x^2 - k_y^2)s^z}}, {(k_x(3k_x^2 - 3k_y^2)\tau^x s^z, k_x(3k_x^2 - 3k_y^2)\tau^x s^z}}</td>
<td></td>
</tr>
<tr>
<td>AFM IVC + R</td>
<td>(\frac{1}{2}(k_x^2 - k_y^2)\tau^x - k_xk_ys^y)</td>
<td>(k_xk_ys^x + \frac{1}{2}(k_x^2 - k_y^2)s^y, (k_x^2 - k_y^2)s^z)</td>
<td>(\tau^y(\tau^x s^z - k_xk_ys^y), \tau^x(k_xk_ys^x + k_ys^y))</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 5. List of allowed terms to lowest order in \(k\) away from the \(\gamma\) point for each of the symmetry breaking scenarios shown in Table 1 (with the exception of the first line, in which all symmetries are preserved). The terms are sorted according to their parity and whether or not they respect \(M_y/M_y^\tau\) or one of its subgroups. As discussed in Sec. B3, the \(M_y\) symmetry (or a subgroup) may be re-established for SOC, which is used to obtain the mirror action in the rows that include SOC. Without SOC, the IVC orders and trivial wire preserve the mirror symmetry or one of its subgroups and therefore we should strictly speaking exclude all \(M_y\)-breaking terms from these rows. Their presence is no longer prohibited with the inclusion of SOC, which explicitly breaks \(M_y\); however, this effect only occurs beyond first order in \(\lambda_R/\ell\). To emphasize these subtleties, we include such terms but indicate their subleading status through curly braces \{'\}'. Similarly, in the rows denoted “sIVC + R” and “tIVC + R,” the terms \(\tau^x s^z\) and \(\tau^y\) appear in brackets to indicate that, while allowed by symmetry, they only arise at a higher order in \(\lambda_R\) and are therefore not included in Table 2. The row labelled “FM IVC + R” is left intentionally blank as no new terms are added by these terms. The colours on the left-hand side indicate which rows should be included for the various phases. For instance, the dark blue bar only extends through the first three rows, implying that the terms listed in those rows are the only ones allowed within our symmetry analysis for the trivial wire scenario. Including the terms for each of these five scenarios and reducing the theory to 1d as first described in Sec. C3 returns the results of Table 2. The \(k\)-dependence of the terms listed no longer helpful when the system breaks the \(C_3\) or \(M_y\) either as a result of strain or interactions. Nevertheless, both the allowed matrices \(\tau^\mu s^\alpha\) and the parity of the terms multiplying them \((t_{\mu,\alpha}(k))\) are unchanged.


