The SPIIR online coherent pipeline to search for gravitational waves from compact binary coalescences
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This paper presents the SPIIR pipeline used for public alerts during the third advanced LIGO and Virgo observation run (O3 run). The SPIIR pipeline uses infinite impulse response (IIR) filters to perform extremely low-latency matched filtering and this process is further accelerated with graphics processing units (GPUs). It is the first online pipeline to select candidates from multiple detectors using a coherent statistic based on the maximum network likelihood ratio statistic principle. Here we simplify the derivation of this statistic using the singular-value-decomposition (SVD) technique and show that single-detector signal-to-noise ratios from matched filtering can be directly used to construct the statistic for each sky direction. Coherent searches are in general more computationally challenging than coincidence searches due to extra search over sky direction parameters. The search over sky directions follows an embarrassing parallelization paradigm and has been accelerated using GPUs. The detection performance is reported using a segment of public data from LIGO-Virgo’s second observation run. We demonstrate that the median latency of the SPIIR pipeline is less than 9 seconds, and present an achievable roadmap to reduce the latency to less than 5 seconds. During the O3 online run, SPIIR registered triggers associated with 38 of the 56 non-retracted public alerts. The extreme low-latency nature makes it a competitive choice for joint time-domain observations, and offers the tantalizing possibility of making public alerts prior to the merger phase of binary coalescence systems involving at least one neutron star.
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I. INTRODUCTION

Gravitational wave (GW) astronomy has been advancing rapidly since the first operation (referred to as O1) of the two Advanced Laser Interferometer Gravitational-wave Observatory (aLIGO) in 2015 [1]. The advanced Virgo detector [2] joined the LIGO detectors from the second observation run (O2). The third and latest run (O3) of aLIGO and Virgo lasted 11 months and finished in March 2020 [3, 4]. There have been over a dozen detections of compact binary coalescences (CBCs) by the LIGO collaboration in the O1 and O2 run [5, 7]. The first six months of O3 has seen three times more detections than O1 and O2 combined [8]. With new advanced detectors, the KAGRA detector in operation since 2020 [9] and LIGO-India envisioned to be operational in the next decade [10], it is expected the GW astronomy will see regular frequent detections and possible new breakthroughs.

A high priority for observing runs is to use GW detections as a trigger for electromagnetic (EM) follow-up observations. A successful example is the first detection of GW from merging binary neutron stars (GW170817 [11]) with multiple coincident observations across electromagnetic spectrum [12]. Improved detector sensitivity will expose more binary merger signals, as well as enabling detections ahead of the final coalescence phase, known as the early warning detections. To facilitate the real-time and early-warning detections, a public alert infrastructure [13] was established by LIGO-Virgo collaboration before O3 to enable online data streaming, pipeline detection and prompt real-time alert publication.

https://emfollow.docs.ligo.org/userguide/
Five detection pipelines have been used in this infrastructure: one to search for unmodeled signals, the cWB pipeline [13]; four to search for the modeled compact binary coalescence (CBC) signals, including GstLAL [14–16], MBTA [17], PyCBCLive [18–20], and the SPIIR pipeline which is the focus of this paper. Previous work on the SPIIR pipeline development can be found in [21–26] and the SPIIR pipeline was used instrumentally during the O1 and O2 runs.

The SPIIR pipeline is distinguished from other CBC search pipelines in several aspects. It adopts the summed parallel infinite impulse response (SPIIR) method for matched filtering [21–23]. This method is expected to be more efficient computationally than the traditional Fourier method when a filtering delay of less than 10s is intended [21]. It is straightforward to parallelize this algorithm using Graphics Processing Units (GPUs), a popular and cost-effective parallel computing platform [24, 25].

The other main difference is that the SPIIR pipeline selects candidates based on the maximum network likelihood ratio principle which is referred as the coherent method. Coherent methods have been developed for periodic GW searches [27], inspiral searches in the band of the proposed space-based interferometric detector, LISA [28–30], and for GRB-triggered CBC searches [31, 32]. It was proposed for CBC searches [33–35] but not widely used due to computational challenges of searching through additional parameters of source sky directions. A recent work [36] is proposed to reduce the computational cost of parameter search using particle swarm optimization. In this paper, we express the coherent method for CBC signals using singular value decomposition (SVD). SVD and its variation principal component analysis have been applied to many areas of GW research including waveform decomposition [37, 38] and parameter estimation [39]. It has been proposed for general formalization of GW data analysis with a detector network [40]. The SVD derivation here is an extension of [40] and simplifies the expression of the coherent statistic for CBC searches. It shows that output from matched filtering, i.e. the signal-to-noise ratio (SNR) time series, can be directly used and only the two parameters of sky directions need to be searched over. The search on each sky direction is independent and thus has been distributed to parallel GPU threads for acceleration.

This paper is organized as follows: Sec. II gives a detailed explanation of the SPIIR pipeline. Sec. III reports the performance of the SPIIR pipeline using a segment of the public O2 data, including a break-down analysis of contributions to the pipeline latency. It also reports the results of the pipeline on O3 public alerts. Sec. IV gives conclusion and future perspectives of the pipeline.

II. PIPELINE DESCRIPTION

A flowchart of the SPIIR pipeline is shown in Fig. 1. The elements of the flowchart may be grouped into five stages:

(A) A pre-processing stage, where live data streams from detectors LIGO-Livingston (L1), LIGO-Hanford (H1), and Virgo (V1) are read, conditioned using data quality (DQ) channels, downsampled, whitened, and conditioned again.

(B) A filtering stage, where whitened data are convolved with SPIIR filters in the time domain to approximate the matched filtering result – SNR time series.

(C) A coherent search stage, where candidates from individual detectors are searched over companion detectors to form coherent candidates.

(D) Candidate significance estimation, where background (noise) events generated by time-shifted data are used to estimate the false alarm rate (FAR) of a candidate.

(E) Candidate veto and submission, where candidates are tested against a few statistic thresholds and submitted to the GW candidate event database (GraceDB).

A. Data conditioning, down-sampling, and whitening

The first stage of the SPIIR pipeline uses the data acquisition module from the gstlal software package[2] to read in live (optionally offline) data. During O3, the live data were delivered in one-second packets. The first step of the pipeline is to “Apply DQ channel” as shown in Fig. 1. The DQ channel uses bit masks to mark the periods of the strain data when not in the lock condition or affected by known loud noises. The pipeline replaces the strain data in these periods with zeros (a.k.a. gating) with a tapering filter. This zeroing method could introduce power spectral leakage in the frequency domain. The data is whitened later in the frequency domain by the pipeline where this leakage will be carried over, which could result in a slightly inaccurate whitening outcome. The leakage can be avoided if data is whitened in the time domain or by adoption of an in-painting method instead of the zeroing method shown in the recent work [41]. Both methods will be considered for the pipeline for the next observation run.

The data are then whitened (refers to whitening in Fig. 1) in the frequency domain that can be expressed as:

\[ d_w(t) = \int_{-\infty}^{\infty} \frac{\tilde{d}(f)}{\sqrt{S_n(f)}} e^{i2\pi ft}, \]

where \( \tilde{d}(f) \) is data in the frequency domain obtained by Fourier transform and \( d_w(t) \) denotes the whitened data. \( S_n(f) \) is the one-sided noise power spectra density (PSD) defined through ensemble average \( E() \) of the noise spectrum \( E(n(f)n^*(f')) = 1/2S_n(f)\delta(f - f'), f > 0 \). In an ideal world where the noise is stationary, the past data can be used for noise PSD estimation to whiten the current segment of data. However the noise is known to be non-stationary in the LIGO-Virgo online data. The noise PSD is therefore estimated by tracking the geometric median PSD from overlapping 4-second blocks of immediate past data spanning 56 seconds. This estimation converges quickly and is robust against glitches (See Sec. II. B of [14]). It is implemented by the lalwhiten module from the gstatlal library.

The pipeline applies a second “gating” function after whitening, where outstanding amplitude excursions of the whitened data are replaced with zeros. This is to remove glitches that are not identified by the online DQ channels. A empirical window of 0.25-second of zero values is padded at each side of the gated segment to suppress excess power from the glitch. This step would not lend the spectral leakage problem as following steps are performed in the time domain.

B. Time-domain matched filtering with SPIIR filters

1. SPIIR method

The matched filtering method is the optimal method to search for known signals from Gaussian noise. It has been used in CBC searches as the CBC GW waveform templates can either be derived from post-Newtonian perturbation theories or from numerical solutions of Einstein’s field equations [42–44]. The parameters of the CBC waveforms can be divided into two sets, the intrinsic and the extrinsic parameter sets. The intrinsic set is related to the intrinsic properties of the GW sources — masses and spins. The extrinsic parameters include the distance \( l \), the source location \((\alpha, \delta)\), the inclination angle \( i \) and the polarization angle \( \psi \), the phase \( \phi_e \) and the time \( t_e \) at the coalescence. The extrinsic parameters can be represented by two parameters effectively — the effective distance \( l_{\text{eff}} \) and the termination phase \( \phi_0 \) [45].

The CBC signal \( h(t) \) can then be expressed as:

\[ h(t) = \frac{l}{l_{\text{eff}}} A(t) \cos (\phi(t) + \phi_0), \]

where \( A(t) \) and \( \phi(t) \) are the amplitude and phase evolution respectively. The effective distance is a function
of the antenna responses to the two GW polarizations \(F^{+,x}\) and the inclination angle:

\[
t_{\text{eff}} = \frac{1}{\sqrt{F^{+2}(1 + \cos^2 \iota)^2/4 + F^{x2}(\cos^2 \iota)^2}},
\]

and \(\phi_0\) is the coalescence phase with modulation from the antenna response functions:

\[
\phi_0 = \phi_c - \arctan \left( \frac{F^x(2 \cos \iota)}{F^+(1 + \cos^2 \iota)} \right).
\]

To search for the unknown phase \(\phi_0\), a common way is to use a two-phase matched filter with orthogonal phases. This can be implemented as a complex filter \[\text{4}\]:

\[
h_T(t) = h(t, \phi_0 = 0) + ih(t, \phi_0 = \pi/2).
\]

This filter is then whitened and normalized by its expected value at an effective distance of 1 Mpc, denoted by \(h_{wT}\). Using \(h_{wT}\) to cross-correlate the whitened data, one obtains the matched filtering result, the complex SNR time series \(z(t)\):

\[
z(t) = \int_0^\infty d_w(\tau)h_{wT}(t + \tau)d\tau.
\]

The detected phase \(\phi_0\), the coalescence time, and the effective distance can then be obtained from the detected SNR.

The SPIIR method uses a chain of first-order impulse response (IIR) filters to approximate \(h_{wT}\). Each IIR filter is consist of three coefficients to approximate a small segment of the waveform: the feedforward coefficient \(b_1\), the feedback coefficient \(a_0\) and the delay of the filter \(\tau_d\). The summation of responses from all IIR filters is the approximated waveform denoted by \(u(t)\). The SPIIR method is applicable to approximation of any analytical or numerical binary waveforms \[\text{4}\]. The metric to measure the approximation accuracy is the overlap \(O\):

\[
O = \frac{(h_{wT}, u)}{\sqrt{(u, u)\sqrt{(h_{wT}, h_{wT})}}},
\]

where \((,\)\) is the inner product\[\text{4}\]. We optimize the coefficients such that the overlap is over 99% which corresponds to a SNR loss of less than 1% (see Sec. \[\text{3}\]I A however for a realistic scenario). The complex SNR from the SPIIR filtering with \(N_{(m)}\) number of filters for a given template can be expressed in a discrete form as:

\[
z[k] = \sum_{(m)=0}^{N_{(m)}} \left[ a_0^{(m)} z[k - 1 - t_d^{(m)}/\Delta t] + b_1^{(m)} d_w[k - t_d^{(m)}/\Delta t] \right],
\]

where \(k\) is the discrete time, \(\Delta t\) is the interval of time samples.


2. Computational cost and GPU acceleration

A total of 12 floating point operations are required to calculate the SNR with one IIR filter in Eq. \[\text{8}\] \[\text{21}\] \[\text{22}\]. The total computational cost of the SPIIR filtering in a search is proportional to the number of filters over all search templates. Denote the average number of filters per template by \(N_{(m)}\), the number of waveform templates by \(N_T\), the sample rate by \(N_{\tau}\) and the number of detectors by \(N_d\), the computational cost for SPIIR filtering each second is then \(O(12N_{(m)} * N_T * N_{\tau} * N_d)\).

A total of 412,000 templates were used by SPIIR during O3 covering the source component mass of 1.1 – 100 \(M_\odot\). In a typical setting of O3 where \(N_{(m)}\) is around 350, \(N_T\) is 2048 Hz and there are 3 detectors, the total computation is about 10.6 Tera floating point operations per second (TFLOPS), requiring 2200 typical 4.8-GFLOPS central processing unit (CPU) cores to process in real-time.

The high demand on CPUs can be mitigated by use of GPUs. The filtering process is a multiple instruction single data process. Filtering operations of templates and of SPIIR filters are independent that they can be distributed in parallel to GPU threads. It is shown that with a moderate GPU, a speed-up of more than 100 over a single-core CPU can be achieved \[\text{21}\] \[\text{26}\]. The speed-up can easily scale up with more GPU cores. The frequent release of new massive-core GPU hardware is likely to accommodate the increased computational demand due to increased detector sensitivity.

C. Coherent trigger generation and localization

1. Coherent network SNR

The coincidence search method has long been used to search for event candidates from a detector network where high SNR triggers from individual detectors are selected first and those coincident in time are selected as candidates. The coherent search on the other hand will look for both time and phase coherent triggers from individual detectors based on the maximum network log likelihood ratio (LLR) principle. Previous work can be found in \[\text{32}\] \[\text{35}\] and Appx. \[\text{V}\] \[\text{A}\] of this paper shows the network LLR derivation can be simplified mathematically using SVD. The coherent statistic from the network LLR is referred to the coherent SNR throughout the paper and is expressed with the SVD form as:

\[
\rho_C^2(\alpha, \delta, \ell_c, \Theta) = \left\| I U^T \begin{pmatrix} z_1 & 0 & \cdots & 0 \\ 0 & z_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & z_{N_d} \end{pmatrix} \right\|^2,
\]

where \(\rho_C^2\) is the coherent SNR; \(\|\|\) is the Euclidean norm; \(I\) is a diagonal matrix with the first two elements non-zero \(I = \text{diag}(1, 1, 0, \ldots, 0)\), and \(z\) is the complex SNR of...
each detector offset by different arrival times of a signal, and \( N_d \) is the number of detectors in the network. \( U \) is an \( N_d \times N_d \) unitary matrix from the SVD of the noise-weighted detector response \( G_r \) given in Eq. 27. The coherent SNR dependent on three sets of unknown parameters: the intrinsic source parameters \( \Theta \), the sky direction \((\alpha, \delta)\), and the coalescence time \( t_c \).

The first two columns of \( U \), spans a plane to capture the two signal polarizations from \( N_d \) detectors. The complementary statistic, the null SNR which is from the null-space spanned by the remaining \( N_d - 2 \) columns of \( U \), should only include noise contributions. It can be written as:

\[
\rho^2_{\text{null}} = \sum_{I} \rho^2_{I} - \rho^2_{C}. \tag{10}
\]

where \( \rho_I \) is the absolute value SNR \( \rho_I = |z_I| \). In the true direction, the per-detector signal arrival times and signal phases are coherently matched, the projected signals should preserve the entire signal power and the projection for the null SNR should only retain noise. In other directions where times and phases are not perfectly matched, the coherent SNR will not preserve all signal power, instead some power will leak to the null space. This lends to a localization method that explores the phase information and is expected to be better than the simple triangularization method using arrival time information.

Before we perform coherent searches, we first select candidates from each detector. A candidate is selected if its SNR is over 4 (as used by the GstLAL pipeline [14]). The threshold is less than the fiducial detection threshold of 8 to allow for sub-threshold trigger and background formation. The candidates are grouped by every template bank (A template bank is a set of around 10^4 templates grouped by chirp mass values for computational convenience) and every second, and are filtered with the following procedure:

- Find the maximum SNR across templates of the template bank at each time sample and select those with SNRs over 4.
- If a template triggers multiple high SNRs within one second, only select the candidate with the highest SNR.

This procedure will ensure that at each sample time, there is at most one candidate and a template will report at most one candidate during each second.

For each candidate, we then search for maximum coherent SNR using SNR time series from companion detectors. To search \((\alpha, \delta)\), we use HEALPix [46] to divide the whole sky into 3072 equal-area curvilinear tiles (a.k.a. pixels). The centre coordinates for each tile are used as sky direction samples. As Eq. 29 of coherent SNR can be considered as a linear projection process, the ratio of the coherent SNR from a sub-optimal location with that from the optimal direction can be modeled as \( \cos(\theta) \) where \( \theta \) is the angular distance between this location and the optimal location. The worst scenario is when the signal lies at the boundary of a sky tile. The maximum angular distance between any sky tile boundary and its center is 1.9° thus the maximum SNR loss is 1 - \( \cos(\theta) \) = 0.05%. For more accurate sky tiling, readers are referred to [31, 52, 53].

\( U \) used for the coherent SNR calculation depends on not only the relative source sky direction but also detector sensitivities. We assume that the noise in one detector does not change much during an observing run so that a representative horizon distance is used for the sensitivity representation. To save run-time calculation of \( U \), we sample \( U \) every half hour up to 24 hours and refreshed every day to accommodate the change of detector locations due to Earth’s rotation. Time offsets of SNRs from different detectors are sampled at the same interval along with \( U \). The pipeline will calculate the coherent SNR using the \( U \) and offset sample that are closest in the time to the triggering candidate. In this implementation of approximation of \( U \), the maximum coherent SNR value would not be affected but the detected sky direction for that coherent SNR value could be off by the true direction up to 15-min in the East-West direction.

2. Signal consistency statistic

In addition, the pipeline uses another statistic [14, 47] to test the consistency of the detected SNR series from each detector with expectation in time domain. The expected SNR series is projected from the autocorrelation of a template. The discrete form of the statistic \( \xi^2 \) for detector \( I \) is given by:

\[
\xi^2 = \frac{\sum_{j=-N_j}^{N_j} |z_I[j] - z_I[0]A_I[j]|^2}{\sum_{j=-N_j}^{N_j} (2 - 2|A_I[j]|^2)}, \tag{11}
\]

where \( A_I[j] \) is the correlation function of a template with itself and \( N_j \) is the number of time samples for comparison. The numerator is summation of a group of \( \chi^2 \) statistics and the denominator is the overall degree of freedom. The fraction is then a reduced \( \chi^2 \) with a mean value of 1 [14].

We also compute the average value of \( \xi_I^2 \), denoted as \( \bar{\xi}^2 \):

\[
\bar{\xi}^2 = \frac{1}{N_d} \sum_I \xi_I^2. \tag{12}
\]

This average is used along with the coherent SNR to rank coherent candidate events.

3. Background events from time-shifting

To estimate the significance of coherent candidates, incoherent events are constructed as background events.
This is done by applying the conventional time shift technique. For every SNR$_i$=4 candidate from any detector, we apply time shifts on other detector SNR time series with sufficiently large time offsets and use them as the background data. The minimum offset is 0.1 seconds, which is much longer than the GW travel time between any two detectors. The number of time shifts is chosen to be 100, as limited by the GPU memory to store past data for the statistics. This sets the lower limit of our FAR from the 100 time shifts of one-week data to be around 0.5/yr. FAR values beyond this limit are extrapolated using K-nearest-neighbour (KNN) techniques shown later.

4. Computational cost and GPU acceleration

The computational cost for coherent search and background collection using Eq. [20] is estimated here. For each candidate, $O(4N_d^2)$ floating point operations are needed to compute the coherent SNR and the null SNR with a pre-calculated look-up table for each sky direction. Here 4 is account for one complex multiplication and one complex addition. $N_d$ is the number of detectors. The look-up tables are prepared every day and the computing of them are negligible. The maximum number of candidates per detector per second is the number of sky locations, $N_T$. The maximum total FLOPS is therefore $O(4N_d^2N_T N_b)$ where $N_b$ is the number of sky locations. For computational efficiency, the number of sky areas searched for background events is reduced to 768 which corresponds to a SNR loss of 1% compared to the optimal SNR. Note we perform 100 times calculation for the background for the foreground. The computation of $\xi^2$ for each trigger is negligible compared to the coherent network computing. For a typical case of 412 000 templates as in O3 and three detectors, the worst-case cost is about 3.5-TFLOPS including both foreground and background calculations, comparable to the cost of the SPIIR filtering. However, in practice the number of candidates is usually one or two orders of magnitudes smaller than $N_T$. Therefore the computational cost of coherent search could be significantly less than the SPIIR filtering. The use of GPUs to accelerate this stage is described in [26].

D. Ranking statistic and false alarm rate estimation

1. Ranking statistic and false alarm rate estimation

A coherent trigger is selected based on a list of statistics: \{$\rho_1, \xi_1^2, \rho_2, \xi_2^2, ... , \rho_N, \xi_N^2, \rho_C, p_{null}, \xi_C^2$\}. The current coherent trigger selection criteria is to require that the SNR contribution from non-triggering detectors is reasonably significant so that $\rho_C \geq \rho_i + \sqrt{2}$ ($\rho_i$ is the SNR of single-detector candidates where the selection strategy is described earlier in Sec. [11C.1]). This requirement is expected to be removed in the future to allow single-detector candidates.

To construct the ranking statistic, we consider the two most discriminating statistics from the collected statistic list. The coherent network SNR $\rho_C$ reflects the overall signal strength in the detector network, while $\xi_C^2$ gives the average score from the signal morphology test. The coherent statistic and the null statistic are most useful in signal and noise classification when there are at least three detectors with comparable sensitivities. For a network of three detectors with one less-sensitive detector as is the case for O2 and O3, the values of coherent statistics would be close to the SNR additions from the two dominating detectors, L1 and H1. Besides adding V1 SNR contribution is adding V1 noise most of the time given the low sensitivity of V1. To deal with this, the pipeline provides the option to use the dominating detectors for the overall signal strength. $\rho_C$ in the remainder of this section would be replaced with $\sqrt{\rho_L^2 + \rho_H^2}$.

The coherent candidates are ranked mathematically by integrating the background probability $P(\rho_C, \xi_C^2 | n)$ as:

$$R(\rho_C, \xi_C^2) = \int_{\rho_C \geq \rho_C'} \int_{\xi_C^2 \leq \xi_C^2} P(\rho_C, \xi_C^2 | n) d\xi_C^2 d\rho_C$$ (13)

where $P(\cdot)$ is the conditional probability and $n$ denotes the background events by time shifts.

The significance of a candidate is quantified by the candidate’s false alarm probability, which is determined by calculating the cumulative distribution of the ranking statistic $R$:

$$P(R < R' | n) = \sum_{R < R'} P(R | n),$$ (14)

where $P(R | n)$ is the discrete probability of $R$, calculated by integrating the probability $P(\rho_C, \xi_C^2 | n)$ for a given histogram bin.

The false alarm rate (FAR) is calculated by the false alarm probability and the observed trigger rate:

$$\text{FAR}(R') = \frac{P(R < R' | n) N_b}{T_b}$$ (15)

where $N_b$ is the number of background events and $T_b$ is the background collection time which is equivalent to the time to collect foreground candidates multiplied by the number of time shifts performed. Apparently, different collection of background events will result in a different FAR value. During O3, we grouped background events in each computing node which processed 4 000 templates and adjusted the final FAR of a candidate across the total number of computing nodes.

The pipeline collects one week of background events for FAR estimation. This sets the lower bound of FAR from data which is 0.5/yr satisfying the threshold of online alerts. To enable comparison of candidate significances beyond this threshold, a KNN kernel density estimation method [25] was used to extrapolate the significances of
SPIIR detections. An empirical $K$ value of 11 is chosen that the probability of a data bin is the Gaussian smoothed average of probabilities of the nearest 11 bins. The pipeline also collects two hours and one day of background events to capture potentially non-stationary noise behaviours in short-term and median-term . In addition, the pipeline collects individual statistics, the single SNR and the single $\xi^2_I$, from the background events and apply the same FAR estimation method for single-detector FAR values to be used in the veto stage below. The pipeline requires at least one million background events before any FAR value assignment, corresponding to a collection time of a few hours, to ensure reliable FAR estimations. Fig. 2 demonstrates how the signal triggers can be separated from the noise triggers using the calculated FARs from one-week of O2 data.

E. Candidate veto and submission

A single GW signal could trigger several templates, a scenario avoided by using a clustering function at the last stage of the pipeline. Candidates are clustered based on their coherent network SNR values, within a time window, set to 0.5 seconds for O3.

Once clustered, a candidate is tested to further suppress possible transient glitches. The following tests were designed to veto single-detector glitches where O1 and O2 data were used to tune the veto thresholds.

- As background events were collected by three time scales of two-hour, one-day and one-week, the most conservative (maximum) FAR of the three time scales is assigned to the candidate to remove glitches that only represent in any of the short-term, median-term, or long-term scales.

- FARs estimated from at least single detectors need to be relatively significant. The single FAR threshold was tuned with O1 and O2 data and 0.5 Hz was found to be sufficient to reject all load single-detector glitches while retain all detections.

- We reject a trigger if there has been a submitted trigger within the last 50 seconds with a FAR value less than a factor of two of the FAR of the test trigger. This helped remove spike submissions of a real signal or periodic transient glitches.

- Due to that two SPIIR triggers associated with clear loud glitches were uploaded on Jan. 2020 with extremely high $\xi^2$ values and alert significances, an additional test was implemented to veto candidates if any of the single $\xi^2$ values is more than 3. This value is chosen to retain all O1 and O2 detections including the glitch-affected GW170817 event and is effective in glitch veto for the remaining of the O3 run.

If a candidate passes all tests, it is uploaded to GraceDB with a table of the network SNR, the coherent SNR, individual SNR, $\xi^2_I$ statistics and mass and spin parameters as well as the time of the merger.

III. PIPELINE PERFORMANCE AND O3 ONLINE RUN

A. Data, pipeline, and injection setup

Here we show the performance of the pipeline using the O2 open data [49]. Category 1 and 2 (CAT1, CAT2) flags were used to flag periods of poor quality and will be set to zeros by our conditioning procedures. The offline open data went through several cleaning and calibration processes than the online data. The CAT1 and CAT2 data quality flags benefited from post-run measurements of noise-witness channels and provided more data quality information that are not necessarily available online [49, 50]. The data used here span from 1186248818 GPS seconds (Aug 13, 2017 at 02:00:00 UTC) to 1187312718 GPS seconds (Aug 21, 2017, 05:00:00 UTC). The total data duration is 687900 seconds, i.e. 7.96 days. For this period of time, the two LIGO detectors were mostly in duty with a joint duty cycle of about 70%. For about 25% of the time one of the LIGO detectors was also joined by the Virgo detector.

The CBC templates used during the SPIIR O3 run were obtained from [51]. The original templates cover

binary neutron star (BNS), neutron star and black hole (NSBH), and intermediate-mass binary black hole (BBH) systems where the total masses are between $2M_\odot$ and $400M_\odot$ and the mass ratios are between 1.0 and 98.0. The spin parameter of the system is set to be the aligned spin on the z-component. For component mass less than $2M_\odot$, the spin is set within $\pm 0.05$. Otherwise, it is set to be within $\pm 0.999$. For the SPIIR O3 run, the templates were down selected by restricting the component mass to be over 1.1 solar mass as a NS mass to be less than 1.1$M_\odot$ is unlikely from estimation \[52\]. We further constrained the upper bound of the component mass to be less than 100$M_\odot$ by computing resource consideration. This gave 412,000 templates which fit into 103 computing machines on the LIGO-Caltech cluster. Each computing machine is equipped with a Quad-Core AMD Opteron(tm) 2376 CPU and a Nvidia GTX 1050Ti GPU.

Two injection sets were used to test the detection performance of the pipeline, the BNS injection set and the BBH injection set. We expect the pipeline detection performance of NSBH injections to be between the performances of the two injection sets here. Injections were placed every 1000 seconds in the O2 data. The BNS injection parameters were sampled as follows: a uniform distribution for component masses with the range of 1.1$M_\odot$ to 2.3$M_\odot$, an isotropic distribution up to 0.4 for spin, a uniform distribution for sky position, and a uniform volume distribution and up to redshift 0.2 for distance. The BBH injection parameters are drawn from the same distributions for sky positions and distances respectively except the distance range was increased to a redshift of 0.7. The primary mass for the BBH injection was drawn from Salpeter IMF distribution between 5$M_\odot$ and 50$M_\odot$ and the secondary mass was drawn uniformly between 5$M_\odot$ and the primary mass.

In order to demonstrate the pipeline’s performance with injections, the templates were divided into three categories to detect BNS, NSBH and BBH injections respectively (see Fig. 3). Fig. 4 shows the overlaps (Eq. 7) for SPIIR approximation accuracy in each category. The majority of overlaps are more than 97%, meaning that SNR loss would be less than 3% from the SPIIR filtering. In general the overlaps for heavier systems are higher than that of BNS systems. This is due to the fact that we limit the number of SPIIR filters to be no more than 350. The same number of filters are used to patch shorter signals from BBH systems, yielding higher overlaps. However there are less than 5% of the NSBH and BBH systems with overlaps less than 97%. For comparison, only less than 0.1% of the BNS template overlaps are less than 97%. This is due to large asymmetry of some binary systems causing sharp variations in signals that the limited number of filters are insufficient to capture the profile.

The pipeline was setup to use a representative noise PSD, the median PSD over this survey period, in data whitening, template whitening, and calculation of expected SNRs from injections for simplicity. In reality, the detector noise is known to be non-stationary in very short time scales and the effect of using a different PSD than the true PSD for SNR is measured to be up to 5% for significant events \[41\] using open data. The PSD fluctuation is expected to be larger in an online run where the pipeline needs to track PSD as mentioned in Sec. II A for whitening. Fig. 5 shows the amplitude of the noise spectral density from the representative PSD. PSD determines the detector sensitivity for different binary systems. The conventional method to represent a single-detector’s sensitivity is the BNS horizon distance computed from the PSD as shown in Fig. 5. The pipeline used the combined SNR from H1 and L1 SNRs for ranking as explained in Sec. II D. The Virgo sensitivity is
FIG. 5. Representative amplitude spectral density of the noise in H1, L1, and V1 detectors from Aug. 13 2017 to Aug. 21 2017. The horizon distance is the maximum distance a detector can observe an optimally oriented binary source of 1.4 $M_\odot$ and 1.4 $M_\odot$ with the signal-to-noise ratio no less than 8.

low compared to the LIGO detectors and therefore not used for ranking but for sky localization. To prepare background events for immediate significance estimation, the pipeline was run for a whole week before the survey start and ran uninterruptedly for the survey period.

B. Injection performance

The performance of the injection runs is demonstrated in scatter plots (Fig. 6) in terms of missed and found against effective distance (Eq. 3) and chirp mass. The chirp mass is a function of the individual masses and is the leading term in the signal evolution, expressed as:

\[ \mathcal{M} = \frac{(m_1 m_2)^{3/5}}{(m_1 + m_2)^{1/5}}, \]

where $m_1$ and $m_2$ are component masses. An injection is considered detected if the pipeline trigger is within ±0.9 seconds of the injected time and the trigger significance is better than one per two months. The most sensitive detector, L1, has been used to demonstrate the performance in Fig. 6.

The pipeline can detect 100% BNS events at distances less than 100 Mpc and more than 50% of BNS events if the source distances are less than 300 Mpc. For BBH injections, the pipeline can detect 99% sources when the source distances are less than 500 Mpc and more than 50% of sources when the distances are less than 1000 Mpc. This is consistent with the expectation that heavier systems which generate stronger GWs could be detected farther away. Two injections within 500 Mpc were missed by the pipeline because the locations and orientations of the sources were disfavored by the H1 detector resulting a SNR below the selection threshold of 4 and our O3 pipeline was not prepared to detect GWs from one detector only.

Fig. 7 shows the SNR recovery accuracy with H1, L1 and V1 detectors. The SNR recovery accuracy with H1, L1 and V1 detectors. The expected SNRs are computed from perfectly matching templates. There is an average of 11% error in H1 SNR recovery and 7% error in L1 SNR recovery. Up to 5% SNR deviation is expected with a fixed PSD [41]. The other factors are the mismatch between the search template and the injection and the SPIIR approximation to the search templates. The large uncertainty in V1 SNR estimations is due to the low sensitivity of Virgo in O2. 40% of V1 SNRs are expected to be less than 2 and these V1 detections would be indistinguishable from V1 noise triggers as shown by the last bin of V1 SNR error in the figure. The V1 SNR estimation should be improved along with the sensitivity improvement in O3 and beyond.

Fig. 8 shows the detected chirp mass for BNS and BBH injections. For BNS detections, the templates were placed much denser so that the detected chirp masses are within 0.4% of true values. The errors for BBH chirp mass detections are larger in the high chirp mass region. This is partly due to the BBH templates are placed more sparsely in the high chirp mass space and partly due to the uncertainty in high mass region [53].

C. O2 Chunk search results

1. GW170814, GW170817, and GW170818

The pipeline used the entire bank set (BNS+NSBH+BBH) to search over the same chunk of data without injections. It reported two significant triggers to events GW170817 and GW170814 as shown in Fig. 9. These two events were also reported online by other pipelines during the O2 run [5].

The GW170818 event was reported in the offline Gst-LAL [5] and PyCBC searches [6]. There was a Gst-LAL online trigger matching this event but with a marginal significance [5]. SPIIR reported a trigger with $4.4 \times 10^2/\text{yr}$ in this search. The significance of GW170818 SPIIR trigger was affected by the precedent background from the GW170814 detection. The GW170814 and GW170818 parameters are close in parameter and time that they are in the same background collection bin. If we remove the GW170814 event trigger from the GW170818 background collection, the significance of the GW170818 trigger becomes 11/yr. In the future runs where detections are more frequent, the SPIIR online pipeline is planned to adopt strategies to remove influences of detections from background. The significance of GW170818 trigger is not affected by itself as the online pipeline only collects background from history.

Table II gives the individual, the network, the null SNRs and the significance for the three SPIIR detections. The network SNR is the quadrature sum of individual SNRs
FIG. 6. (a) Missed (orange) and found (blue) BNS injections and the SPIIR detection efficiency in terms of the LIGO-Livingston (L1) effective distance and the binary chirp mass. (b) Missed and found BBH injections by the pipeline. Heavier systems that could generate stronger GWs can be detected farther away. The detection efficiency of NSBH sources are expected to between these two types of sources.

FIG. 7. Top panel: expected SNRs vs. detected individual SNRs of (a) BNS detections, (b) BBH detections using O2 data. Bottom panel: fractional difference of detected SNRs and expected SNRs from (a) BNS detections, (b) BBH detections. SNR fractional differences are averagely around 11% for H1 detections and 7% for L1 detections. Around 40% of V1 detected SNRs are at least 50% off the expected SNRs as shown in the last bins of the histograms. Due to low sensitivity of Virgo in O2, most of the expected SNRs are less than 2 that the large uncertainty in SNR detection is expected.

and is consistent with that of the GstLAL (GW170817 SNR 33.0, GW170814 SNR 15.9, GW170818 SNR 11.3) and PyCBC pipelines (GW170817 SNR 30.9, GW170814 SNR 16.3) [5]. The null SNRs are not used in the SPIIR pipeline for trigger ranking but are presented here for comparison to the Gaussian noise expectations. The mean value of the null SNR square from Gaussian noise should be $2N_d - 4$ which is 2 in this search. The detected null SNR values are smaller than the expectation meaning that the detections are less likely due to transient glitches. The null SNR information is not explored by the O3 pipeline as the signal null SNR and noise null would be indistinguishable with the current network configuration. This information is considered for future versions of the pipeline when there are at least three detectors with comparable high sensitivity.
FIG. 8. Injected vs. detected chirp mass (top panel) and fractional error (bottom panel) of (a) BNS detections, (b) BBH detections. The errors for BBH chirp mass detections are larger in the high chirp mass region but are still within 20%.

The pipeline outputs a sky map of coherent SNR values for each significant candidate. Fig. 10 shows such coherent SNR skymap for the most significant detection during this search, the GW170817 SPIIR detection. The optical discovery of the event is highlighted and well captured by the high SNR area. The Bayestar program has been used to rapidly construct source sky localizations using CBC triggers during online runs. The localization of GW170817 using the Bayestar program with the SPIIR detection is shown in Fig. 10. The 90% localization area from the SPIIR detection is consistent with the published localization using the Bayestar program with a PyCBC trigger. Comparing the two sky maps in the figure, the coherent SNR map computes the network likelihood ratio optimized over four extrinsic parameters, while the Bayestar method takes prior information of all extrinsic parameters and calculates the marginalized posterior distribution.

D. Latency

The pipeline latency is defined as the time between receiving data and a trigger is produced. The latency in general comes from two sources: the intrinsic delay to collect required size of data, and the time spent on computing. Tab. II provides a list of main latency sources and possible future improvement. \( N_{\text{rate}} \) is the data sample rate (2048Hz for O3). At the beginning of the pipeline,
FIG. 10. (a) The all-sky map of coherent SNRs searched by the SPIIR pipeline for the GW170817 detection. (b) Rapid sky localization, *Bayestar*, using the SPIIR detection. The black cross marks the sky direction from the optical discovery [12].

EVENT DETECTION

<table>
<thead>
<tr>
<th>Event detection</th>
<th>$\rho_L$</th>
<th>$\rho_H$</th>
<th>$\rho_V$</th>
<th>Network SNR</th>
<th>$\rho_{\text{NULL}}$</th>
<th>FAR (y$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GW170814</td>
<td>13.8</td>
<td>8.9</td>
<td>3.8</td>
<td>16.9</td>
<td>0.3</td>
<td>0.04</td>
</tr>
<tr>
<td>GW170817</td>
<td>24.4</td>
<td>19.4</td>
<td>3.7</td>
<td>31.5</td>
<td>1.3</td>
<td>$&lt;10^{-10}$</td>
</tr>
<tr>
<td>GW170818</td>
<td>9.9</td>
<td>4.4</td>
<td>4.1</td>
<td>11.6</td>
<td>1.0</td>
<td>$4.4 \times 10^2$ (11b)</td>
</tr>
</tbody>
</table>

\(a\) 0.5/yr is our FAR limit from data, the significant FARs here are extrapolated using KNN for the purpose of comparison.

\(b\) If GW170814 influence is excluded from background.

TABLE I. Individual, network, null SNRs and significance of three SPIIR detections in the search of H1, L1, and V1 data from Aug.13 to Aug.21, 2017. The expected distribution of the null SNR square in Gaussian noise is a central $\chi^2$ distribution with the degree of freedoms 2.

This could be removed by applying submission thresholds. Though data comes in one-second packets, they would be sliced and combined at different stages of the pipeline. E.g. the gating module will slice data at the boundaries of bad data thus producing irregular durations of data packets downstream while the filtering and coherent search modules only work on integer seconds of data that they might wait extra time to cover the integer boundaries. A latency of five-second is feasible by using the zero-latency whitening and advanced computing hardware. The latency could be reduced to sub-second in an ideal scenario when all pipeline components reach the best latency solutions.

The data is packed in one-second packets causing a waiting time of one second. The size of a data packet in theory can be reduced to as small as one sample. Next the downsampling module uses a FIR filter that introduces a waiting time equaling the filter length $N_{\text{FIR,D}}$ which has a typical length of 192. The downsampling precision is proportional to the length of this filter. We assume this filter does not change for simplicity. Following on, the whitening process collects the segments of data and performs PSD division on them in the Fourier domain. The whitening latency is dependent on the segment length which is set to two seconds in O3. A recent work proposed a time-domain whitening that can reduce the latency to be zero-second [54]. The next stage gating applies a 0.25 second of side window and we simply assume the same for future runs. In the coherent search stage, it calculates $\xi^2$ over a series of data samples that requires a collection of $N_j$ data samples (typically 175). In the last stage of candidate clustering and veto process, a 0.5 second window is applied to cluster triggers.

To measure the latency of the pipeline in reality, we ran the pipeline over one-day stream replay of the O2 online data. We compared the pipeline latency on two computing platforms. As the CBC search is computational intensive and most of the computation has been carried out on GPUs, we listed the GPUs with their host CPUs for each platform. Platform 1 is a computing node loaded with relatively old hardware. Platform 2 is a computing node with state of art hardware. Just by using the latest computing hardware, the latency has been improved by nearly one second as shown by Fig. 11. At the time of writing only the PyCBCLive pipeline published its O3 latency which is $>10$ seconds [20]. The median latency of the SPIIR pipeline is less than 9 seconds.
FIG. 11. Latency of the O3 SPIIR pipeline on two hardware platforms. Platform 1: one Quad-Core AMD Opteron(tm) 2376 CPU and one Nvidia GTX 1050Ti GPU. Platform 2: one Intel(R) Xeon(R) E5-2630 v4 @ 2.20GHz CPU and one Nvidia Titan V100 GPU. Dashed lines are median latencies. Platform 1 was used for the SPIIR pipeline for O3 online search.

<table>
<thead>
<tr>
<th>Component</th>
<th>Current latency (s)</th>
<th>Future latency (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data package</td>
<td>1</td>
<td>CPU/NACK/Nrate(1)</td>
</tr>
<tr>
<td>Downsampling</td>
<td>0.25(1)</td>
<td>CPU/Nrate(1)</td>
</tr>
<tr>
<td>Whitening</td>
<td>&lt; 1(2)</td>
<td>0</td>
</tr>
<tr>
<td>Gating</td>
<td>&lt; 1(2) + Nf/Nrate(1)</td>
<td>&lt; 1(2) + Nf/Nrate(1)</td>
</tr>
<tr>
<td>SPIIR filtering</td>
<td>&lt; 1(2)</td>
<td>&lt; 1(2)</td>
</tr>
<tr>
<td>Coherent search</td>
<td>&lt; 1(2) + 0.5(1)</td>
<td>&lt; 1(2)</td>
</tr>
<tr>
<td>Trigger generation</td>
<td>&lt; 1(2)</td>
<td>&lt; 1(2)</td>
</tr>
<tr>
<td>Data irregular slicing</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Computing time</td>
<td>&lt; 1(2)</td>
<td>0</td>
</tr>
<tr>
<td>from components other than</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>mentioned</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Overall</td>
<td>&lt; 9</td>
<td>&lt; 5</td>
</tr>
</tbody>
</table>

TABLE II. Breakdown of the pipeline latency. (1) marks the intrinsic delay associated with data collection and (2) marks the latency associated with computing time. Nrate is the data sample rate. NPACK is the number of samples for each data packet. Nfilt,D is the filter length for downsampling. Nf is the number of data samples used for ξ2 calculation in the coherent search.

E. O3 public alerts

During O3, 80 public alerts were issued from candidates reported by the five online pipelines[7]. The rate of glitches predominantly at frequencies below 100 Hz has increased significantly during O3[8]. This resulted in 24 immediate retractions of submitted public alerts based on online investigation of noise association with the candidates. Two retractions were from the SPIIR pipeline on the same day of Jan. 6, 2020 due to high-amplitude scattered noise in L1 detector on that day. It is expected the offline searches using cleaned data will find some alerts to be insignificant and in the meantime re-discover some non-alerted online triggers with improved significance. Of the 56 online alerts, the SPIIR pipeline registered triggers that are associated with 38 alerts and published in LIGO-Virgo GCN notices[7]. 36 of them were reported with other pipelines and one alert was reported only by the SPIIR pipeline (S190910d) which is proved no longer significant by the offline deep searches[8].

IV. CONCLUSION AND DISCUSSION

This paper presents a low-latency pipeline used in the third LIGO-Virgo observation (O3) run, the SPIIR pipeline. It uses the efficient time-domain GPU-accelerated SPIIR method to perform time-domain matched filtering covering templates from binary neutron stars to intermediate binary black holes. It is the first low-latency CBC pipeline that employs the coherent search method with the help of GPU acceleration. The median latency of the pipeline for O3 is less than nine seconds which is the fastest among online pipelines. It has the potential to be reduced to be below five seconds.

For the next coming run of O4, it will use data from new detector KAGRA and explore new algorithms to utilize the null-SNR information. Though the pipeline is using the novel coherent statistic for multi-detector detections, the single-detector significance estimation has been implemented only for vetoing but can be adapted to single detector triggering. This can help increase the number of detections up to 30% citegwtc2. The early-warning configuration of the pipeline has been tested recently[55]. Given that the detector sensitivity is expected to improve significantly in this decade, early-warning detections have the potential to lead to major breakthroughs in the near future.

Additional information of the pipeline document and code can be found in [https://git.ligo.org/lscsoft/spiir/](https://git.ligo.org/lscsoft/spiir/).
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We first show the GW signal expression with an interferometric detector $I$:

$$h_I(t; \Theta, \alpha, \delta, t_c, l, \psi, \iota, \phi_c, s) = (G^+_I(\alpha, \delta, s(t)))(a_{11} a_{12} \begin{pmatrix} h_c(t; \Theta, t_c) \\ a_{21} a_{22} \end{pmatrix}) + F^+_I(t)h^x(t),$$

where $h^{+;\times}$ are the two polarizations and $F^{+;\times}$ are beam-pattern functions describing the responses of a detector to the two polarizations.

By rearranging the extrinsic parameters, the signal can then be expressed with the direction-induced modulations $G^{+;\times}$ which is dependent on the source sky location $\alpha$ and $\delta$, and the detector location and orientation $s(t)$; the $a_{jk}$ matrix pertaining to the source luminosity distance $l$, the polarization angle $\psi$, the inclination angle $\iota$, and the GW coalescence phase $\phi_c$; and the $h_c$ and $h_s$ waveforms which only depend on the intrinsic parameters and the coalescence time.

The $G^{+;\times}$ expressions can be found in Eq.12 and Eq.13 of [27] ($G^+$ equivalent to $a(t)$ and $G^x$ equivalent to $b(t)$ in cited equations) or Eq.1.53 and Eq.1.54 in [56]. They are related to the beam-pattern functions by the polarization angle $\psi$:

$$
\begin{pmatrix}
F^+_I(t) \\
F^x_I(t)
\end{pmatrix} =
\begin{pmatrix}
\cos 2\psi & \sin 2\psi \\
-\sin 2\psi & \cos 2\psi
\end{pmatrix}
\begin{pmatrix}
G^+_I(t) \\
G^x_I(t)
\end{pmatrix}.
$$

The solutions to $\{l, \psi, \iota, \phi_c\}$ from $a_{jk}$ can be found in [51]. $h_c$ and $h_s$ are in quadrature and the strength of each

V. APPENDIXES

A. Network log likelihood ratio

A GW signal is a function of two sets of parameters, the intrinsic parameters (\Theta) including the masses and spins of the components, and extrinsic parameters including the sky location (right ascension $\alpha$ and declination $\delta$), the coalescence time $t_c$, the luminosity distance $l$, the polarization angle $\psi$, the inclination angle $\iota$, and the GW coalescence phase $\phi_c$. Previous work have shown that four extrinsic waveform parameters ($l, \psi, \iota, \phi_c$) can be analytically maximized for the network log likelihood ratio (LLR) statistic [32, 34] which leaves a reduced set of parameters for the network LLR representation. Here we simplify the reduced LLR using the SVD technique and show that the SNRs from matched filtering can be directly used to construct the this network LLR statistic which is referred to the coherent SNR throughout the paper.
where the subscript NW stands for the network, \( \mathbf{d} = (d_1, ..., d_{N_d})^T \) with \( N_d \) being the number of detectors. \( \mathbf{h} = (h_1, ..., h_{N_d})^T \) depends on the detector location. The operator on the matrix is defined as:

\[
\begin{align*}
(D | B) &= \sum_{p=1}^{n} (D_{jp} | B_{pk})_p. 
\end{align*}
\]

We group the \( a_{jk} \) into two entities \( \mathbf{A}_c = (a_{11}, a_{21})^T \) and \( \mathbf{A}_s = (a_{12}, a_{22})^T \) for expression convenience. \( G \) represents the modulation for each detector. The network LLR can be written as:

\[
\ln L_{NW} = (\mathbf{d}^T | GA_c h_c + GA_s h_s) - \frac{1}{2} (\mathbf{A}_c^T G^T h_c + \mathbf{A}_s^T G^T h_s | GA_c h_c + GA_s h_s). 
\]

Maximizing LLR over \( a_{jk} \) is equivalent to maximization over \( \mathbf{A}_c \) and \( \mathbf{A}_s \) respectively. The solution is then:

\[
\mathbf{A}_x \bigg|_{x=(c,s)} = (G^T h_x | G h_x)^{-1} G^T (\mathbf{d}^T | h_x), 
\]

\[
= \frac{1}{\text{I Mpc}} (G^T \sigma)^{-1} G^T (\mathbf{H}_x | d^T),
\]

where

\[
\mathbf{H}_x \bigg|_{x=(c,s)} = \begin{pmatrix}
    h_x / \sigma_1 & 0 & \ldots & 0 \\
    0 & h_x / \sigma_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & h_x / \sigma_{N_d}
\end{pmatrix}. 
\]

\( G_\sigma \) is the noise-weighted modulation and its SVD has the form:

\[
G_\sigma = \begin{pmatrix}
    G_1^x \sigma_1 \\
    G_2^x \sigma_2 \\
    \vdots \\
    G_{N_d}^x \sigma_{N_d}
\end{pmatrix} = U \Lambda V^T,
\]

\[
\Lambda = \begin{pmatrix}
    \lambda_1 & 0 & \ldots & 0 \\
    0 & \lambda_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & \lambda_{N_d}
\end{pmatrix}. 
\]

The SVD decompose \( G_\sigma \) into a \( N_d \times N_d \) unitary matrix \( U \), a \( N_d \times 2 \) pseudo-diagonal matrix \( \Lambda \) with decreasing positive singular values, and the transpose of a \( 2 \times 2 \) unitary matrix \( V \). This form can be used obtain the Moore-Penrose pseudo inverse \((G^T h_x | G h_x)^{-1}\) and simplify Eq. \ref{eq:25}.

Substituting the solutions of \( \mathbf{A} \) into the network LLR, the maximized LLR can then be expressed as:

\[
\ln L_{NW} = \frac{1}{\text{I Mpc}} \sum_{x=(c,s)} (\mathbf{H}_x | d)^T \mathbf{I} \mathbf{U} \mathbf{U}^T (\mathbf{H}_x | d)
\]

\[
= \frac{1}{\text{I Mpc}} \| \mathbf{I} \mathbf{U} \mathbf{U}^T (\mathbf{H}_x + i \mathbf{H}_s | d) \|^2 
\]

\[
= \frac{1}{\text{I Mpc}} \| \mathbf{I} \mathbf{U} \mathbf{U}^T \begin{pmatrix}
    z_1 & 0 & \ldots & 0 \\
    0 & z_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & z_{N_d}
\end{pmatrix} \|^2, 
\]

where \( \| \cdot \| \) is the Euclidean norm, \( \mathbf{I} = \text{diag}\{1,1,0,..,0\} \), and \( z \) is the individual SNR from each detector. The maximization procedure can be thought of as a projection of all the signal components in the \( N_d \) streams onto the signal plane spanned by the two vectors from \( U \), with the noise contributions reduced from \( N_d \) Gaussian streams to two Gaussian streams. If the noise is Gaussian in each detector, then this statistic will obey a non-central \( \chi^2 \) distribution with \( 4 \) degrees of freedom.

For a detector network with more than two detectors, the null stream or the null statistic can then be expressed as:

\[
\ln L_{\text{NULL}} = \frac{1}{\text{I Mpc}} \| \mathbf{I} \mathbf{U} \mathbf{U}^T \begin{pmatrix}
    z_1 & 0 & \ldots & 0 \\
    0 & z_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & z_{N_d}
\end{pmatrix} \|^2, 
\]

where \( \mathbf{I} = \text{diag}\{0,0,1,\ldots,1\} \). When noise is Gaussian in each detector this statistic follows a central \( \chi^2 \) distribution with \((N_d \times 2 - 4)\) degrees of freedom.


[34] Sukanta Bose, Thilina Dayanga, Shaon Ghosh, and Dipongkar Talukder. A blind hierarchical coherent search for gravitational-wave signals from coalescing compact binaries in a network of interferometric detectors. Classical and Quantum Gravity, 28(13):134009, 2011.


