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Recent experimental and theoretical evidence has shown that distannynes, RSnSnR, can adopt either a
singly bonded or a multiply bonded structure. Within calculations on small models, such as MeSnSnMe,
apparently dramatic differences in conformational preference have been reported. We show that these
differences arise due to the treatment of spin-polarization in density functional theory (DFT), and
review stability analysis; a diagnostic for the need to include spin-polarization. The low-energy singly
bonded structure can only be reached when spin-polarization is allowed. Additional DFT calculations
on PhSnSnPh show that the singly bonded structure is the global minimum, leading to a flat torsional
potential. The role of electronic effects is further probed by changing the donor–acceptor properties of
R. Implications for the structural preference of experimentally synthesized species are discussed.

Introduction

Over the past nine years, heavier group 14 homologues of alkynes
have been experimentally synthesized and characterized, as fully
summarized in recent reviews.1–3 The first such compound was a
lead analog,4 Ar*PbPbAr*, where Ar* = C6H3-2,6-(C6H2-2,4,6-
Pri

3)2, and Pri is an isopropyl group. Its PbPb bond length,
3.19 Å, is actually slightly longer than the 2.9 Å or so usually
associated with R3PbPbR3 compounds. Ar*PbPbAr* is strongly
trans-bent, with a C–Pb–Pb bond angle of 94.3◦. Subsequently,
a corresponding distannyne, Ar′SnSnAr′, (Ar′ = C6H3-2,6-(C6H2-
2,6-Pri

2)2) was synthesized and isolated,5 with an SnSn bond length
of 2.67 Å (shorter than the typical 2.8 Å Sn–Sn single bond), and
a substantially larger bending angle of 125◦. A corresponding
digermyne, Ar′GeGeAr′, has been structurally characterized,6

which has a GeGe bond length of 2.29 Å (cf . 2.44 Å for a single
bond) with a trans-bending angle of 129◦. An analogous disilyne7

shows a very short SiSi bond length of 2.06 Å (vs 2.34 Å for a single
bond) and a yet larger trans-bending angle of 137◦. All isolated
compounds have been found to be diamagnetic.

The structural trends going up and down group 14 can be
qualitatively rationalized on the basis of a changing balance
between the contributing resonance structures shown in Scheme 1,
which vary between single and triple bonds. For RPbPbR, it
appears that resonance form V dominates, while the doubly
bonded forms appear to predominate for Si, Ge and possibly for Sn
as well. However, other distannynes have been synthesized which
suggest behavior closer to the singly-bonded lead case. The crystal
structure of Me3Si-4-Ar′SnSnAr′-4-SiMe3 has been solved,8 and
shows a significantly longer SnSn bond length (3.07 Å), and
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stronger trans-bending effect (angle of 99 ◦). Spectroscopic (119Sn
NMR and Mössbauer) studies of Ar*SnSnAr* suggest that it also
adopts the longer bond length and smaller trans-bending angle,9

although the crystal structure could not be obtained due to poor
diffraction. Additionally the solution reactivity of the distannynes
(and the corresponding lead species) appears to be lower than
the digermynes, based on a comparative study using the Ar′

substituent.10 This could be consistent with lower contributions
from the diradical resonance structure (IV in Scheme 1) for Sn
and Pb.

The fact that the structural properties of the tin species are
sensitive to substituents suggests that electronic and steric effects
can play a crucial role in determining such properties. Electronic
structure calculations that predate the experiments support this
possibility.11–13 Bulky substituents can protect a reactive core, and
provide electronic stabilization as well, but may impose steric
requirements. They can also probe what happens in the absence
of such substituents. For example, calculations (e.g. ref. 14) have
shown that unsubstituted HEEH compounds display strikingly
different structures to the experimentally isolated compounds,
including structures with bridged hydrogens. However, for exper-
imentally isolated molecules, it is only for the tin case that two
distinct isomeric forms have been isolated to date.

Recent calculations on the tin system support the possibility that
Ar′SnSnAr′ may in fact exhibit two local minima corresponding to
singly (S) and multiply (M) bonded structures.15 The lower energy
of the two isomers is the M form, suggesting it should be favored.
This would then suggest that crystal packing forces must account
for the S geometry adopted by Me3Si-4-Ar′SnSnAr′-4-SiMe3 and
implied for Ar*SnSnAr*. Intriguingly, recent calculations on
Ar*PbPbAr* have found that two distinct local minima (both
an S and a twisted M isomer) likewise exist for this compound.16

In contradiction to the crystal structure,4 the M-type isomer is
found to be slightly (∼ 1 kcal mol−1) more stable.16 It is clear the
potential surfaces of these systems are both rich and delicate, and
are fertile ground for further study.

Calculations on model systems for the heavier alkyne
congeners,17 principally MeEEMe, indicate that the potential
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Scheme 1 The possible resonance structures for multiply bonded group 14 compounds.

surface for MeSnSnMe is very flat with respect to bond length
and angle distortions away from the local minimum corresponding
to an S-type structure towards an M-type geometry. However,
the M structure does not exist as a local minimum, and indeed
the global minimum is a gauche-type structure with a dihedral
angle of about 90 ◦ (though this will be sterically destabilized with
larger substituents). Interestingly, the S-type structure is found to
have little diradicaloid character, consistent with low reactivity,
while calculations at geometries optimized with the bond-length
and trans-bending angle constrained to the experimental M
values, yield significantly higher diradicaloid character, suggesting
higher reactivity. This implies that the reactivity differences seen
experimentally between Ar′SnSnAr′ and Ar′GeGeAr′ could be
explained by a S-type solution geometry for the tin compound
and an M geometry for germanium. However, a contradictory
set of calculations on MeSnSnMe were reported using apparently
similar computational methods,15 where the M structure was found
to be lower in energy, than the S structure, which was a saddle
point. Further effort to clarify the nature of the potential energy
surface for both model and synthesized RSnSnR compounds thus
appears desirable.

Accordingly, in this paper we discuss several aspects of electronic
structure calculations on the distannynes, and report a variety of
new calculations on the model system, PhSnSnPh, which should
capture the principal through-bond electronic effects of the more
complex and bulky Ar* and Ar′ substituents. First, we clarify
the origin of differences between the two sets of calculations on
the MeSnSnMe model.15,17 This requires consideration of the role
of spin-polarization in density functional theory calculations, as
in fact one set of calculations allowed for spin-polarization and
the other did not. Spin-polarization is briefly reviewed in the
following section to summarize the key considerations. Second,
taking careful account of spin-polarization, we then explore the
PhSnSnPh model in detail to fully characterize its potential
surface, and therefore the main through-bond interactions that are
operative in the experimentally synthesized distannynes. Finally
we consider the effect of additional changes to the electron-
withdrawing and electron donating character of the terminal
groups, and compare the results obtained with our models against
experimentally characterized molecules.

Orbital stability and spin-polarization in density
functional theory calculations

Density functional theory (DFT) in the Kohn–Sham (KS) for-
malism is the most popular electronic structure method today
as it generally yields very good accuracy while requiring little
or no more computational effort than mean-field theory.18,19 It
represents the density of the real system, q({ui}), using a single

determinant wavefunction U0({ui}) corresponding to a reference
system of non-interacting electrons described by the orbitals ui

with same density. This may be problematic when molecules
undergo reactions, breaking bonds and forming new ones, or
when they may possess some singlet diradicaloid character. In such
electronically near-degenerate cases, present-day exchange corre-
lation functionals are not powerful enough to correctly describe
multiconfigurational correlation effects in terms of the orbitals
of only a single closed shell KS determinant. For example in the
simple case of single bond dissociation, the bonding (HOMO)
and antibonding (LUMO) orbitals approach degeneracy and so
do the two corresponding configurations which have one or the
other doubly occupied.

The only way in which standard KS-DFT can reasonably de-
scribe bond-breaking is to allow spin-polarization of the orbitals.
The resulting unrestricted KS wavefunction has different spatial
orbitals for a and b spin electrons, which correctly describes
most separated products (3O2 is an interesting exception). For
instance a separated single bond has an a electron on one
fragment and a b electron on the other. This avoids the difficult
problem of multiple degenerate electronic configurations that
arises with restricted orbitals. It introduces spin-contamination
in the reference system, but unlike wavefunction theory, this does
not necessarily correspond to real spin-contamination. While the
benefits of unrestricted orbitals are obvious at the dissociation
limit, it is less obvious for partly broken chemical bonds, such as
for diradicaloid molecules. Should they be described by orbitals
which are spin-restricted or spin-unrestricted? We advocate always
allowing the orbitals to unrestrict (spin-polarize) when this yields
a lower energy solution, consistent with the variational principle
for Kohn–Sham theory.20

The testing of whether or not energy lowering is possible through
spin-polarization is called stability analysis.21–23 In practice, the
KS orbitals ui are obtained by solving the self-consistent field
(SCF) equations iteratively until the first variation of the energy
with respect to orbital mixings is numerically zero. There is no
guarantee, however, that the calculated SCF energy is a true local
minimum in the orbital space. The converged energy can be a
saddle point, and the KS wave function is then said to be unstable.
We will focus on the possible instability of the spin-restricted KS
orbitals with respect to release of this constraint (unrestriction)
since this is directly relevant for singlet diradicaloid molecules
such as models of the distannynes. It is denoted as an R → U
instability and is also called a triplet instability.

Orbital instabilities can be studied by considering response of
the energy up to second order, starting from a stationary point, so
linear terms vanish:

(1)
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Here D is a column vector that describes small mixings of each
occupied orbital (i) with each virtual orbital (a), so that:

(2)

Ua
i denotes the replacement of orbital ui by ua. The precise form

of the matrices A and B is already available in the literature21–23

and is not important for our present purposes.
A necessary and sufficient condition for stability (i.e. for DE in

eqn (1) to be positive for all infinitesimal variations, D) is for the
square matrix in eqn (1), denoted as K, to be positive definite. For
real orbitals (and thus real A and B), the eigenvalues of K consist
of the union of eigenvalues of the two matrices A + B and A − B.
Hence if either of those two matrices is not positive definite, the
solution found will be unstable. In particular, the SCF orbitals are
unstable to unrestricted spin-polarization if A + B has a negative
eigenvalue (an R → U instability). A negative eigenvalue of A −
B indicates the (real) SCF orbitals are unstable to variations that
introduce a complex component.

In practice, after an SCF calculation is converged, a test for
stability is performed by iteratively finding the smallest (least
positive) eigenvalue of the matrices A + B and A − B. Each
iteration consists of operations basically similar to a step of the
SCF cycle itself (forming a Fock-like matrix), and thus the cost
of a stability test typically involves a cost that is not greater than
the SCF calculation itself. We think it is advisable to routinely
perform such a test. If the result indicates an instability, most
computational chemistry programs have the ability to distort the
SCF solution along the direction of the instability, and then
restart the SCF procedure leading to a lower energy solution.
This will then give the lowest DFT energy attainable with the
given functional, and for this reason should be preferred. While
clearly needed for dissociation, there are also some cases where it is
known that significantly different stable structures can be obtained
in DFT when spin-polarization is allowed.24

Computational methods

All calculations were performed with a development version of the
Q-Chem program.25 In this study, all structures were optimized
using DFT with the B3LYP functional.26,27 Some additional
calculations were performed with the B3PW91 functional26 to
compare with previous work.15 As discussed in detail above, all
DFT calculations at the restricted level were tested for orbital
instabilities, and, if detected were re-optimized using unrestricted
DFT. Numerical integration was performed with the standard grid
1 (SG1),28 and test calculations were also performed with larger
grids to establish that no significant differences occur for delicate
energy differences such as the torsional potential energy scans
discussed later.

The 6–31G* basis set was used for all atoms that are not tin in
this investigation, which is of medium size. For the tin atoms the
CRENBL effective core potential with the CRENBL* basis was
used.29 This removes a krypton core from explicit consideration,
while leaving the 3d, 4s, 4p electrons described by (3s3p4d) basis.
Some test calculations were also performed using the Huzinaga
[433111/433111/43] (spd) all-electron basis set30 for comparison.
An all-electron calculation neglects relativistic effects on the
core electrons, which can have a noticeable effect on calculated

properties of systems containing heavier elements. On the other
hand ECPs themselves contain some intrinsic errors.

The diradicaloid character of several structures is determined by
using the perfect pairing method.31,32 In this method, we look at the
occupation number of the lowest unoccupied molecular orbital in
order to determine the percentage of diradical character.33–35 If the
species is fully diradical, then the LUMO will have an occupation
number of 1. Therefore the percentage diradical character is simply
the LUMO occupation number multiplied by 100; this procedure
has proven useful in comparative studies of diradical character.36

All perfect pairing calculations were performed taking all valence
electrons to define the active space (e.g. 43 pairs for PhSnSnPh).

Localized orbitals are also determined for several structures.
The Kohn–Sham energy is invariant to mixing of the occupied
amongst themselves, and such mixings may be determined to
extremize a measure of orbital locality. We employ the Edmiston–
Ruedenberg criterion,37 which maximizes the Coulomb repulsion
of all orbitals with themselves (and thereby minimizes the non-
classical exchange). Efficient algorithms for this problem are now
available.38,39 We shall use these orbitals to discuss the chemical
bonding that is implied by the KS-DFT calculations.

Results and discussion

MeSnSnMe model system

As discussed in the Introduction, we want to investigate the
quite surprising difference in DFT results between two theoretical
studies on MeSnSnMe,15,17 which in turn has some implications for
the behavior of distannynes with more complex substituents. In the
work of Jung et al.,17 the singly bonded isomer, S, with an SnSn
bond length of 3.06 Å, and CSnSn angle of 100◦ is the only mini-
mum that has a planar geometry. No shorter bond-length multiply
bonded isomer (M) was located as a stationary point. By contrast,
in Takagi and Nagase,15 an S-like structure is a first-order saddle
point while M is the planar minimum (with bond length 2.61 Å,
CSnSn angle 126◦), where S is 6 kcal mol−1 less stable than M.

It turns out that in one case,17 a stable unrestricted DFT
solution was used, while in the other case,15 an unstable restricted
DFT solution was used. We find that the structure M used by
Takagi and Nagase15 shows a triplet (R → U) instability using the
same method used in their study. However, the two studies also
used different density functionals, and different basis sets (one
is all-electron and the other also uses an effective core potential
(ECP) basis). The effect of each of these differences needs to be
established. Therefore, we performed the systematic calculations
summarized in Table 1.

The B3PW91 functional used by Takagi and Nagase and B3LYP
used in Jung et al. yield almost the same results for the Huzinaga
all-electron basis used by Takagi and Nagase. RB3PW91 and
RB3LYP yield d = 2.61 and 2.63 Å, respectively, and UB3PW91
and UB3LYP yield d = 2.82 and 2.85 Å, respectively. Therefore,
the remaining results are obtained using just B3LYP, as shown
in Table 1. Differences between the density functionals are not
significant, and can be ruled out as a cause of the difference in
results.

The next effect we find is that using an all-electron basis, which
does not have relativistic effects for Sn, can tend to shorten
the SnSn bond length, relative to an effective core potential,
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Table 1 Summary of B3LYP stability analyses for MeSnSnMe with relevant energetic and geometric parameters. See text for references to basis sets

n(core) Basis R/U 〈Ŝ2〉 Stable DE/kcal mol−1 d/Å ∠/◦ φ/◦ Imag. freq.

36 CRENBLa U 0.94 � −7.7 3.06 100 180 0
Re 0.00 ✗ 0 2.65e 125 180 2e,f

28 Def2-SVPb U 0.96 � −4.9 2.93 102 170 0
R 0.00 ✗ 0 2.65 124 180 1g

0 Huzinagac U 1.01 � −1.9 2.85 107 180 0
R 0.00 ✗ 0 2.63 126 180 0

0 TZVPPd R 0.00 ✗ 2.64 126 180 0

a Sn = [3s3p4d] with 36 core electrons. Augmented by a d polarization function for carbon. b Sn = [4s4p2d] with 28 core electrons, and 6–31G(d)
for carbon. c Sn = [7s6p4d], all electron. d Sn = [6s5p3d2f], all electron. Only the restricted result is reported. e Geometry for the planar M structure at
RB3LYP/CRENBL was obtained by imposing a geometric constraint d(Sn–Sn) = 2.65 Å and optimizing it, since the fully optimized RB3LYP/CRENBL
structure is gauche with d = 2.88 Å, ∠ = 68◦, and φ = 92◦. f (51i, 52i) g (33i).

which implicitly includes relativistic effects. The RB3LYP tin–
tin distance (2.6 Å), is independent of the basis set used, all-
electron or ECP. However, the UB3LYP distance changes from
2.85 to 3.06 Å on going from the Huzinaga (all-electron)30 to
CRENBL (36 effective core electrons) basis.29 Although 2.85 Å is
midway between typical M and S values in terms of distance, the
calculated bending angle suggests that it is closer to the structure
S. This effect, therefore, while noticeable, does not account for the
striking difference in results. We note that in Table 1 we also test
the effect of making the effective core potential describe fewer core
electrons through use of the Def2-SVP ECP and basis.40 We find
this ECP gives qualitatively the same results, although it shows
slightly shorter bond lengths. Finally we also examined the effect
of using a larger all-electron basis, by using the TZVPP basis.41

This does not alter the results obtained with the Huzinaga basis
significantly.

The most important point is that the short bond isomer M,
which is located as a minimum in RB3LYP, shows a triplet (R →
U) instability in all cases, and upon lifting the spin restriction,
optimizes to a long bond structure S. The structure S is more
stable than M by 2–5 kcal mol−1. This is the principal reason
that Takagi and Nagase, who used the (unstable) RDFT solutions
obtained M as more stable than S by 6 kcal mol−1 (their S structure
was also unstable). It must be emphasized that while this explains
the main source of the seemingly dramatic difference reported in
refs. 15 and 17, it does not establish which (if either) is actually
quantitatively correct for this system. Takagi and Nagase tried
to address this issue using high-level wavefunction calculations
(CASPT2(6,6)), and reported that S was 17 kcal mol−1 less stable
than M, which appears to support their RDFT results. However
such calculations are more difficult to converge with respect to
basis set than DFT, which is one possible source of error, and
additionally neglected relativistic effects. For the remainder of the
paper we shall always permit the DFT calculations to unrestrict
whenever this lowers the energy, unless otherwise specified.

PhSnSnPh model system

The global minimum of the MeSnSnMe model is a gauche-like
structure rather than either trans-bent species. To probe further,
we attempt to separate steric from electronic effects due to the
substituents. While the bulky Ar′ ligands may be needed to
crystallize this compound, and may play a key role in steric
interactions, it is likely that the groups immediately next to the tin

atoms should provide the most important electronic effects. Other
bulky ligands used in previous experimental studies (e.g. Ar*,
Ar′-4-SiMe3) have also contained aromatic carbon rings directly
attached to the tin core. Therefore, PhSnSnPh may be the simplest
appropriate model system to capture the role of through-bond
electronic effects.

An optimization was then performed on the PhSnSnPh system
in order to find the lowest energy structure. It was discovered
that there are several distinct minima corresponding to four
different structures. Three of these structures are on the spin-
restricted orbital surface while the global minimum is on the spin-
unrestricted surface. Only the gauche-like structure, structure II in
Fig. 1, is stable to spin-polarization, all of the other structures
decrease in energy if the orbitals are allowed to unrestrict. If

Fig. 1 Optimized PhSnSnPh structures. Structure I is the planar singly
bonded structure. Structure II is the gauche structure. Structure III is
the multiply bonded structure, obtained with restricted orbitals (unstable
to spin-polarization, but a local minimum on the spin-restricted PES).
Structure IV is a multiply bonded structure with the Ph rings in the CSnSnC
plane (unstable to spin-polarization, and also not a local minimum on the
spin-restricted PES).
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these calculations had been done without lifting spin symmetry,
then the global minimum would have never been uncovered. The
global minimum is a planar singly bonded structure shown in
Fig. 1 (structure I). This structure has a relatively long Sn–Sn
bond distance of 3.134 Å and is quite planar around the central
Sn–Sn bond with a dihedral angle of x = 180.0◦. Furthermore,
this structure is very trans-bent with a Sn–Sn–C bond angle of h =
98.1◦. These results agree reasonably well with the results found
by Jung et al. for MeSnSnMe, except that the phenyl rings have
made a planar structure the global minimum instead of a gauche
structure. This is a clear indication of the importance of electronic
effects on the preferred conformations of distannynes.

By using a localized orbital procedure, it is possible to explore
the character of the bonding and non-bonding orbitals of the
central tin atoms. The Edmiston–Ruedenberg localized orbitals
(Fig. 2) show one Sn–Sn r bonding orbital and two lone pair
orbitals, one on each tin atom. These orbitals, therefore, confirm
the singly bonded nature of this molecule. Based on this global
minimum structure, it appears that these distannynes should act
more like diplumbynes, which adopt a singly bonded structure,
rather than digermynes, which adopt a multiply bonded structure.
However, given the sensitivity to electronic effects, one should
also bear in mind that this character can be quite readily altered
by chemical substitution.

Fig. 2 Localized Edminston–Ruedenberg orbitals for the planar singly
bonded structure (structure I of Fig. 2).

If spin-symmetry is maintained (rather than broken as above)
then the optimization yields a gauche like structure seen in Fig. 1
(structure II). This structure is very twisted and breaks the
symmetry about the central Sn bond seen in the singly bonded
structure. With a Sn–Sn bond length of 3.127 Å, the gauche
structure would still be classified as a singly bonded structure, since
a multiply bonded structure at this geometry would necessarily
break the p-like bonds. This gauche structure has a dihedral
angle x = 73.6◦ and a Sn–Sn–C angles of 103.1 and 91.6. With
a drastically different geometry, it is surprising that the gauche
structure is only 0.3 kcal mol−1 less stable than the planar structure.
This result implies that the potential energy surface for this
compound is very flat, as was indeed already reported for the
MeSnSnMe model.

A cross-section of the PhSnSnPh potential energy surface
scanned with respect to dihedral angle is mapped out in Fig. 3.
Several features of this surface are of particular interest. First,
as already discussed is that the global minimum occurs at the
planar geometry when spin symmetry is lifted. The next lowest
point on the surface is the gauche structure which is only
0.3 kcal mol−1 higher in energy. Since there is only a very small

Fig. 3 Potential energy surface for PhSnSnPh with respect to dihedral
angle changes.

Table 2 Structural details and energetics for each of the four structures
shown in Fig. 1

Structure Sn–Sn/Å h/◦ x◦ DE/kcal mol−1

I 3.134 98.1 180 —
II 3.127 103.1/91.6 73.6 0.3
III 2.77 122.3 179.9 7.6
IV 2.758 125.0 180 12.5

energetic barrier, interconversion between these two structures
should be facile. Finally, it should be noted that this surface is very
shallow and bumpy, creating several local minima and a delicate
global minimum, which could readily be perturbed by changes in
substituents.

The model system can also adopt a geometry classified as a
multiply bonded distannyne if we force the orbitals to be spin-
restricted (in other words this is an unstable solution). The multiply
bonded structure is not located on the surface pictured in Fig. 3
and is, in fact, 7.6 kcal mol−1 less stable than the planar singly
bonded structure. This multiply bonded structure is planar with a
Sn–Sn bond distance of 2.770 Å and a h = 122.3◦. These results
along with the other structures are summarized in Table 2. The
most interesting aspect of this structure is that the plane of the
phenyl rings is perpendicular to the plane of the Sn–Sn bond
(Fig. 1 structure III). This result is somewhat surprising since
this is not the same multiply bonded structure that is seen in the
Ar′SnSnAr′ calculations or experimental structure. By looking at
the Edmiston–Ruedenberg localized orbitals (Fig. 4), there are
three orbitals that have bonding character, thereby confirming the
Sn–Sn multiple bond of this species (though only one is a true
bonding orbital).

If the starting geometry of an optimization resembles a planar
multiply bonded structure and the symmetry of the molecule
is constrained to C2h, and if the orbitals are constrained to be
spin-restricted, then (finally) it is possible to obtain an optimized
planar structure that is multiply bonded with the phenyl rings
in the plane of the Sn–Sn bond instead of perpendicular. This
structure is planar with a Sn–Sn bond distance of 2.758 Å and h =
125.0◦ (Fig. 1 structure IV). The Edmiston–Ruedenberg localized
orbitals of this species are almost identical to those belonging
to structure III (Fig. 5). This confirms that both structure III
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Fig. 4 The three Edmiston–Ruedenberg bonding orbitals between the
two tin atoms in structure III of Fig. 1

and IV are similarly bonded and can be classified as multiply
bonded. It should be noted that this structure is the highest energy
PhSnSnPh structure being 12.5 kcal mol−1 less stable than the
global minimum. This result is surprising since the full crystal
Ar′SnSnAr′ structure adopts a ground state geometry very similar
to this one. The notably large energetic differences between the full
crystal structure and this model suggests that further inquiry into
the stability and energetics of the full molecule is necessary (see
final section).

It must be emphasized that these last two structures are only
obtained if spin symmetry is enforced. If spin symmetry is lifted
and these structures are re-optimized, they will collapse down
to the planar global minimum (structure I). In other words,
both structures are obtained with KS orbitals that are saddle-
points in the space of wavefunctions, rather than minima. Stability
analysis on this structure confirms that these solutions display a
triplet instabilities and a lower energy solution available when spin
symmetry is lifted. Of course this does not mean that the multiply
bonded solution is always a saddle-point—this can be influenced
by further changes in substituents as we explore later.

Perfect pairing calculations were run on the four structures
shown in Fig. 1 in order to determine the LUMO occupation
numbers and therefore the amount of diradical character for
each structure. Structures I and II both have similar diradical
character with total LUMO occupations being about 0.05 for
both structures. These numbers are in line with previous results
that stated that a singly bonded structure should have a LUMO
occupation of 0.04. Having a low LUMO occupation number
is also consistent with the fact that these structures have the
singly bonded characteristics of the diplumbynes. The multiply

bonded structures III and IV have LUMO occupation numbers
that are quite a bit larger at 0.16 and 0.12, respectively, signifying
between two and three times more diradical character. The higher
diradical character for the multiply bonded structure (III) is also
consistent with the earlier results for multiply bonded digermynes
that showed a LUMO occupation number of about 0.13 electrons.

Effect of electron-withdrawal and electron-donation

Other structures were investigated for the purpose of further
exploring electronic effects on distannynes. In order to investigate
different charges, the model system was oxidized or reduced, and
the structure fully reoptimized. In this series, the cation has the
longest Sn–Sn bond distance at 3.29 Å, followed by the neutral
species with 3.13 Å, and the anion has the smallest Sn–Sn bond
distance at 3.02 Å. Both the anionic and neutral species have
planar structures where the cation has a slightly puckered structure
with the dihedral x = 160◦. As the model system becomes more
reduced, the system becomes more trans-bent with the angle of
the cation being h = 103◦ and the anion being h = 97◦. All
of these results are summarized in Table 3. By comparing the
neutral species to the anion and the cation, it is fairly clear
from a structural point of view that the neutral species resembles
the anionic species more than the cationic species. It has been
previously reported that reduced distannyne crystal salts take a
singly bonded structure. Therefore, it should be no surprise that
the planar singly bonded neutral species resembles the anionic
species known to take a singly bonded geometry. The contraction
in Sn–Sn distance is also consistent with the behavior of triplet
MeSnSnMe relative to singlet which as reported previously also
showed a bond-length contraction. These results indicate that the
LUMO of the neutral singlet species has partial bonding character.
All of these species have fairly similar geometry, and would be
classified as singly bonded species. The multiply bonded structure
of this model system cannot be found as a global energy minimum
by altering the oxidation state of the model system.

We performed additional calculations that further probe elec-
tronic effects using reasonably strong electron withdrawing (nitro)
and electron donating (amino) groups as substituents instead
of fully reducing or oxidizing the species. Both substituents
create tin–nitrogen bonds, and therefore differences in these two
structures cannot be ascribed to differences in their bonding

Table 3 Structural details concerning the anion, neutral, and cation of
PhSnSnPh

Species Sn–Sn/Å h/◦ x/◦

[PhSnSnPh]− 3.022 96.7 180
PhSnSnPh 3.134 98.1 180
[PhSnSnPh]+ 3.293 103.2 160.1

Fig. 5 The three Edmiston–Ruedenberg bonding orbitals between the two tin atoms in structure IV of Fig. 1.
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Table 4 Structural details concerning RSnSnR with R = Ph, NH3, NO2

R Sn–Sn/Å h/◦ x/◦

Ph 3.134 98.1 180
NH3 3.197 92.3 180
NO2 3.12 104/71 −112.3

to the central tin atoms. The amine structure is planar with a
central angle of h = 92◦, and an Sn–Sn bond distance of 3.20 Å,
which would classify this species as a singly bonded structure,
similar to the global minimum of PhSnSnPh discussed earlier.
The nitro structure adopts a gauche geometry with the dihedral
x = −112◦ and a Sn–Sn bond distance of 3.12 Å. Similar to the
PhSnSnPh gauche structure, the nitro structure breaks symmetry
with the central bond angles measuring h = 104◦ and 71◦. These
results are summarized in Table 4. Evidently electron withdrawing
groups preferentially stabilize a gauche structure, whereas electron
donating groups tend to stabilize a planar singly bonded structure.
Similarly the contrasting global minima for MeSnSnMe (gauche)
and PhSnSnPh (trans singly bonded) suggest that the phenyl rings
are more electron-donating towards the SnSn moiety than methyl
groups. We note in passing that the effects of phenyl substitution to
the lead system (PhPbPbPh) have been studied previously.13 There,
both the steric and electronic effects of 2,6-Ph2C6H3 substituents
were seen to play a role in stabilizing and making the singly bonded
lead isomer a true energy minimum as in experiments.

Comparison with experimentally synthesized
molecules and discussion

Preliminary calculations were done on the large Ar′SnSnAr′ (Ar′ =
C6H3-2,6-(C6H2-2,6-Pri

2)2) system in order to compare with exper-
imental structural data and earlier calculations. These calculations
using spin-restricted DFT (full details in ESI) confirmed the earlier
findings15 that this structure does indeed take a multiply bonded
structure, consistent with experiment. In particular, the optimized
bond length is 2.832 Å and the C–Sn–Sn bond angles are 128.2
and 130.7◦. Even though the bond length is long enough to classify
it as a single bond, the C–Sn–Sn angle is highly suggestive of a
multiple bond. The key question raised by our model studies is
whether or not this spin-restricted solution is stable or unstable to
spin-polarization. Therefore we performed stability analysis at the
optimized geometry, and, in striking contrast to the PhSnSnPh
model, it was found that the spin-restricted orbitals are stable and
no triplet instabilities occur.

Earlier computational results11 suggest that even bulky ligands
can take the planar singly bonded structure as a global mini-
mum. Both TbtSnSnTbt (Tbt = C6H2-2,4,6-[CH(SiMe3)2]3) and
Ar*SnSnAr* (Ar* = C6H3-2,6-(C6H2-2,4,6-Pri

3)2) were found to
adopt a slightly puckered (x ≈ 170◦) singly bonded structure with
Sn–Sn bond lengths over 3.00 Å (albeit at a relatively low level of
theory). Experimental evidence also suggests that the Ar*SnSnAr*
and Me3Si-4-Ar′SnSnAr′-4-SiMe3 structures both adopt a singly
bonded structure. All of these structures contain a central core
that have the central tin atoms bonded to aromatic carbon rings,
so it is perhaps quite reasonable that PhSnSnPh also takes a singly
bonded structure. On this basis, we suggest it is a reasonable model

compound for understanding electronic effects in Ar*SnSnAr*
and 4-SiMe3-Ar′SnSnAr′-4-SiMe3.

However, Ar′SnSnAr′ does display the multiply bonded struc-
ture to be a local minimum within DFT, which is stable both
with respect to spin-polarization, and with respect to nuclear
displacements. This is in contrast to the PhSnSnPh model treated
earlier at the same level of theory, where the M structure
was unstable both with respect to nuclear displacements (the
phenyl rings twisted perpendicular) and with respect to spin-
polarization. The question of why the M structure arises with
Ar′ substituents is therefore of considerable interest. We had
previously speculated that a preferred S structure was distorted
to the M form due to crystal packing effects, but since isolated
molecule optimizations yield an optimized M-type geometry that
is in good agreement with the crystal structure, this cannot be
the case. We must therefore conclude that there are additional
intramolecular interactions associated with the Ar′ ligands used
in the experimentally synthesized molecule that are not present
in the PhSnSnPh model. It is an intriguing issue for the future to
better characterize what these interactions are, and how they exert
such a substantial differential effect on the relative stability of the
singly and multiply bonded motifs. Separately, there remain some
possible uncertainties and errors associated with the approximate
DFT electronic structure methods used by all workers in this field,
but they may not yet be limiting us in terms of understanding these
systems.

Conclusions

In this report we have briefly reviewed a sometimes neglected
aspect of density functional theory (DFT) electronic structure
calculations that are relevant to characterizing potentially reactive
heavy element congeners of the alkynes–specifically the role of
spin-polarization and its detection by stability analysis. This
proved to be the basis for a resolution of the striking discrepancy
seen between two apparently similar sets of DFT calculations15,17

on the MeSnSnMe model of distannynes.
Seeking a better, yet still simple model for electronic interactions

of experimental terphenyl substituents with the SnSn system, we
then reported a detailed characterization of PhSnSnPh. From this
investigation we conclude that the singly bonded (S) structure is
the global minimum of PhSnSnPh. This global minimum can only
be reached when spin-polarization is lifted. Other structures for
distannynes exist as local minima on both the spin-polarized and
the (sometimes unstable) spin-symmetric potential energy surface.
These structures are all very close in energy so that any one of
these structures can become the global minimum based on the
electron donating and steric effects of the ligands attached directly
to the tin atoms. Some of these possibilities were illustrated with
different substitutions and oxidation states.

Finally, a comparison of the PhSnSnPh results with various
experimentally isolated systems indicates that there are significant
additional electronic effects associated with the terphenyl lig-
ands. Some experimentally isolated species, such as Ar*SnSnAr*
and Me3Si-4-Ar′SnSnAr′-4-SiMe3, exhibit S-type structures that
are reasonably consistent with PhSnSnPh (and indeed with
MeSnSnMe as well). However, we find that, in contrast to
PhSnSnPh, no spin-polarization occurs for the multiply-bonded
(M) structure of Ar′SnSnAr′ (Ar′ = C6H3-2,6(C6H2-2,6-Pri

2)2),

4434 | Dalton Trans., 2008, 4428–4435 This journal is © The Royal Society of Chemistry 2008



which becomes a stable local minimum, consistent with the
experimental geometry. Since loss of spin-polarization should
be considered a consequence of electronic stabilization, and as
through-bond interactions associated with Ar′ should not be
substantially different to Ph itself, it appears that, intriguingly,
we still have more to learn about the specific intramolecular
interactions in this species.
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