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Abstract. Despite ongoing efforts to identify high-performance electrolytes for solid-state Li-ion 

batteries, thousands of prospective Li-containing structures remain unexplored. Here, we employ 

a semi-supervised learning approach to expedite identification of ionic conductors. We screen 

180 unique descriptor representations and use agglomerative clustering to cluster ~26,000 Li-

containing structures. The clusters are then labeled with experimental ionic conductivity data to 

assess the fitness of the descriptors.  By inspecting clusters containing the highest conductivity 

labels, we identify 212 promising structures that are further screened using bond valence site 

energy and nudged elastic band calculations. Li3BS3 is identified as a potential high-conductivity 

material and selected for experimental characterization. With sufficient defect engineering, we 

show that Li3BS3 is a superionic conductor with room temperature ionic conductivity greater than 

1 mS cm-1. While the semi-supervised method shows promise for identification of superionic 

conductors, the results illustrate a continued need for descriptors that explicitly encode for defects.   
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Identifying new materials that could improve solid-state ion battery prospects is an ongoing 

challenge. The search for an ideal solid-state Li electrolyte is a prime example. Research has 

focused on eight classes of materials: LISICON-type structures, argyrodites, garnets, NASICON-

type structures, Li-nitrides, Li-hydrides, perovskites, and Li-halides1. However, only three 

compounds with near-liquid-electrolyte conductivity (~10-2 S cm-1) have been discovered: 

Li10GeP2S12 (LGPS)2, Li6PS5Br argyrodite3, and Li7P3S11 ceramic-glass1,4. Although promising 

discoveries, all three high-conductivity structures are unstable against the Li anode5–10. While 

investigations to limit instability are ongoing11,12, identification of stable superionic structures is 

desirable. High-performing structures that enable new battery chemistries may exist outside of 

the eight classes. However, exploration under the traditional Edisonian approach prioritizes small 

perturbations to well-known variable spaces. 

Machine learning (ML) is a promising tool for expediting the discovery of useful solid-state 

materials. By describing prospective materials with physically meaningful descriptors, ML models 

can identify high-dimensional patterns in large datasets that are not readily apparent13–19. Ongoing 

descriptor engineering20–25 has enabled discovery of battery components26,27, electrocatalysts14,28, 

photovoltaic components15,29, piezoelectrics30, new metallic glasses13 and new alloys31. However, 

application of ML for discovery of SSEs and other emerging technologies can be challenging. 

Supervised ML approaches require empirical data for use as “labels,” but relatively few SSEs 

have been experimentally characterized compared to the ~26,000 known Li-containing 

structures18,32–34. Characterized materials often exhibit ill-defined properties owing to the variety 

of synthetic approaches and non-standardized testing methods35. Well-performing materials often 

contain charge-carrying defects that are not explicitly characterized or reported36. Negative 

examples, i.e. materials with undesirable properties, are useful for ML models but are seldom 

reported.   

Semi-supervised ML can guide synthetic prioritization of SSEs by overcoming the issues 

associated with label scarcity. Supervised ML requires labels because it infers correlation 
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functions by mapping the input descriptors to the labels37. Semi-supervised ML prioritizes 

comparison of descriptors to identify relationships between the descriptors in a dataset34,37. The 

input compositions are clustered (or grouped) by comparison of descriptors using a similarity 

metric. The clustering process does not consider labels, and thus circumvents the need for 

abundant labels. The resultant clusters can be labeled ex post facto to examine correlation 

between the descriptor and a physical property of interest. For semi-supervised ML, ideal 

descriptors result in a set of clusters where each cluster has similar labels and thus the label 

variance is minimized. Promising synthetic targets may then be identified by their membership in 

clusters that contain desirable labels.   

Semi-supervised ML can help identify descriptors that are correlated to physical properties 

of interest. Descriptors are representations of the input materials that encode the chemistry, 

composition, structure, and/or other system properties. An ideal descriptor should be a unique 

representation, a continuous function of the structure, exhibit rotational/translational invariance, 

and be readily comparable across all structures in the dataset23–25. Recently, Zhang et al. 

demonstrated that a modified X-Ray diffraction (mXRD) descriptor lead to favorable clustering for 

Li SSEs32. By labeling the resultant clusters with experimental room-temperature Li-ion 

conductivities, they identified 16 prospective fast-ion conductors. Despite the promising results, 

no other descriptors have been explored using clustering approaches. Descriptor screening is 

desirable for identifying more predictive semi-supervised learning models. Identification of useful 

descriptors can improve chemical intuition by revealing which system properties are most 

correlated with a property of interest. Descriptor transformations for inorganic structures have 

been curated in a variety of software packages, including: Matminer23, Dscribe24, SchNet38, and 

Aenet39. 

 Herein, we employ hierarchical agglomerative clustering to screen many descriptors, 

without assuming correlation to ionic conductivity. The performance of 20 descriptors is assessed 

for semi-supervised identification of Li SSEs. Each descriptor is paired with 9 structural 
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simplification strategies, yielding a total of 180 unique representations per input structure. The 

approach is applied to a dataset of ~26,000 Li-containing phases, encompassing all Li-containing 

structures contained in the Inorganic Crystal Structure Database (ICSD - v.4.4.0) and the 

Materials Project (MP - v.2020.09.08) database (Fig. 1). A set of 220 experimental room 

temperature ionic conductivities (σ25°C) are aggregated from literature reports and used as labels. 

Descriptors that encode the spatial environment are found to be most correlated with the ionic 

conductivity labels.  

 

Figure 1. Schematic of the semi-supervised machine learning approach. Li-containing structures are 

aggregated from the ICSD and MP database. Each input structure is simplified and transformed to yield a 

unique descriptor representation. The descriptor representations are clustered with hierarchical 

agglomerative clustering. Each cluster is then labeled with experimental σ25°C data and the intracluster 

conductivity variance is calculated. Comparison of the composite intracluster conductivity variance 

(intracluster conductivity variance summed across all clusters) enables identification of descriptors that are 

well correlated with ionic conductivity.     

 

Using the descriptors, the semi-supervised approach can identify potential fast solid-state 

Li-ion conductors. By selecting structures in clusters containing high conductivity labels, the 
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~26,000 input structures are down selected to just 212 promising structures. Practical 

considerations, a semi-empirical bond valence site energy (BVSE) method,40 and the Nudged 

Elastic Band (NEB) method are employed to rank the structures. From the ten highest ranking 

structures, Li3BS3 is selected for model validation. Synthesis of pure Li3BS3 yields a poor 

conductor. However, by employing defect engineering strategies we demonstrate that Li3BS3 is a 

superionic conductor with an ionic conductivity greater than 10-3 S cm-1.   

 

Main Text 

Screening simplification-descriptor combinations 

A set of 20 descriptors is selected for screening the semi-supervised learning approach 

(Table 1). The descriptors generally encode four types of information: the spatial environment, 

the chemical bonding environment, the electronic environment, and composition. All descriptors 

are implemented in Python using the Matminer23 or Dscribe24 libraries. The code is published to 

a github repository and is available for download (https://github.com/FALL-ML/materials-

discovery). Zhang et al. illustrated that structure simplification prior to learning can produce lower 

variance outcomes32. Their mXRD descriptor was found to work best with removal of all cations, 

all the anions replaced by a single representative anion, and the structure volume scaled to 40 Å3 

per anion. Inspired by the previous success in using structure simplification, we screen eight 

structure simplifications in addition to the unperturbed structure. For simplifications the following 

categories of atoms are replaced with a representative specie: (1) Cations are represented as Al, 

(2) Anions are represented as S, (3) Mobile ions are represented as Li, and (4) Neutral atoms are 

represented as Mg. Categories of atom are removed as to yield the four simplifications: CAMN 

(all atoms retained), CAN (mobile ions removed), AM (cations and neutral atoms removed), and 

A (only anions retained). Four additional simplifications are formed by scaling each lattice volume 

to 40 Å3 per anion: CAMN-40, CAN-40, AM-40, and A-40. 
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Table 1. The descriptors used for agglomerative clustering. Descriptor vectors are attained by 

simplifying the input structures and then applying the descriptor transformation. In total, 180 unique 

descriptor vectors are screened for each structure.  

Descriptor Descriptor Description Refs 
Bond Fraction “Bag of bonds” approach described in Hansen et. al. wherein 

pairwise nuclear charges and distances are encoded. 

41 

Band Center Estimation of band center from constituent atoms’ 
electronegativity values described by Butler et al. 

42 

Crystal Structure Analysis by 
Voronoi Decomposition 
(CAVD) 

Calculation of the largest sphere that can pass through the 
lattice-sans-mobile-ion using Voronoi decomposition of 
structures.  

43 

Chemical Ordering Warren-Cowley-like ordering method to determine how different 
the structure’s ordering is from random. 

44 

Density Features Calculates density, volume per atom, and the packing fraction.  45 
Electronegativity Difference Composition weighted calculation of the electronegativity 

difference between cations and anions. 

46 

Ewald Energy Sum of coulomb interaction energies across all lattice sites 
described by Ewald et al. 

47 

Global Instability Index Averaged square root of the sum of squared differences over 
the bond valence sums.  

 

Jarvis Diverse set of descriptors from the Jarvis-ML library. 48 
Maximum Packing Efficiency A measure of the void space within the unit cell. 44 
Meredig Composite descriptor from Meredig et al. 49 
Modified XRD (mXRD) Powder diffraction pattern calculated using Bragg’s law. 45 
Orbital Field Matrix Descriptor that encodes the distribution of valence shell 

electrons for each input structure.  

50 

Oxidation States Concentration weighted oxidation state statistics.  46 
Radial Distribution Function Radial distribution function for each structure.  45 
Sine Coulomb Matrix Coulomb matrix for periodic lattices, developed by Faber et al.  51,52 
Smooth Overlap of Atomic 
Positions (SOAP) 

Geometric encoder that is rotationally/transitionally invariant 
through use of spherical harmonics and radial basis functions. 
Atoms are represented by a smeared gaussian.  

24 

Structural Complexity The Shannon information entropy for a given structure. 53 
Structure Variance Bond length and atomic volume variance for each structure.  44 
Valence Orbital Structure averaged number of valence electrons in each orbital. 46,54 
Control A control descriptor is not explicitly used. Instead, clustering 

outcomes are randomly assigned. For composite intracluster 
variance calculations, 100 control iterations are averaged.  

 

 

Agglomerative clustering is performed on all Li-containing structures from the ICSD and 

MP repositories. Agglomerative clustering is a “bottom-up” approach to clustering where each 

structure starts in its own cluster of one. Clusters are merged according to Ward’s Minimum 

Variance criterion in Euclidean space, which minimizes the global descriptor variance55: 
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where nC is the number of clusters in a set, Ck is cluster k, di is a descriptor representation for 

structure i, and 𝑑̅௞  is the average descriptor representation in cluster k. Each cluster merger 

results in the lowest variance set of clusters, relative to all other possible mergers. Other common 

linkage criteria (average, complete, and single linkages) and metrics (l1, l2, manhatten, cosine) 

were screened but are found to result in clustering outcomes with larger W. For each 

simplification-descriptor combination, all clustering sets from 2-300 are computed. Physically 

relevant labels are applied to the resultant clustering sets to assess how well each simplification-

descriptor combination performs. To compare between the 180 different simplification-

descriptions combinations, the data is labeled with 155 experimental room temperature 

conductivity (σRT) values aggregated from the literature reports (see supplementary info - sections 

I - IV). A secondary label set is also screened, comprised of 6845 activation energies (Ea) 

computationally generated using a bond valence energy approach (see supplementary info – 

section V).  

An ideal simplification-descriptor combination results in clustering where each cluster 

contains labels with similar σRT values. Ward’s minimum variance method is applied to the 

conductivity labels as a measure of clustering efficacy:32  

𝑊ఙ ൌ  ෍ ෍ൣlogሺ𝜎ோ்ሻ௜ െ logሺ𝜎ோ்ሻതതതതതതതതതതത
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where 𝑛஼ is the number of clusters in a set, 𝐶௞ is cluster 𝑘, and logሺ𝜎ோ்ሻ௞തതതതതതതതതതതതത denotes the mean for 

all labels in cluster 𝑘. Since clusters containing only one label effectively drop out of the Wσ 

calculation, a frozen-state strategy is employed when needed (see supplemental information – 

section IV). Each descriptor’s Wσ results are shown in Figure 2 for the first 50 clustering outcomes 
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(i.e. the Wσ is shown for each set of 2, 3, …, 49, and 50 clusters). For simplicity, only the best-

performing simplification-descriptor combination is shown for each descriptor.  

 

Figure 2. The composite intracluster conductivity variance (Wσ) for the first 50 clusters generated 

using each descriptor. Half-violin plots show the raw Wσ score for each cluster as symbols next to the 

violin distribution. Simplification-descriptor combinations are sorted in order of ascending mean. The control 

is a random assignment of clusters, with Wσ values averaged over 100 randomly assigned sets. The 

smooth overlap of atomic positions (SOAP) descriptor outperforms all other descriptors. Although not 

shown here, SOAP continues to outperform for all depths of clustering through 300.   

 

Using σ25°C labels, the best semi-supervised ML performance is attained when using the 

SOAP descriptor. SOAP is a spatial descriptor that employs smeared gaussians to represent 

atomic positions for each crystal structure24. Predictions using the SOAP descriptor have 

exhibited similar performance to state-of-the-art graph neural networks (GCNs) on a variety of 


