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Key Points:

\begin{itemize}
  \item Ensemble Kalman methods can be used to train parameterizations regardless of their architecture.
  \item They enable learning from partial observations or statistics in the presence of noise.
  \item Their effectiveness is demonstrated by calibrating an atmospheric turbulence and convection scheme.
\end{itemize}
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Abstract
Most machine learning applications in Earth system modeling currently rely on gradient-based supervised learning. This imposes stringent constraints on the nature of the data used for training (typically, residual time tendencies are needed), and it complicates learning about the interactions between machine-learned parameterizations and other components of an Earth system model. Approaching learning about process-based parameterizations as an inverse problem resolves many of these issues, since it allows parameterizations to be trained with partial observations or statistics that directly relate to quantities of interest in long-term climate projections. Here we demonstrate the effectiveness of Kalman inversion methods in treating learning about parameterizations as an inverse problem. We consider two different algorithms: unscented and ensemble Kalman inversion. Both methods involve highly parallelizable forward model evaluations, converge exponentially fast, and do not require gradient computations. In addition, unscented Kalman inversion provides a measure of parameter uncertainty. We illustrate how training parameterizations can be posed as a regularized inverse problem and solved by ensemble Kalman methods through the calibration of an eddy-diffusivity mass-flux scheme for subgrid-scale turbulence and convection, using data generated by large-eddy simulations. We find the algorithms amenable to batching strategies, robust to noise and model failures, and efficient in the calibration of hybrid parameterizations that can include empirical closures and neural networks.

Plain Language Summary
Artificial intelligence represents an exciting opportunity in Earth system modeling, but its application brings its own set of challenges. One of these challenges is to train machine learning systems within Earth system models from partial or indirect data. Here we present algorithms, known as ensemble Kalman methods, that can be used to train such systems. We demonstrate their use in situations where the data used for training are noisy, only indirectly informative about the model to be trained, and may only become available sequentially. As an example, we present training results for a state-of-the-art model for turbulence, convection, and clouds for use within Earth system models. This model is shown to learn efficiently from data in a variety of configurations, including situations where the model contains neural networks.

1 Introduction
The remarkable achievements of machine learning over the past decade have led to renewed interest in informing Earth system models with data (Schneider et al., 2017; Reichstein et al., 2019). The spotlight is often on creating or improving models of processes that are deemed important for the correct representation of the Earth system as a whole. Examples of these processes include moist convection (Brenowitz et al., 2020), cloud microphysical and radiative effects (Seifert & Rasp, 2020; Villefranque et al., 2021; Meyer et al., 2022), and evapotranspiration (Zhao et al., 2019), among others.

Processes governed by poorly understood dynamics, such as biological processes, are obvious candidates for representation by purely data-driven models. On the other end of the spectrum are fluid transport processes, which are governed by the Navier-Stokes equations. Uncertain representation of these processes comes from a lack of resolution, not lack of knowledge about the underlying dynamics. Hybrid modeling approaches that incorporate domain knowledge and augment it by learning from data are attractive for such processes, because they reduce what needs to be learned from data.

For processes with known dynamics, data-informed models fall into three broad categories according to their leverage of domain knowledge. In the first category are models that try to learn the entire dynamics using a sufficiently expressive hypothesis set,
such as deep neural networks. This approach has proved successful for predicting precipitation over short time horizons (Ravuri et al., 2021), and it has been explored for medium-range weather forecasting (Rasp & Thuerey, 2021; Pathak et al., 2022; Lopez-Gomez et al., 2022). An advantage of these models is that they are typically easy to implement and cheap to evaluate. They can afford very large time steps (Weyn et al., 2021), or they may learn directly mappings from the initial state to a probability distribution of final states with no need of time marching or ensemble forecasting (Snyder et al., 2020). A deficiency of these models is that they often require an extreme amount of data to constrain the many (often $>10^6$) parameters in them and to achieve acceptable performance.

Methods in the second and third categories employ models of subgrid processes to solve the closure problem that arises when coarse-graining the known dynamics, which are retained. Retaining the coarse-grained equations of motion ensures conservation of mass, momentum, and energy, which is more difficult when using models in the first category (Beucler et al., 2021; Brenowitz et al., 2020). The second category encompasses methods that try to learn the functional form of these closures avoiding the use of empirical laws. For example, Zanna and Bolton (2020) use relevance vector machines to prune a library of functions, resulting in a closed form expression of mesoscale eddy fluxes in ocean simulations; Ling et al. (2016) learn a neural network closure of the Reynolds stress anisotropy tensor while explicitly encoding rotational invariance in the context of $k-\epsilon$ models of turbulence.

Finally, the third category refers to methods that seek to learn the parameters that arise in empirical closures of subgrid processes. In general, models in the third category are more restrictive, and they may be expected to underperform with respect to those in the second category given sufficient data on the target distributions. However, the limited parametric complexity of these closures makes them amenable to physical interpretation, robust to overfitting, and better suited for learning in the low-data regime. This may be attractive for Earth system models, for which online learning from limited high-resolution data may be a useful strategy to assimilate computationally generated data of the changing climate (Schneider et al., 2017).

A barrier delimiting data-driven and empirical subgrid-scale closures is the access to practical calibration tools. Neural network parameterizations are easily calibrated using stochastic gradient descent through backpropagation, which limits datasets to those including output labels, and models to those that afford automatic differentiation with respect to their parameters. Empirical closures, which may depend on time-evolving terms with memory (e.g., Lopez-Gomez et al., 2020) or yield unobservable outputs (e.g., turbulent versus dynamical entrainment in Cohen et al., 2020) cannot be trained using this approach. Traditional Bayesian inference techniques, like random walk Metropolis (Metropolis et al., 1953) or sequential Monte Carlo (Moral et al., 2006), can be used in this context if the number of parameters is small and the model to be trained is cheap to evaluate. Such methods additionally provide uncertainty quantification, but they become intractable for expensive models with many parameters (e.g., Cotter et al., 2013; Souza et al., 2020). Model-agnostic tools that enable fast calibration of subgrid-scale closures from diverse data are a necessary step toward the development of hybrid closures that leverage the strengths of all modeling approaches.

With this goal in mind, we present calibration strategies for models of subgrid processes, formulating the learning task as an inverse problem (Kovachki & Stuart, 2019). Solutions to the inverse problem are sought using the ensemble and unscented Kalman inversion algorithms (Iglesias et al., 2013; Huang, Schneider, & Stuart, 2022). Emphasis is given to practical aspects of this specific inverse problem, which have not previously been explored in the literature. These include the construction of a domain-agnostic loss function from high-dimensional observations, a heuristic a priori estimate of model error, systematic handling of model failures during the training process, and the use of
the Kalman inversion algorithms when only noisy evaluations of the loss function are available.

The strategies presented here are designed to have several attractive properties compared to other learning algorithms. First, framing learning as an inverse problem enables the use of partial observations or statistically aggregated data. Second, calibration is performed using gradient-free methods, which are well suited for stochastic models and/or models whose derivatives do not exist or are difficult to obtain. Finally, the strategies presented are amenable to parallelization and the use of high-dimensional correlated observations. The last two properties draw heavily on the use of Kalman inversion algorithms to tackle the inverse problem, which themselves build on the success of the ensemble Kalman filter (EnKF) for data assimilation (Evensen, 1994; Houtekamer & Mitchell, 1998; Burgers et al., 1998) and are closely related to iterative EnKF (Chen & Oliver, 2012; Emerick & Reynolds, 2013; Bocquet & Sakov, 2013). The methods presented here are applicable to models of subgrid-scale processes, within the second and third categories described above. They provide an alternative to learning algorithms that impose stringent requirements on either the model architecture, its computational cost, or the nature of the training data.

The article is organized as follows. Section 2 casts learning about parameterizations as an inverse problem, which can be solved through the minimization of a regularized low-dimensional encoding of the data-model mismatch. Section 3 reviews the application of the ensemble and unscented Kalman inversion algorithms to inverse problems and proposes modifications to their update equations that enable training models that may experience failures. Section 4 then applies these ensemble Kalman algorithms to the calibration of closures within an eddy-diffusivity mass-flux (EDMF) scheme of turbulence and convection, using data generated from large-eddy simulations (LES). The robustness of these learning strategies is demonstrated by calibrating the EDMF scheme using noisy loss evaluations and partial information, and their flexibility is emphasized by learning the parameters in a hybrid model containing both empirical and neural network closures. Finally, Section 5 ends with a discussion of the findings and concluding remarks.

### 2 Learning about parameterizations as an inverse problem

We consider the problem of learning the parameters $\phi$ of a dynamical model $\Psi(\phi)$, using noisy observations $y$ of the true dynamical system $\zeta$ that $\Psi(\phi)$ seeks to represent. In the context of subgrid parameterizations, $\Psi(\phi)$ represents a closed version of the coarse-grained dynamical system (e.g., the filtered Navier-Stokes equations), where closures are parameterized by $\phi$. The model $\Psi(\phi)$ maps a user-defined initial state $\varphi_0$ and a forcing $F_\phi(t)$ to a state trajectory $\hat{\varphi}(t)$. Thus, our definition of $\Psi(\phi)$ can be interpreted as the iterative application of the resolvent operator on the initial field $\varphi_0$ (Brajard et al., 2021).

In the following, we denote any set of initial and forcing conditions collectively as the configuration $x_c = \{\varphi_0, F_\phi\};$ the definition of all symbols is summarized in the appendix.

For each configuration $x_c$, the dynamical model can be related to the observations $y_c$ by the observational map $\mathcal{H}_c$, which encapsulates all averaging and post-processing operations necessary to yield the model predictions associated with the observations. More precisely, the relationship between the observations $y_c$, the true dynamics $\zeta$, and the dynamical model $\Psi(\phi)$ for a given configuration may be expressed as

$$y_c = \mathcal{H}_c \circ \zeta(x_c) + \eta_c = \mathcal{H}_c \circ \Psi(\phi; x_c) + \delta(x_c) + \eta_c,$$

where $\phi \in \mathbb{R}^p$ is the vector of learnable parameters, $\eta_c$ is the observational noise associated with $y_c$, and $\delta(x_c)$ is the model or representation error, which we define as the mismatch between the denoised observations $\mathcal{H}_c \circ \zeta(x_c)$ and the output of a best-fitting model $\mathcal{H}_c \circ \Psi(\phi^*; x_c)$, following Kennedy and O’Hagan (2001). Thus, the model error is ap-
proximated as additive (Cohn, 1997; van Leeuwen, 2015) and defined with respect to the
observational map \( \mathcal{H}_c \) and the optimal parameters \( \phi^* \) that minimize its contribution to
the data-model relation (1).

Observations are taken to come from finite spatial and temporal averages of fields
such as temperature. Learning from averages can help prevent overfitting to trajec-
tories in chaotic systems by focusing on the statistics of the dynamics (Morzfeld et al., 2018).
It also improves numerical stability when coupling to a parent model (Brenowitz & Brether-
ton, 2018). Under this definition of observations, it is reasonable to assume the noise \( \eta_c \)
to be additive and Gaussian. In the following, we will further consider \( \delta(x_i) \) to be a centered Gaussian, although this constitutes a significantly stronger assumption (e.g., that
the model is unbiased) and may not be appropriate for a detailed characterization of pos-
terior uncertainty (van Leeuwen, 2015; Brynjarsdóttir & O’Hagan, 2014). The construc-
tion of more precise error models remains a challenge beyond the scope of this work. These
assumptions enable us to write \( \delta(x_i) + \eta_c \sim \mathcal{N}(0, \Gamma_c) \).

In general, we are interested in minimizing the mismatch between \( y \) and the model
output for a wide range of configurations \( C = \{ x_c, c = 1, \ldots, |C| \} \) that are representa-
tive of the conditions in which the model will operate. This defines the global data-
model relation

\[
y = \mathcal{H} \circ \Psi(\phi) + \delta + \eta, \tag{2}
\]

where \( y = [y_1, \ldots, y_{|C|}]^T \in \mathbb{R}^d \), \( \delta = [\delta(x_1), \ldots, \delta(x_{|C|})]^T \), \( \eta = [\eta_1, \ldots, \eta_{|C|}]^T \), \( \mathcal{H} \circ \Psi(\phi) = [\mathcal{H}_1 \circ \Psi(\phi; x_1), \ldots, \mathcal{H}_{|C|} \circ \Psi(\phi; x_{|C|})]^T \) and \( \delta + \eta \sim \mathcal{N}(0, \Gamma) \). In addition, implicit in the definition of the dynamical model \( \Psi(\phi) \) is a discrete resolution \( \Delta \). This de-
dependence may be lifted if the closures are designed to be scale-aware or scale-independent,
in which case the relation (2) should be augmented by stacking copies of \( y \) and evalu-
ating \( \mathcal{H} \circ \Psi(\phi, \Delta_i) \) for different discretizations \( \Delta_i \).

In practice, the parameters \( \phi \) are often defined over some subspace \( U \subset \mathbb{R}^p \) out-
side of which the model trajectories are unphysical or numerically unstable. Examples of
these are parameters controlling the diffusion or turbulent dissipation of a scalar field,
for which negative values are not physically valid. On the other hand, many algorithms
designed to solve inverse problems assume \( \phi \in \mathbb{R}^p \). This obstacle may be circumvented
by defining a transformation \( \mathcal{T} : U \rightarrow \mathbb{R}^p \), such that the global data-model relation
(2) can be defined in an unconstrained parameter space,

\[
y = \mathcal{G}(\theta) + \delta + \eta, \tag{3}
\]

where

\[
\mathcal{G} := \mathcal{H} \circ \Psi \circ \mathcal{T}^{-1}, \quad \phi = \mathcal{T}^{-1}(\theta). \tag{4}
\]

In expressions (3) and (4), \( \theta \in \mathbb{R}^p \) is the parameter vector in unconstrained space and
\( \mathcal{G} : \mathbb{R}^p \rightarrow \mathbb{R}^d \) is the map from transformed parameters to model predictions, which
represents the forward model. The task of learning a set of model parameters \( \theta \) under
relation (3) can be cast as the Bayesian inverse problem of finding the posterior (Kaipio & Somersalo, 2006; Tarantola, 2005; Huang, Huang, et al., 2022)

\[
\rho(\theta|y, \Gamma) = \frac{e^{-\mathcal{L}(\theta, y)}}{Z(y|\Gamma)} \rho_{\text{prior}}(\theta), \quad \mathcal{L}(\theta; y) = \frac{1}{2} ||y - \mathcal{G}(\theta)||^2, \tag{5}
\]

where \( Z(y|\Gamma) \) is a normalizing constant, \( ||\cdot||^2 \) denotes the Mahalanobis norm \( \langle \cdot, \Gamma^{-1} \cdot \rangle \),
\( \mathcal{L} \) is the log or negative log-likelihood, and \( \rho_{\text{prior}}(\theta) \) is the prior density. We stress that
the posterior \( \rho(\theta|y, \Gamma) \) is conditioned on our approximation of the noise \( \delta + \eta \); see Kennedy
and O’Hagan (2001) for a discussion on the usefulness and caveats of such an approach.
Given the inverse problem (3)–(5), we may be interested in finding the maximum a pos-
teriori (MAP), approximations of the density \( \rho(\theta|y, \Gamma) \) around the MAP for uncertainty
quantification, or simply the maximum likelihood estimator (MLE) if we have no prior
information about \( \theta \). Algorithms to perform these tasks are described in Section 3.
The error covariance $\Gamma_c$ appearing in each model-data relation (1), and ultimately defining the inverse problem (3)–(5), is yet to be defined. In Section 2.1, we suggest an estimate of $\Gamma_c$ relevant to the calibration of models with an unknown error structure $\delta(\cdot)$.

In addition, the choice of observational map $\mathcal{H}_c$ may not be evident when training dynamical models that aim to represent complex dynamical systems $\zeta$ with many observable fields. Section 2.2 suggests a model-agnostic definition of $\mathcal{H}_c$ that can be used to construct a regularized inverse problem.

### 2.1 Estimate of noise covariances

Since the structure of the representation or model error $\delta$ is unknown a priori, we must either parameterize it and calibrate it as well (Brynjarsdóttir & O’Hagan, 2014), or use a heuristic to capture its magnitude. Here, we follow the second route and offer a heuristic that has worked well for us in practice. If we take $y_c = y_c(t)$ to be an observation of the true system in configuration $x_c$ aggregated over a time interval $[t, t + \tau]$, we can write equation (1) as

$$y_c(t) - y_c(0) = \mathcal{H}_c \circ \Psi(\phi; x_c, t) - y_c(0) + \delta(x_c; t) + \eta_c(t).$$

(6)

If we further consider a model with no predictive power of the first kind (Lorenz, 1975; Schneider & Griffies, 1999), such that $\mathcal{H}_c \circ \Psi(\phi; x_c, t) \approx y_c(0)$ for all times $t$, the covariance of (6) from $t = 0$ to $t = t_c \gg \tau$ reads

$$\Gamma_c = \text{Cov}(y_c) \approx \text{Cov}(\delta(x_c)) + \text{Cov}(\eta_c),$$

(7)

which yields an estimate of the aggregate noise $\eta_c + \delta(x_c) \sim N(0, \Gamma_c)$ from the variability of the observation $y_c$ over a time interval $[0, t_c]$. For non-stationary conditions or finite-time averages, $\Gamma_c$ depends on $t_c$. Estimating the magnitude of the aggregate noise from the internal variability of the true dynamics ensures that the loss or negative log-likelihood $\mathcal{L}(\theta; y)$ penalizes models $\Psi(\phi)$ that produce unrealistic outputs, and it represents a form of error inflation if the best-fitting model is expected to outperform the aforementioned unskilful model. The heuristic (7) is most appropriate when the dynamical model $\Psi(\phi)$ is expressive enough to closely replicate the initial observations $y_c(0)$, such that any mismatch in the initial condition can be lumped together with the observation error.

### 2.2 Design of the observational map

#### 2.2.1 Application to problems with high-resolution data

High-resolution data are becoming increasingly common, from reanalysis products (Muoz-Sabater et al., 2021), satellite imagery (Schmit et al., 2017), and partial differential equation (PDE) solvers such as LES (Shen et al., 2022). Although computationally generated and thus suffering from their own limitations (e.g., microphysical processes still need to be parameterized in LES), data from PDE solvers have some particularly desirable properties for the calibration of dynamical models:

- All variables appearing in the coarse-grained equations of motion are observable.
- As a consequence, the nature of the observational map $\mathcal{H}$ used to constrain the model is largely a design choice.
- Data can be obtained systematically for all configurations $x_c$ of interest, which may be chosen to minimize parameter uncertainty through active learning (Dunbar et al., 2022). In contrast, data drawn from physical measurements (e.g., field observations) are often sparse in the space of forcing and boundary conditions.

High-resolution data are often high-dimensional, which poses particular difficulties regarding the conditioning and tractability of linear systems of equations when solving in-
verse problems. The guidelines for the construction of the observational map $\mathcal{H}$ presented here are tailored to solve these issues, with a focus on data from high-fidelity solvers.

### 2.2.2 Model calibration

We define model calibration as the minimization of the mismatch between the observed dynamics and the dynamics induced by the model. We will use this definition to construct a domain-agnostic map $\mathcal{H}$. As an example, consider a system $\zeta$ with coarse-grained dynamics

$$\frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \nabla \phi + \nabla \cdot (\mathbf{v} \mathbf{v}') = F_\phi,$$

where $(\cdot)$ denotes spatial filtering, $(\cdot)'$ subfilter-scale fluctuations, and $F_\phi$ is the forcing. The field $\mathbf{v}$ is prescribed and $\mathbf{v} \mathbf{v}'$ is the term parameterized in $\Psi$. Let $S(t) = [\phi(t), \mathbf{v} \mathbf{v}'(t)]^T$ be the true state augmented with sub-grid-scale fluxes, and $\hat{S}(t)$ the augmented state predicted by the model. For an incompressible fluid model, $S(t)$ would contain the fluid momentum, energy, and the subgrid advective fluxes of these fields.

Model calibration then entails finding the minimizer of the expected state mismatch $\mathbb{E}[\|S - \hat{S}\|]$ with respect to some norm and time interval, where the expectation is taken to allow for the calibration of stochastic models. Observations of the augmented state $S(t)$, which includes subgrid-scale fluxes, are not always available. Therefore, this definition of model calibration is representative of the ideal learning scenario. In scenarios where the full state is not observable, we will consider $S(t)$ to be an observed state formed by all relevant observable spatial fields.

### 2.2.3 Observations in physical space

Following our definition of model calibration, we preliminarily define the observations in the model-data relation (1) as finite-time averages of the normalized observed state $s_c$ for a set of configurations $C$,

$$\tilde{y}_c = \frac{1}{T_c} \int_{t_{c,0}}^{t_{c}} s_c(\tau)d\tau, \quad s_c = \begin{bmatrix} v_{c,1} & \ldots & V_{c,1}/\sigma_{c,1} \\ \vdots & \ddots & \vdots \\ v_{c,n_c} & \ldots & V_{c,n_c}/\sigma_{c,n_c} \end{bmatrix}, \quad c = 1, \ldots, |C|,$$

where $T_c$ is the averaging time, $v_{c,j} \in \mathbb{R}^{h_c}$ are the normalized spatial fields comprising $s_c$, $V_{c,j}$ are the components of the state $S_c$ prior to normalization, $n_c$ is the number of fields observed in configuration $x_c$, and $h_c$ is the number of degrees of freedom of each field. As an example, the first configuration’s observed state $S_1$ may include as fields atmospheric soundings of temperature and specific humidity ($n_1 = 2$) measured at $h_1$ vertical locations above the surface, and the second configuration’s state $S_2$ may include these fields as well as horizontal velocity profiles ($n_2 = 4$), measured at $h_2$ different locations. Normalization of the observed state $S_c$ is performed using the pooled time standard deviation $\sigma_{c,j}$ of each field $V_{c,j}$, with

$$\sigma_{c,j}^2 = h_c^{-1} \text{tr}[\text{Cov}(V_{c,j})].$$

Covariances are computed over a time $t_{c} \geq T_c$ following the heuristic of Section 2.1 to capture the expected magnitude of the data mismatch,

$$\text{Cov}(V_{c,j}) = \frac{1}{t_{c}} \int_{0}^{t_{c}} V_{c,j}V_{c,j}^T d\tau - \frac{1}{t_{c}^2} \left( \int_{0}^{t_{c}} V_{c,j}d\tau \right) \left( \int_{0}^{t_{c}} V_{c,j}d\tau \right)^T.$$
Stacking the observations from all configurations together, the full observation vector $\tilde{y}$ is

$$\tilde{y} = \begin{bmatrix} \tilde{y}_1 \\ \vdots \\ \tilde{y}_c \end{bmatrix} \in \mathbb{R}^{d}, \quad d = \sum_{c=1}^{[C]} \tilde{d}_c = \sum_{c=1}^{[C]} n_c h_c. \tag{12}$$

Following again the heuristic in Section 2.1, the noise covariance associated with each observation vector $\tilde{y}_c \in \mathbb{R}^{d_c}$ is $\tilde{\Gamma}_c = \text{Cov}(s_c)$, computed as in equation (11). Given that the noise is estimated independently for each configuration, the full noise covariance is the block diagonal matrix

$$\tilde{\Gamma} = \begin{bmatrix} \tilde{\Gamma}_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ 0 & \cdots & \tilde{\Gamma}_c \end{bmatrix} \in \mathbb{R}^{d \times d}, \quad \tilde{\Gamma}_c = \text{Cov}(s_c) \in \mathbb{R}^{d_c \times d_c}, \tag{13}$$

where $\tilde{\Gamma}_c$ is the noise covariance matrix of configuration $c$.

### 2.2.4 Observations in a reduced space

Each covariance matrix $\tilde{\Gamma}_c$, possibly associated with high-dimensional observations and a finite sampling interval, is likely to be rank-deficient and have a large condition number $\kappa = \mu_{c,1}/\mu_{c,r_c}$, where $\mu_{c,i}$ is the $i$-th largest eigenvalue of $\tilde{\Gamma}_c$ and $r_c$ is the approximate rank of the matrix (Hansen, 1998). Numerically rank-deficient problems arise when $d_c$ is greater than or equal to the number of samples used to construct $\tilde{\Gamma}_c$, or when there exist eigenvalues $\mu_{c,i}$ such that $\mu_{c,i}/\mu_{c,1} \lesssim \epsilon_m$, where $\epsilon_m$ is a measure of data or machine precision. An efficient regularization method for rank-deficient problems is to project the data from each configuration onto a lower-dimensional encoding, adding Tikhonov regularization to limit the condition number of the resulting global covariance matrix.

If the lower-dimensional encoding is obtained through principal component analysis (PCA),

$$y_c = P_c^T \tilde{y}_c, \quad \Gamma_c = d_c P_c^T \tilde{\Gamma}_c P_c + \kappa_*^{-1} \mu_1 I_{d_c}, \tag{14}$$

where $y_c \in \mathbb{R}^{d_c}$, $P_c$ is the projection matrix formed by the $d_c$ leading eigenvectors of $\tilde{\Gamma}_c$, $I_{d_c}$ is the identity matrix, $\mu_1$ is the leading eigenvalue of the unregularized global covariance and $\kappa_*$ is the limiting condition number of the global covariance, which should be chosen to be $\kappa_* < \epsilon_m^{-1/2}$. The encoding dimension $d_c$ should be chosen such that $d_c \leq r_c \leq d_c$, where $r_c$ is the approximate rank of $\tilde{\Gamma}_c$. The actual value of $d_c$ may be chosen through the discrepancy principle, generalized cross validation, or based on the preservation of a given fraction of the total variance, among other criteria (Reichel & Rodriguez, 2013; Hansen, 1998). The Tikhonov inflation term regularizes problems where PCA is performed between eigenvalues that are close in value, or where the range of configuration variances tr($\tilde{\Gamma}_c$) is large (Hansen, 1990). In projection (14), since the number of retained principal components may differ among configurations for a given truncation criterion, each block covariance matrix is scaled by $d_c$.

Projection (14) enables the use of arbitrarily correlated observations by regularizing the linear system $\Gamma^{-1}(\mathcal{G}(\theta) - y)$ that appears in the gradient of the loss

$$\nabla L(\theta; y) \propto (DG(\theta))^T \Gamma^{-1}(\mathcal{G}(\theta) - y), \tag{15}$$

and lowering its computational cost. Here, $DG(\theta) \in \mathbb{R}^{d \times p}$ is the Jacobian matrix of $\mathcal{G}$ evaluated at $\theta$. Although the ensemble Kalman algorithms presented in Section 3 do not compute the gradient (15) explicitly, they do rely on approximations of it, so this regularization effect still applies.

Since $\tilde{\Gamma}$ in equation (13) is block diagonal, PCA can be performed in parallel for different configurations. The projection (14) maximizes the projected variance for each configuration; it is different than performing PCA on $\tilde{\Gamma}$ in that it does not discriminate...
based on the total variance of each configuration. Disparities between the two approaches are discussed in Appendix A. Finally, the regularized observation vector and noise covariance matrix read

\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_{|C|} \end{bmatrix} \in \mathbb{R}^d, \quad \Gamma = \begin{bmatrix} \Gamma_1 & 0 \\ \vdots & \ddots \\ 0 & \Gamma_{|C|} \end{bmatrix} \in \mathbb{R}^{d \times d},
\]

which define a regularized inverse problem of the form (3)–(5). A schematic of the inverse problem construction process is given in Figure 1. The construction of \( y_c \) from each dynamical system configuration \( \zeta(x_c) \) defines the observational map \( H_c \), used to obtain the forward model evaluation \( G_c : \mathbb{R}^p \rightarrow \mathbb{R}^d \) for the same configuration from the dynamical model. The construction of each \( (y_c, \Gamma_c) \) pair, and the evaluation of \( G_c(\theta) \), can be done in parallel.

**Figure 1**: Schematic of the strategy used to construct a regularized inverse problem from observations of a dynamical system \( \zeta \). The two branches represent different configurations of the dynamical system. From left to right: (a) the observed state is obtained following Section 2.2.2 or from any observable fields for each configuration \( c \); (b) the observed state is normalized; (c) mean and covariance of the normalized state are computed; (d) \( \bar{y}_c \) and \( \bar{\Gamma}_c \) are projected onto a lower dimension and regularized; (e) the statistical summaries of each configuration are aggregated, defining the global inverse problem (3)–(5).

### 2.3 Bayesian interpretation of the loss and batching

Once the data and noise estimate encodings (16) have been defined, iterative methods to solve inverse problem (3)–(5) require evaluating the loss \( L(\theta; y) \) at each iteration, which entails running the dynamical model in all configurations \( C \) and can be very computationally demanding. A less onerous alternative is to use a mini-batch of configurations \( B \subset C \) to evaluate the average configuration loss,

\[
L(\theta; y_B) = \frac{1}{2|B|} \sum_{c=1}^{|B|} ||y_c - G_c(\theta)||^2_{\Gamma_c} = \frac{1}{2} \sum_{c=1}^{|B|} ||y_c - G_c(\theta)||^2_{|B|/|C|\Gamma_c},
\]

which acts as a surrogate of the configuration-averaged loss \( L(\theta; y) = L(\theta; y)/|C| \). The use of \( L(\theta; y_B) \) in lieu of \( L(\theta; y) \) may be regarded as using noisy evaluations of the loss for each parameter update. From a Bayesian perspective, using \( L(\theta; y) \) in expression (5) leads to the same MAP estimator as \( L(\theta; y) \) but a wider uncertainty about it, since we no longer consider configurations independent. This is important when interpreting the posterior uncertainty. To employ the loss (17), we only need to use the scaling \( \Gamma_c \rightarrow |B|/|C|\Gamma_c \) to approximate the aggregate loss \( L(\theta, y) \) when batching, we can use \( \Gamma_c \rightarrow (|B|/|C|)\Gamma_c \) instead.
Batching is widely employed in data assimilation (Houtekamer & Mitchell, 2001) and deep learning, where it has been shown to help avoid convergence to local minima that generalize poorly (M. Li et al., 2014; Keskar et al., 2016). Understanding the behavior of algorithms when using mini-batches is crucial for online learning, where observations become available sequentially and the full loss cannot be sampled. Moreover, it provides insight into the appropriateness of training sequentially on seasonal or geographically sparse data in Earth system modeling applications. We explore the effect of batching on the solution of the inverse problem in Section 4.2, training sequentially on randomly sampled configurations with markedly different dynamics.

3 Ensemble Kalman methods

We consider two highly parallelizable gradient-free algorithms to solve the inverse problem defined in Section 2: ensemble Kalman inversion (EKI, Iglesias et al., 2013) and unscented Kalman inversion (UKI, Huang, Schneider, & Stuart, 2022). Both algorithms are based on the extended Kalman filter and draw heavily on Gaussian conditioning for their derivation: underlying their update rules is the approximation of the parameter distribution as Gaussian. They afford a Bayesian interpretation when augmented with prior information at every iteration (Huang, Huang, et al., 2022); how to do this is discussed in Section 3.2. If prior information is not used, which may be desirable when training for instance neural networks, they can be regarded as derivative-free methods to obtain the MLE.

EKI and UKI have been used successfully in a wide variety of inverse problems (Iglesias et al., 2013; Iglesias, 2016; Xiao et al., 2016; Kovachki & Stuart, 2019; Huang, Schneider, & Stuart, 2022). We demonstrate them here in the context of training models that may experience numerical instabilities for a priori unknown parameter combinations, starting with a brief review of the algorithms.

3.1 Ensemble Kalman inversion (EKI)

Ensemble Kalman inversion searches for the optimal \( \theta^* \) given an inverse problem (3)–(5) through iterative updates of an initial parameter ensemble \( \Theta_0 = [\theta_0^{(1)}, \ldots, \theta_0^{(J)}] \), used to obtain empirical estimates of covariances between parameters and the model output at each step of the algorithm. We form the initial ensemble by randomly sampling \( J \) parameter vectors \( \theta_0^{(j)} \in \mathbb{R}^p \) from a Gaussian \( \mathcal{N}(m_0, \Sigma_0) \). The EKI update equation for the ensemble at iteration \( n \) is (Schillings & Stuart, 2017)

\[
\Theta_{n+1} = \Theta_n + \text{Cov}(\theta_n, \mathcal{G}_n) \left[ \text{Cov}(\mathcal{G}_n, \mathcal{G}_n) + \Delta t^{-1} \Gamma \right]^{-1} \varepsilon(\Theta_n),
\]

where \( \Theta_n \in \mathbb{R}^{p \times J} \), \( \Delta t \) is the nominal learning rate of the algorithm, and \( \varepsilon(\Theta_n) \in \mathbb{R}^{d \times J} \) encodes the mismatch between the forward model evaluations and the data,

\[
\varepsilon(\Theta_n) = [y_{n+1}^{(1)} - \mathcal{G}(\theta_n^{(1)}), \ldots, y_{n+1}^{(J)} - \mathcal{G}(\theta_n^{(J)})],
\]

where

\[
y_{n+1}^{(j)} = y + \varepsilon_{n+1}^{(j)}, \quad \varepsilon_{n+1}^{(j)} \sim \mathcal{N}(0, \Delta t^{-1} \Gamma).
\]

All covariances in update (18) are estimated as sample covariances of the \( J \) ensemble members,

\[
\text{Cov}(\theta_n, \mathcal{G}_n) = \frac{1}{J} \left( (\Theta_n - \frac{1}{J} \sum_j \theta_n^{(j)1^T}) (\mathcal{G}_\Theta_n - \frac{1}{J} \sum_j \mathcal{G}(\theta_n^{(j)})1^T) \right)^T,
\]

\[
\text{Cov}(\mathcal{G}_n, \mathcal{G}_n) = \frac{1}{J} \left( (\mathcal{G}_\Theta_n - \frac{1}{J} \sum_j \mathcal{G}(\theta_n^{(j)})1^T) (\mathcal{G}_\Theta_n - \frac{1}{J} \sum_j \mathcal{G}(\theta_n^{(j)})1^T) \right)^T,
\]

where \( \mathcal{G}_\Theta_n = [\mathcal{G}(\theta_n^{(1)}), \ldots, \mathcal{G}(\theta_n^{(J)})] \), and \( 1 \in \mathbb{R}^J \) is the all-ones vector. Note that the sample covariances (21) and (22) have at most ranks \( \min(\min(d, p), J-1) \) and \( \min(d, J-1) \).
through iterative application of the update (18), the ensemble Θ minimizes the projection of the model-data mismatch on the linear span of its J members. In this study, we limit the use of EKI and UKI to the calibration of dynamical models for which using an ensemble size J \sim p is feasible. For models with a large number of parameters, localization or sampling error correction techniques can be used to maintain performance with J \ll p members (Lee, 2021; Tong & Morzfeld, 2022), like in EnKF for data assimilation (Anderson, 2012). The update (18) also drives the ensemble toward consensus, in the sense that \(|\text{Cov}(\theta_n, \mathcal{G}_n)| \to 0\) as n \to \infty; a popular method to control collapse speed is additive inflation (Anderson & Anderson, 1999; Tong & Morzfeld, 2022). This collapse property precludes obtaining information about parameter uncertainties directly from EKI. However, the sequence of parameter-output pairs \(\{\theta_n, \mathcal{G}_n\}\) can be used to train emulators for uncertainty quantification (Cleary et al., 2021).

### 3.1.1 Addressing model failures within the ensemble

For some parameters \(\theta_f\), simulations may be physically or numerically unstable. For instance, the Courant–Friedrichs–Lewy condition in fluid solvers may change non-linearly with model parameters, or the initialized weights from a neural network parameterization may lead to unstable trajectories. In such situations, we need to modify update (18) to account for model failures within the ensemble.

Here we propose a novel failsafe EKI update based on the successful parameter ensemble. Let \(\Theta_{s,n} = [\theta_{s,n}^{(1)}, \ldots, \theta_{s,n}^{(J_s)}]\) be the successful ensemble, for which each evaluation \(\mathcal{G}(\theta_{s,n}^{(i)})\) is stable or physically consistent, and let \(\theta_{f,n}^{(k)}\) be the ensemble members for which the evaluation of the forward model \(\mathcal{G}(\theta_{f,n}^{(k)})\) fails. We update the successful ensemble \(\Theta_{s,n}\) to \(\Theta_{s,n+1}\) using expression (18), and redraw each failed ensemble member from a Gaussian defined by the successful ensemble

\[
\theta_{f,n+1}^{(k)} \sim \mathcal{N}(m_{s,n+1}, \Sigma_{s,n+1}),
\]

where

\[
m_{s,n+1} = \frac{1}{J_s} \sum_{j=1}^{J_s} \theta_{s,n+1}^{(j)}, \quad \Sigma_{s,n+1} = \text{Cov}(\theta_{s,n+1}, \theta_{s,n+1}) + \kappa_s^{-1} \mu_s I_p
\]

are the sample mean and regularized sample covariance matrix of the updated successful ensemble. In expression (24), \(\kappa_s\) is a limiting condition number and \(\mu_s I_p\) is the largest eigenvalue of the sample covariance \(\text{Cov}(\theta_{s,n+1}, \theta_{s,n+1})\). This update has proved very effective for us in practice, even in situations where \(J_s < J/2\); we use it throughout Section 4. The failsafe update may be combined with other conditioning techniques at initialization. For instance, the initial ensemble \(\Theta_0\) may be drawn recursively until the number of failed members is reduced below an acceptable threshold.

### 3.2 Bayesian regularization in ensemble Kalman methods

EKI implicitly regularizes the inverse problem by searching for the optimal solution \(\theta^*\) over the finite-dimensional space spanned by the initial ensemble. Although UKI does not share this property, both algorithms can be equipped with Bayesian regularization by considering the augmented data-model relation (Chada et al., 2020)

\[
y_a = \mathcal{G}_a(\theta) + \xi := \begin{bmatrix} y \\ m_p \end{bmatrix} = \begin{bmatrix} \mathcal{G}(\theta) \\ \delta + \eta \end{bmatrix} + \begin{bmatrix} \hat{\delta} + \hat{\eta} \\ \lambda \end{bmatrix},
\]

instead of expression (3). Here, \(m_p \in \mathbb{R}^p\) is the parameter prior mean, \(\lambda \sim \mathcal{N}(0, 2\Gamma)\) defines the degree of regularization, \(\delta + \hat{\eta} \sim \mathcal{N}(0, 2\Gamma)\), and \(\xi \sim \mathcal{N}(0, \Gamma_a)\) is the aug-
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mented error defined by relation (25). In practice, using expression (25) amounts to substituting \( \{G, y, \Gamma \} \) by \( \{G_a, y_a, \Gamma_a \} \) in both algorithms. The Kalman inversion solution to the inverse problem defined by relation (25) then satisfies

\[
\theta^* = \arg\min_\theta \left[ \mathcal{L}(\theta; y) + \frac{1}{2} \|\theta - m_p\|^2 \right].
\]  

(26)

From a Bayesian perspective, the solution (26) approximately maximizes the posterior density (5) for the Gaussian prior \( \rho_{\text{prior}} \sim \mathcal{N}(0, \Lambda) \). This is particularly interesting for UKI, which provides parametric uncertainty estimates (Huang, Huang, et al., 2022). When using a nominal learning rate \( \Delta t \neq 1 \), the scaling \( \Lambda \to \Delta t \cdot \Lambda \) must be used to retain the Bayesian interpretation of \( \Lambda \) as the prior variance, due to the fact that \( \Delta t \) effectively modifies the noise in update (18) to be \( \Delta^{-1} \Gamma \). As noted before, if the original data-model relation (3) is used instead of the augmented relation (25), UKI and EKI provide maximum likelihood estimators.

### 3.3 Unscented Kalman inversion (UKI)

Unscented Kalman inversion seeks a Gaussian approximation of the posterior \( \rho(\theta|y, \Gamma) \) around the MAP (given relation (25)), or an approximation of the likelihood around the MLE (given (3)), by deterministically evolving an initial Gaussian estimate \( \mathcal{N}(m_0, \Sigma_0) \) through updates

\[
m_{n+1} = m_n + \text{Cov}_q(\theta_n, G_n) \left[ \text{Cov}_q(G_n, G_n) + \Delta t^{-1} \Gamma \right]^{-1} \varepsilon(m_n),
\]

(27)

\[
\Sigma_{n+1} = (1 + \Delta t) \Sigma_n - \text{Cov}_q(\theta_n, G_n) \left[ \text{Cov}_q(G_n, G_n) + \Delta t^{-1} \Gamma \right]^{-1} \text{Cov}_q(\theta_n, G_n)^T,
\]

(28)

where \( m_n \) and \( \Sigma_n \) are the mean and covariance estimates of the Gaussian after \( n \) iterations of the algorithm, and \( \varepsilon(m_n) = y - G(m_n) \) is the data-model mismatch of the mean estimate. The covariances \( \text{Cov}_q(\theta_n, G_n) \) and \( \text{Cov}_q(G_n, G_n) \) in expressions (27) and (28) are computed through quadratures over \( 2p + 1 \) sigma points defined as

\[
\hat{\theta}_n^{(j)} = m_n + a \sqrt{p} [\sqrt{\Sigma_n(1 + \Delta t)}]_j, \quad 1 \leq j \leq p,
\]

(29)

\[
\hat{\theta}_n^{(j+p)} = m_n - a \sqrt{p} [\sqrt{\Sigma_n(1 + \Delta t)}]_j, \quad 1 \leq j \leq p,
\]

where \( [\sqrt{\Gamma}]_j \) is the \( j \)-th column of the Cholesky factor of \( \Gamma \), \( a = \min(\sqrt{4/p}, 1) \) is a hyperparameter defined in Huang, Schneider, and Stuart (2022), and \( \hat{\theta}_n^{(0)} = m_n \) is the central sigma point. The quadratures are then defined as

\[
\text{Cov}_q(\theta_n, G_n) = \sum_{j=1}^{2p} w_j (\hat{\theta}_n^{(j)} - m_n)(G(\hat{\theta}_n^{(j)}) - G(m_n))^T,
\]

(30)

\[
\text{Cov}_q(G_n, G_n) = \sum_{j=1}^{2p} w_j (G(\hat{\theta}_n^{(j)})) - G(m_n))(G(\hat{\theta}_n^{(j)}) - G(m_n))^T,
\]

(31)

where \( w_j = (2a^2p)^{-1} \) are the quadrature weights.

A limitation of this algorithm is that the number of sigma points scales linearly with \( p \), which precludes its use when training models with a large number of parameters. However, for situations where using an ensemble of \( 2p + 1 \) members is tractable, UKI improves upon EKI by providing uncertainty quantification, instead of collapsing to a point estimate. In particular, when updates (27) and (28) are applied to the augmented data-model relation (25), UKI ensures that \( \Sigma_n \) in the limit \( n \to \infty \) converges towards a Gaussian estimate of parametric uncertainty (Huang, Schneider, & Stuart, 2022),

\[
\Sigma_\infty \approx \text{Cov}_q(\theta_\infty, G_{a, \infty}) [\Delta t \cdot \text{Cov}_q(G_{a, \infty}, G_{a, \infty}) + \Gamma_a]^{-1} \text{Cov}_q(\theta_\infty, G_{a, \infty})^T,
\]

(32)
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which involves the augmented forward model \( G_a(\cdot) \) and covariance \( \Gamma_a \) defined in Section 3.2. \( \Sigma_\infty \) approximates the covariance of the posterior (5) around \( m_\infty \) if the full loss is evaluated at every UKI iteration and \( \Delta t = 1 \) (Huang, Huang, et al., 2022). When batching, an equivalent approximation can be recovered by using \( \Delta t = |C|/|B| \) to compensate for sampling errors in the construction of the empirical covariances (30) and (31); this is demonstrated in Section 4.2.

Finally, note that the limit (32) does not depend on \( \Sigma_0 \), only on the Bayesian prior covariance \( \Lambda \). This enables using a tight initial guess (i.e., \( \text{tr}(\Sigma_0) \ll \text{tr}(\Lambda) \)), which can reduce the fraction of model failures within the ensemble. To ensure robustness to the model failures that may still arise, we propose a modification of the UKI dynamics robust to model failures, similar to the one proposed for EKI, in Appendix B.

### 4 Application to an atmospheric subgrid-scale model

In this section, the framework and algorithms discussed in Sections 2 and 3 are used to learn closure parameters within an EDMF scheme of atmospheric turbulence and convection. The EDMF scheme is derived by spatially filtering the Navier-Stokes equations for an anelastic fluid, and then decomposing the subgrid flow into \( n > 1 \) distinct subdomains with moving boundaries (Cohen et al., 2020). In practice, the subdomain decomposition requires the use of \( n-1 \) additional equations per grid-mean prognostic field, and \( n-1 \) additional equations tracking the volume fraction of each subdomain within the grid (Tan et al., 2018). We retain second-order moments for one of the subdomains, the environment. Covariances within the other subdomains (updrafts) are neglected, which circumvents the need for turbulence closures therein. In the end, the EDMF equations require closure for the turbulent diffusivity and dissipation in the environment, and the mass, momentum, and tracer fluxes between environment and updrafts. In what follows, we consider an EDMF scheme with a single updraft (\( n = 2 \)).

We consider the EDMF scheme discussed in Cohen et al. (2020); Lopez-Gomez et al. (2020), which is implemented in a single-column model (SCM). Within this SCM, we first seek to learn 16 closure parameters: 5 describing turbulent mixing, dissipation, and mixing inhibition by stratification (Lopez-Gomez et al., 2020), 3 describing the momentum exchange between subdomains (He et al., 2021), 7 describing entrainment fluxes between updrafts and the environment (Cohen et al., 2020), and another one defining the surface area fraction occupied by updrafts. In Section 4.4, we substitute the empirical dynamical entrainment closure proposed in Cohen et al. (2020) by a neural network, and train the resulting physics-based machine-learning model.

To showcase the versatility of the algorithms, UKI is used for approximate Bayesian inference of empirical parameters (using relation (25)), and EKI is used for both MAP estimation of empirical parameters (relation (25), Sections 4.2, 4.3) and MLE estimation of neural network parameters (relation (3), Section 4.4). In all cases, we employ our failsafe modifications of the algorithms (Section 3.1.1 and Appendix B). The name, prior range \( U \), and reference to the definition of each empirical parameter in the literature are given in Table 1. The prior mean is taken to be equal to the parameter values used in Lopez-Gomez et al. (2020) and Cohen et al. (2020). The prior in unconstrained space \( \mathcal{N}(m_\rho, \Lambda) \) is obtained from the physical prior mean and range through transformations defined in Appendix C. Finally, we initialize EKI ensembles from the prior, \( \mathcal{N}(m_\rho, \Sigma_0) \equiv \mathcal{N}(m_\rho, \Lambda/16) \) to demonstrate the ability of UKI to decouple from the initial guess.

#### 4.1 Description of LES data and model configurations

The data used for training and testing the EDMF scheme are taken from the LES library described in Shen et al. (2022). This library contains high-resolution simulations...
of low-level clouds spanning the stratocumulus-to-cumulus transition in the East Pacific Ocean. The large-scale forcing used for these simulations is derived from the cfSites output of the HadGEM2-A model, retrieved from the Coupled Model Intercomparison Project Phase 5 (CMIP5) archive. In particular, the monthly climatology of the cfSites output is computed over the 5-year period 2004-2008, and used to initialize and force large-eddy simulations for a period of 6 days. Radiative forcing is computed interactively using the Rapid Radiative Transfer Model (RRTM, Mlawer et al., 1997).

The SCM runs are initialized from the coarse-grained LES fields after 5.75 days of simulation and are run for 6 hours. This runtime was chosen to be much longer than the equilibration time of the SCM to the steady forcing; experiments using a runtime of 12 hours resulted in no statistical changes of the results. Large-scale forcing is identical to that of the LES, and the radiative heating rates are given by the horizontal mean of the rates experienced by the high-resolution simulations. The observational map used to define the inverse problem follows the guidelines of Section 2.2, using time and horizon-

Table 1: Parameters φ considered for calibration in this study. The prior mean values are taken from LG2020 (Lopez-Gomez et al., 2020), C2020 (Cohen et al., 2020) and H2021 (He et al., 2021), where a physical description of the parameters may be found.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Prior range</th>
<th>Prior mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>Detrainment rate coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Turbulent entrainment rate coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Detrainment relative humidity power law</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Updraft-environment buoyancy mixing ratio</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$c_\lambda$</td>
<td>Turbulence-induced entrainment coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$a_s$</td>
<td>Updraft surface area fraction</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\alpha_b$</td>
<td>Updraft virtual mass loading coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\alpha_a$</td>
<td>Updraft advection damping coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
<tr>
<td>$\alpha_d$</td>
<td>Updraft drag coefficient</td>
<td>(0, 1)</td>
<td>0.075, C2020</td>
</tr>
</tbody>
</table>

where \( S_c = [\bar{u}, \bar{v}, \bar{s}, \bar{q}, \bar{w}q,\bar{w}s] \),

\[ S_c = [\bar{u}, \bar{v}, \bar{s}, \bar{q}, \bar{w}q,\bar{w}s]^T, \]  

where \( \bar{u} \) and \( \bar{v} \) are the horizontal velocity components, \( \bar{s} \) is the entropy, \( \bar{q} \) is the total specific humidity, \( \bar{w}q \) and \( \bar{w}s \) are vertical fluxes of moisture and entropy, and \( \bar{q} \) is the liquid water specific humidity. The pooled variances for normalization and covariance matrix \( \Gamma_c \) associated with the observed state \( S_c \) are obtained from the full 6 day statistics of the LES to capture the internal variability of the system. Finally, a low-dimensional encoding is obtained from the normalized time-averaged observations through truncated PCA as in equation (14), truncating the dimension of the noise covariance matrix so as to preserve 99% of the total noise vari-
 Calibration results using fewer observed fields at a coarser resolution are discussed in Section 4.3.

As training data we include a total of 60 LES configurations from the Atmospheric Model Intercomparison Project (AMIP) experiment, spanning the months of January, April, July and October, and locations from the coasts of Peru and California to the tropical Pacific. Results are also shown for a validation set, which includes January and July simulations from an AMIP4K experiment, where sea surface temperature is increased by 4 K with respect to AMIP. This temperature increase leads to 10–20% weaker large-scale subsidence, higher cloud tops, and reduced cloud cover; see Shen et al. (2022) for a detailed comparison. Validation results are representative of the generalizability of the trained model for the simulation of a warming climate; the model was not trained on these warmer conditions.

4.2 Calibration using mini-batch loss evaluations

To demonstrate the effectiveness of Kalman inversion in settings where evaluating all configurations of interest per iteration may be too expensive or impossible (e.g., due to sequential data availability), we present calibration results using mini-batches. Batch- ing introduces noise in the loss evaluations due to sampling error. For this reason, the behavior of Kalman inversion algorithms using mini-batches is representative of their robustness to other sources of noise, such as noise in the data or stochasticity of the dynamical model. To correct for sampling noise due to batching, we use $\Delta t = |C|/|B|$ as discussed in Section 3.3.

For training, data are fed to the algorithm by drawing $|B|$ configurations randomly and without replacement from the training set at every iteration. Configurations are reshuffled at the end of every epoch (i.e., every full pass through the training set). Figure 2 shows the evolution of the training and validation errors for UKI and EKI, using training batches of 5 and 20 configurations. Since the total number of configurations in the training set is 60, an epoch requires 12 iterations when using $|B| = 5$ and 3 when using $|B| = 20$. For many geophysical applications, the cost of evaluating an ensemble of long-term statistics $G(\cdot)$ from a forward model is significantly higher than performing the inversion updates (18) or (27). In these situations, a training epoch has similar computational cost for any value of $|B|$.

The training error is evaluated in normalized physical space with respect to the current batch,

$$MSE(\theta; \tilde{y}_B) = \frac{1}{d_B}||\tilde{y}_B - \tilde{G}_B(\theta)||^2 = \frac{1}{\sum_{c=1}^{\frac{|B|}{d}} \sum_{c=1}^{d_c} ||\tilde{y}_c - \tilde{G}_c(\theta)||^2},$$

(34)

where $\tilde{y}_B \in \mathbb{R}^{d_B}$. The validation error is defined similarly, but it is computed over the entire validation set at every iteration. Thus, variations in the validation error are only due to changes in the model parameters; there is no random data sampling. The training and validation errors decrease sharply during the first epoch (Fig. 2). Subsequent epochs fine-tune the model parameters, further reducing the data-model mismatch. It is remarkable and important that the validation error decreases by about the same magnitude as the training error, demonstrating that the parameterization approach that leverages a physical model generalizes successfully out of the present-climate training sample to a warmer climate.

Both EKI and UKI display efficient training in the low batch-size regime: the validation error tends to be lower for smaller batches after a fixed number of epochs. Hence, decreasing batch size in EKI and UKI can help reduce the computational cost of training models. The optimal batch size will depend on the CPU and wall-clock time con-
Figure 2: Batch (a) training and (b) validation MSE as defined in equation (34). Lines represent the error of the ensemble mean $\bar{\theta}$, $\text{MSE}(\bar{\theta}; \tilde{y}_B)$, and the shading represents the ensemble standard deviation of $\text{MSE}(\theta; \tilde{y}_B)$ around the optimal point estimate $\bar{\theta}$. All errors are normalized with respect to the largest initial $\text{MSE}_v(\bar{\theta}; \tilde{y}_B)$, so they can be compared. Results are shown for EKI and UKI, using $J = 2p + 1$ and training batch sizes $|B| = 5, 20$. Errors for $|B| = 5$ are averaged using a rolling mean of 20 configurations to enable comparison with $|B| = 20$. In (b), the inset focuses on the validation error evolution for a longer training period.

The sampling noise due to the use of different configurations (e.g., stratocumulus versus cumulus regimes) increases for smaller batches. Although both algorithms achieve convergence for a wide range of batch sizes, we find that EKI is more robust than UKI to high levels of noise. This is shown in the inset of Figure 2b for $|B| = 5$, and in Appendix D for $|B| = 1$. Other differences between UKI and EKI are observed in Figure 2. The consensus property of EKI leads to a collapse of the model error spread after a few iterations, converging to a point estimate. On the other hand, the UKI ensemble converges to an MSE spread characteristic of the parameter uncertainty as approximated by the distribution $\mathcal{N}(m_n, \Sigma_n)$.

The evolution of the parameter estimate $(m_n, \Sigma_n)$ is depicted in Figure 3 for the turbulent dissipation $c_d$, updraft advection damping $\alpha_a$ and surface area fraction $a_s$. The initial parameter estimate depends on the stochastic initialization for EKI. The UKI estimate provides information about parameter uncertainty, whereas EKI only provides a point estimate (i.e., $m_n$). From the UKI estimate, we observe that the training set constrains the likely values of the turbulent dissipation ($c_d$) and surface area fraction ($a_s$) to a significantly smaller region than the prior. However, the magnitude of updraft advection damping ($\alpha_a$) is not identifiable using this dataset: the corresponding diagonal element of $\Sigma_n$ converges to the prior variance used in the regularized problem (25) (Figure 3b).

The covariance estimate $\Sigma_n$ also provides information about correlations between model parameters and total reduction of uncertainty (Figure 4). For the current stratocumulus-to-cumulus transition dataset, our EDMF model shows moderate correlations between parameters regulating the turbulence kinetic energy budget in the boundary layer ($c_h, c_m, c_d$, see Lopez-Gomez et al., 2020). We also find entrainment to be negatively correlated with
Figure 3: Parameter evolution of the turbulent dissipation (a), updraft advection damping (b), and updraft surface area fraction (c). All values are given in physical space. The solid lines describe the trajectories of the mean estimate, $T^{-1}(m_n)$. For UKI, the marginal ±σ uncertainty band is included in shading. This uncertainty is equal to ±$T^{-1}(\sqrt{(\Sigma_n)_{ii}})$ for the $i$-th parameter. The black dashed lines are the ±σ uncertainty bands of the prior used for regularization. Legend as in Figure 2.

Vertical profiles of $\bar{q}_l$, $\bar{w}q_t$, and $\bar{u}$ from the validation set are compared to the reference LES profiles in Figure 5. The calibrated model yields smoother and more accurate profiles than the model before training. In particular, calibration significantly reduces biases in liquid water specific humidity and moisture transport for both stratocumulus and cumulus cloud regimes in the 4 K-warmer AMIP4K experiment. These results confirm that the dynamical model can be trained using a low-dimensional encoding of the time statistics, as proposed in Section 2. They also highlight the generalizability of sparse physics-based models.

4.3 Calibration using partial observations

Another application of synthetic high-resolution data is the study of calibration sensitivity to data resolution and partial loss of information. Such sensitivity studies can inform the technical requirements of future observing systems or field campaigns (Suselj et al., 2020), and are easily implemented with ensemble and unscented Kalman inversion through modifications of the observational map $H$.

Here, we employ the EKI and UKI algorithms for this task by using coarser training data at a vertical resolution of $\Delta z = 200$ m. In addition, we consider only a subset of fields for which observational data may be obtained in practice: the liquid water potential temperature $\bar{\theta}_l$, the total water specific humidity $\bar{q}_t$ and the liquid water specific humidity $\bar{q}_l$ (National Academies of Sciences, Engineering, and Medicine, 2018; Suselj et al., 2020). Figure 6 compares calibration results using this reduced setup with the results obtained using the full high-resolution observations of Section 4.2. The loss of information is evident in the inability of the algorithms to find the same minimum reached
with richer observations. Nevertheless, Kalman inversion significantly reduces the validation error from the prior even with sparser data and a limited number of fields.

The identifiability of individual parameters as a function of the observational map H can be inferred from the UKI Σn diagnostic. Figure 6 shows that the partial observations of temperature and humidity are enough to constrain the entrainment coefficient in the EDMF scheme. However, the loss of information with respect to the original observations leads to much poorer constraints on the turbulent dissipation coefficient. The same comparison can be performed for any parameter of interest to inform observational requirements to constrain models at the process level. This diagnostic is an important advantage of UKI over EKI; identifiability is not directly inferable from ensemble Kalman inversion due to the ensemble collapse. However, this information can be recovered through the emulation of the forward map (Cleary et al., 2021).

The use of partial observations also highlights the benefits of learning from time statistics instead of tendencies. Learning from statistics not only ensures that the calibrated dynamical model is stable, which requires a leap of faith when training on instantaneous tendencies (Bretherton et al., 2022). It also couples the evolution of thermodynamic and dynamical fields, which can improve the forecast of fields unseen during training. An example is shown in Figure 7. The model calibrated using thermodynamic profiles improves upon the prior model in the forecast of horizontal velocities within the boundary and cloud layers. A common reason to use tendencies for calibration is that they enable the use of supervised learning techniques, which are easy to implement for neural network architectures (e.g., Bretherton et al., 2022). In the next subsection, we demonstrate the power of UKI and EKI to calibrate hybrid models with embedded neural network parameterizations.

4.4 Calibration of a hybrid model with embedded neural network closures

We consider now a hybrid EDMF scheme that substitutes the dynamical entrainment and detrainment closures proposed by Cohen et al. (2020) with a three-layer dense
neural network. We define the fractional entrainment ($\epsilon$) and detrainment ($\delta$) rates as

$$\begin{bmatrix} \epsilon \\ \delta \end{bmatrix} = \frac{1}{z} \text{NN}_3(\Pi_1, \ldots, \Pi_6),$$

where $z$ is the height, and the hidden layers of NN$_3$ have 5 and 4 nodes, from input to outputs. Our closure (35) seeks to learn local expressions for the $z$-normalized entrainment/detrainment rates, which have been shown to vary weakly in empirical studies of shallow cumulus convection (Siebesma, 1996; de Roode et al., 2000). The neural network inputs $\Pi_1, \ldots, \Pi_6$ are 6 nondimensional groups on which entrainment and detrainment may depend, defined as

$$\Pi_1 = \frac{z(b_{up} - b_{en})}{(w_{up} - w_{en})^2 + w_d^2},$$

$$\Pi_2 = \frac{a_{up}w_{up}^2}{2(1 - a_{up})e_{en} + a_{up}w_{up}^2 + (1 - a_{up})w_{en}^2},$$

$$\Pi_3 = \sqrt{a_{up}}.$$
\[ \Pi_4 = \text{RH}_{up} - \text{RH}_{en}, \]  
\[ \Pi_5 = \frac{z}{H_{up}}, \]  
\[ \Pi_6 = \frac{gz}{R_d T_{ref}}. \]

In expressions (36), \( w_d = (H_{inv} \overline{\omega' b'} |_{s})^{1/3} \) is the Deardorff convective velocity, \( H_{inv} \) is the inversion height, \( \overline{\omega' b'} |_{s} \) is the surface buoyancy flux, \( g \) is the gravitational acceleration, \( R_d \) is the ideal gas constant for dry air and \( T_{ref} \) is a reference temperature. The subscripts \( up \) and \( en \) denote updraft and environment: \( a_{up} \) is the updraft area fraction, \( H_{up} \) the updraft top height, and \( e_{en} \) the environmental turbulence kinetic energy. The relative humidity RH, vertical velocity with respect to the grid mean \( w \), and buoyancy \( b \) are defined for both updraft and environment.

The neural network closure (35) introduces 63 additional coefficients with respect to the entrainment and detrainment closure calibrated in Sections 4.2 and 4.3, for a total of 79 parameters. As the closure complexity increases, it is most practical to use EKI for calibration, since it enables the use of ensembles with \( J < 2p+1 \) members. In Figure 8, we present training and validation errors for the hybrid model using ensemble sizes \( J = 50, 100, \) and 159, and for the empirical EDMF scheme with \( J = 2p+1 = 33 \) ensemble members. We initialize the neural network weights as \( \theta_{NN} \sim \mathcal{N}(\theta^0_{NN}, I) \) with \( \theta^0_{NN} \sim U(-0.05, 0.05) \). In all cases, we use Bayesian regularization as discussed in Section 4.2 for all model parameters except for the neural network weights. We calibrate all parameters of the empirical and hybrid models, to compare the optimal performance of both closures.

Both the empirical and hybrid EDMF schemes generalize well to the validation set, with training and validation errors reaching levels of about 5% of the largest a priori validation error. The strong generalization to 4 K-warmer cloud regimes contrasts with results from approaches that try to learn unresolved tendencies directly, without encoding the physics (Rasp et al., 2018). Using a physics-based hybrid approach, all learned closures are consistently placed within the coarse-grained dynamics of the system (Cohen et al., 2020), which also vastly reduces data requirements. Further, targeting closure terms that isolate a single physical process lends itself to interpretability in a manner difficult

Figure 6: Evolution of the validation error (a) and estimates of the turbulent dissipation (b) and entrainment coefficient (c) for calibration processes using observations of the state (33) at 50 m resolution (UKI\(_f\), EKI\(_f\)), or from \( \overline{\theta}_l, \overline{\theta}_t \) and \( \overline{\theta}_l \) at 200 m resolution (UKI\(_o\), EKI\(_o\)). All inversion processes use \( |B| = 20 \). Shading is defined as in Figures 2 and 3.
for purely machine-learning based parameterizations that simultaneously model many physical processes. After training, relationships between EDMF variables and targeted physical quantities like entrainment can be teased out using partial dependence plots or ablation studies. In addition, the learned relationships are point-wise and causal.

The inset in Figure 8b shows how the higher-complexity hybrid model moderately overfits to the training set after \( \sim 10 \) epochs, a behavior that is not observed with the empirical model. Hence, in the low-data regime \( (d \lesssim p) \), adoption of techniques such as early stopping (Prechelt, 1998) or sparsity-inducing regularization (Schneider et al., 2020) becomes necessary. The compact support property of EKI, which mandates that the solution be in the linear span of the initial ensemble, also regularizes the learned hybrid model with decreasing \( J \); for \( J = 50 < p \) overfitting is significantly reduced. Thus, reducing the ensemble size is an efficient regularization technique when training large machine-learning models that tend to overfit, at the expense of reduced expressivity. Additional EKI-specific regularization techniques for deeper networks are discussed in Kovachki and Stuart (2019).

Another difference between the empirical and the hybrid models is that for the latter, we do not know a priori the parameter ranges for which the model trajectories re-
main physical. During the training sessions shown in Figure 8, the hybrid models experienced a maximum of 25 ($J = 50$), 30 ($J = 100$) and 72 ($J = 159$) failures in a single iteration, all occurring during the first epoch. The use of the failsafe update proposed in Section 3.1.1 proved crucial to enable training in the presence of model failures, and it reduced the number of failures to a small fraction of the $J$ ensemble members after a few EKI iterations.

![Figure 8](image-url)

Figure 8: Batch (a) training and (b) validation normalized MSE for the hybrid (EDMF+NN) and empirical (EDMF) models. Lines, shading and inset as in Figure 2. Results are shown for calibration with EKI, using $J = 50, 100$ and $2p + 1 = 159$ ensemble members for the hybrid model. The empirical model training uses $J = 2p + 1 = 33$. All inversion processes use batch size $|B| = 10$.

Profiles of $\bar{q}_l$, $\bar{q}_t$ and $\bar{w}'q_t'$ are shown in Figure 9 for the trained empirical and hybrid EDMF models. To produce the profiles with the hybrid model, we retain the parameters learned at the iteration with lowest validation error from a training session spanning 25 epochs, effectively similar to early stopping. As expected from the validation error, the hybrid model slightly improves upon the skill of the empirical model, predicting more accurate profiles of $\bar{q}_l$ within the cloud layer. This is, of course, at the cost of a significantly higher parameter complexity of the closure.

As shown here, ensemble Kalman inversion allows for rapid prototyping and comparison of closures within an overarching black-box model. Importantly, this comparison can be done during training in terms of the online performance of the fully calibrated dynamical model.

5 Discussion and conclusions

Ensemble Kalman methods such as ensemble and unscented Kalman inversion are powerful tools for training possibly expensive models. By leveraging covariances between the model output and its parameters, they do not impose any constraint on the data used for learning, or the architecture of the closures to be calibrated. This means that ensemble Kalman methods can be used to learn all parameters within complex overarching models, regardless of where those parameters appear in the formulation of the model. Furthermore, the Gaussian approximation of the parameter distribution makes them far more efficient than standard Bayesian inference techniques, at the cost of neglecting uncer-
Figure 9: Prior, posterior and LES profiles of liquid water specific humidity ($\bar{q}_l$), total water specific humidity ($\bar{q}_t$) and vertical moisture flux ($\bar{w} q'_t$) for cfSite 14 using July forcing (top) and cfSite 8 using January forcing (bottom) from the AMIP4K experiment (Shen et al., 2022). Definitions of prior, posterior and shading as in Figure 5. Posterior results are shown for the EDMF model with empirical closures (EDMF), and with the neural network entrainment closure (35) (EDMF+NN), using early stopping and 25 epochs of training. Results obtained using EKI with $|B| = 10$.

This enables training physics-based machine-learning parameterizations, as demonstrated here by substituting an internal component of the EDMF model by a neural network, which required no change in the data or framework used for training. The benefits of combining physics and data are demonstrated by the performance of our trained hybrid closure in simulations of clouds typical of conditions 4 K warmer than the clouds in the training set.

To use these algorithms, parameter learning must be framed as an inverse problem. This allows great flexibility, but raises the problem of choosing a reasonable observational map $\mathcal{H}$ and noise covariance $\Gamma$ to define an inverse problem. Through a domain-agnostic strategy and a reasonable heuristic about the expected model error, we have demonstrated a systematic way of constructing a well-defined inverse problem from high-dimensional data. This strategy is designed to maximize the information content through a lossy principal component encoding $\mathcal{H}$ and to allow the use of time averages as observations, making it amenable to harnessing, e.g., satellite observations in addition to com-
putationally generated data. The success of this strategy is demonstrated in a variety of settings, using empirical and hybrid models.

The flexibility of the inverse problem allows to define the observational map $\mathcal{H}$ through any observable diagnostic of the model, be it differentiable or not. For instance, Barthlmy et al. (2021) use a neural network as the mapping $\mathcal{H}$, to train a low-resolution dynamical model directly from features at high resolution. One could also envision the construction of $\mathcal{H}$ through other statistics of the model dynamics, such as the variance or skewness. These choices may be preferable for particular tasks, such as the prediction of extreme events or the correct representation of emergent phenomena.

Given an inverse problem, we have shown that EKI and UKI are robust to noise and amenable to batching strategies. This establishes the ability of the Kalman algorithms to train models using sequentially sampled data. The same robustness can be expected for other sources of noise, such as stochasticity in the model (Schneider, Stuart, & Wu, 2021). In addition, we have proposed modifications of the EKI and UKI updates that enable calibrating models that may fail during training, which is often the case for Earth system models.

Although similar, each ensemble Kalman algorithm presents its own relative strengths in our analysis. Calibration through EKI appears to be more robust to noise, and the number of ensemble members may be chosen to be lower than for UKI when the parameter space is high-dimensional. Indeed, Kovachki and Stuart (2019) show successful results for EKI when the number of parameters (e.g., $p \sim 10^6$) is two orders of magnitude higher than the ensemble size. Using fewer ensemble members than parameters also introduces a regularization effect. On the other hand, UKI provides information about parametric uncertainty and correlations, which can be used to improve models at the process level, and to rapidly compare the added value of increasingly precise observing systems. Other ensemble Kalman methods, such as the sparsity-inducing EKI (Schneider et al., 2020) or the ensemble Kalman sampler (Garbuno-Inigo et al., 2020), can provide solutions to the inverse problem with other useful properties. In addition, all these ensemble methods generate parameter-output pairs that can be used to train emulators for uncertainty quantification that can capture non-Gaussian posteriors (Cleary et al., 2021).

Finally, ensemble Kalman methods may be used for the rapid comparison of parameterizations in terms of the online skill of an overarching Earth system model. The same framework could be used to train Gaussian processes, random feature models (Nelsen & Stuart, 2021), Fourier neural operators (Z. Li et al., 2020), or stochastic closures (Guillaumin & Zanna, 2021), for example. These are some of the exciting research avenues that we will be exploring in the future.

Appendix A Configuration-based principal component analysis

Performing PCA on each configuration allows retaining principal modes from low-variance configurations while filtering out trailing modes from high-variance configurations. The importance of this is demonstrated in Figure A1 for three configurations of our LES solver (Pressel et al., 2015) based on observational campaigns of a stable boundary layer, a stratocumulus-topped boundary layer, and shallow cumulus convection (Beare et al., 2006; Stevens et al., 2005; Siebesma et al., 2003). Performing global PCA is equivalent to using a cutoff $\mu_{c,i} > \mu_c^*$ in Figure A1a, where we need to choose between neglecting most modes from certain configurations (e.g., GABLS in Figure A1a) or retaining highly oscillatory modes from others (e.g., Bomex), as measured by the number of zero-crossings of the eigenmode (Hansen, 1998). Highly oscillatory modes may have a disproportionate contribution to the loss when calibrating imperfect models. On the other hand, performing PCA on each $\tilde{\Gamma}_c$ alleviates this problem by aligning the eigenspectra...
before applying the cutoff, as shown in Figure A1b. Appropriate conditioning of the global covariance matrix is still enforced when applying configuration-based PCA through the Tikhonov regularizer in equation (14).

Figure A1: (a) Scatter plot of covariance eigenvalues $\mu_{c,i}$ and the number of zero-crossings of their corresponding eigenmode for three different configurations of an LES solver. (b) The same plot, with eigenvalues normalized by the leading eigenvalue of each configuration ($\mu_{c,1}$). Trailing eigenvalues are associated with high-wavenumber oscillatory modes with frequent sign changes.

Appendix B Addressing model failures with unscented Kalman inversion

In the presence of model failures, we perform the UKI quadratures over the successful sigma points. Consider the set of off-center sigma points $\{\tilde{\theta}\} = \{\tilde{\theta}_s\} \cup \{\tilde{\theta}_f\}$ where $\tilde{\theta}_j$, $j = 1, \ldots, J_s$ are successful members and $\tilde{\theta}_k$, $k = 1, \ldots, J_f$ are not. For ease of notation, consider an ordering of $\{\tilde{\theta}\}$ such that $\{\tilde{\theta}_s\}$ are its first $J_s$ elements, and note that we deal with the central point $\tilde{\theta}^{(0)}$ separately. We estimate the covariances $\text{Cov}_q(G_n, G_n)$ and $\text{Cov}_q(\theta_n, G_n)$ from the successful ensemble,

$$\text{Cov}_q(\theta_n, G_n) \approx J_s \sum_{j=1}^{J_s} w_{s,j} (\tilde{\theta}_s^{(j)} - \bar{\theta}_s^n)(G(\tilde{\theta}_s^{(j)}) - \bar{G}_s^n)^T,$$

$$\text{Cov}_q(G_n, G_n) \approx J_s \sum_{j=1}^{J_s} w_{s,j} (G(\tilde{\theta}_s^{(j)}) - \bar{G}_s^n)(G(\tilde{\theta}_s^{(j)}) - \bar{G}_s^n)^T,$$

where the weights at each successful sigma point are scaled up, to preserve the sum of weights,

$$w_{s,j} = \left( \frac{\sum_{i=1}^{2p} w_i}{\sum_{k=1}^{J_s} w_k} \right) w_j.$$

In equations (B1) and (B2), $\bar{\theta}_s^n$ and $\bar{G}_s^n$ must be modified from the original formulation if the central point $\tilde{\theta}^{(0)} = m_n$ results in model failure,

$$\tilde{\theta}_s^n = \begin{cases} m_n & \text{if } \tilde{\theta}^{(0)} \text{ successful}, \\ \frac{1}{J_s} \sum_{j=1}^{J_s} \tilde{\theta}_s^{(j)} & \text{otherwise}, \end{cases}$$
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\[ \mathcal{G}_{s,n} = \begin{cases} G(m_n) & \text{if } \hat{\theta}^{(0)} \text{ successful,} \\ \frac{1}{J} \sum_{j=1}^{J_s} G(\hat{\theta}_{s,n}^{(j)}) & \text{otherwise.} \end{cases} \] (B5)

These modified UKI quadrature rules are used throughout Section 4 to deal with model failures. Since UKI can be initialized from a tighter prior than EKI, due to the absence of ensemble collapse, failures are much easier to avoid than with EKI.

**Appendix C Parameter transformation and prior**

Given a prior range \([\phi_i, \phi_f]\) for a parameter \(\phi \in \mathbb{R}\), we define the transformation

\[ \theta = T(\phi) = \ln \frac{\phi - \phi_i}{\phi_f - \phi} \] (C1)

such that the interval midpoint is mapped to \(\theta = 0\), and the bounds to \(\pm \infty\). An unconstrained Gaussian prior may then be defined for \(\theta\) given the prior mean in physical (constrained) parameter space \(\phi_p\) as

\[ \theta_0 \sim \mathcal{N}(T(\phi_p), \sigma_0^2) \] (C2)

where \(\sigma_0^2\) is a free parameter controlling the size of the region within the interval \([\phi_i, \phi_f]\) containing most of the probability. This means that the magnitude of \(\sigma_0\) is already normalized with respect to the prior range, so we will generally choose \(\sigma_0 \sim \mathcal{O}(1)\). The \(p\)-dimensional prior \(\mathcal{N}(m_0, \Sigma_0)\) is then constructed as an uncorrelated multivariate normal with marginal distributions given by expression (C2). The normalization induced by (C1) also enables the use of isotropic regularization in equations (25)–(26), even though the physical parameters \(\phi\) may differ in order of magnitude. For more examples of parameter transformations in the context of EKI and UKI, see Huang, Schneider, and Stuart (2022), Schneider, Dunbar, et al. (2021), and Dunbar et al. (2022).

**Appendix D Calibration using very noisy loss evaluations**

The Kalman inversion results are expected to deteriorate above some noise threshold, as the signal-to-noise ratio in the training process decreases. We explored the sensitivity of UKI and EKI to noise by sampling a single configuration per iteration from the training set described in Section 4.1. As shown in Figure D1, UKI fails to converge to the minimum found with larger batches in this limit. The validation error is characterized by large oscillations due to strong changes in the value of model parameters like the entrainment coefficient \(c_e\) or the eddy diffusivity coefficient \(c_m\). On the other hand, EKI proves robust to noise even in this limit, converging to the minimum found by UKI employing larger batches.

In the context of Kalman inversion, decreasing the step size \(\Delta t\) is equivalent to increasing the noise variance, as shown in updates (18) and (27). We investigate the time step role in the small batch limit by performing the ensemble Kalman inversion with \(\Delta t = |C|^{-1} = 1/60\). The smaller time step increases the parameter uncertainty, which leads to a reduction in parameter oscillations and estimates closer to the prior. This is accompanied by a moderate reduction in validation error oscillations. We performed additional inversions using even smaller time steps, which resulted in a convergence of the parameter estimates towards the prior and a minor reduction in validation error with respect to the initialization. We conclude that decreasing \(\Delta t\) in UKI can reduce oscillations due to high levels of noise, but it does not result in the same robustness as EKI.

**Notation**

\(\phi \in \mathbb{R}^p\) Learnable parameters, in physical space.
Figure D1: Evolution of the validation error (a) and estimates of the entrainment (b), and eddy diffusivity (c) coefficients. Results shown for UKI using batch sizes of 10 and 1, and EKI using a batch size of 1. Parameter uncertainty only shown for UKI using batch sizes of 10 and UKI using batch size of 1. Parameter uncertainty only shown for UKI using batch sizes of 10 and UKI using batch size of 1, \( \Delta t = 1/60 \) for clarity. All results shown use \( \Delta t = |C|/|B| \) unless otherwise specified. Shading as in Figures 2 and 3.

\[ \theta \in \mathbb{R}^p \] Transformed learnable parameters, in unconstrained space.
\[ \theta^* \in \mathbb{R}^p \] Optimal unconstrained parameter estimate (MAP or MLE).
\[ \varphi_0 \] Initial dynamical state.
\[ F'_\varphi \] Dynamical forcing.
\[ x_c = \{ \varphi_0, F'_\varphi \} \] Configuration of the dynamical system.
\[ \zeta(x_c) : \varphi_0 \rightarrow \varphi(t) \] True dynamical system evolution.
\[ \Psi(\phi; x_c) : \varphi_0 \rightarrow \hat{\varphi}(t) \] Dynamical model evolution.
\[ H_c \] Observational map for configuration \( c \).
\[ y_c \in \mathbb{R}^{d_c} \] Observation vector for configuration \( c \).
\[ \eta_c \in \mathbb{R}^{d_c} \] Observation error for map \( H_c \).
\[ \delta(x_c) \in \mathbb{R}^{d_c} \] Model or representation error for configuration \( c \).
\[ \Gamma_c \in \mathbb{R}^{d_c \times d_c} \] Covariance of the Gaussian noise \( \eta_c + \delta(x_c) \).
\[ G_c : \mathbb{R}^p \rightarrow \mathbb{R}^{d_c} \] Forward model for configuration \( c \).
\[ \mathcal{C} = \{ x_c, c = 1, \ldots, |C| \} \] Set of configurations.
\[ y = [y_1, \ldots, y_{|C|}]^T \in \mathbb{R}^{d} \] Global observation vector.
\[ \delta = [\delta(x_1), \ldots, \delta(x_{|C|})]^T \] Global representation error.
\[ \eta = [\eta_1, \ldots, \eta_{|C|}]^T \] Global observation error.
\[ \Gamma \in \mathbb{R}^{d \times d} \] Global noise covariance matrix.
\[ T : U \rightarrow \mathbb{R}^p \] Parameter transformation to unconstrained space.
\[ G : \mathbb{R}^p \rightarrow \mathbb{R}^{d} \] Forward model.
\[ \rho(\theta|y, \Gamma) \] Parameter posterior probability density, given \( \Gamma \) and \( y \).
\[ \rho_{prior}(\theta) \] Parameter prior probability density, independent of \( \Gamma \).
\[ \mathcal{L} : \mathbb{R}^p \times \mathbb{R}^{d} \rightarrow \mathbb{R} \] Loss or negative log-likelihood given \( \Gamma \).
\[ S_c(t) \in \mathbb{R}^{d_c} \] Observed state.
\[ V_{c,j}(t) \in \mathbb{R}^{h_c} \] Spatial field \( j \) within the observed state \( S_c \).
\[ s_c(t) \in \mathbb{R}^{d_c} \] Normalized observed state.
\[ V_{c,j}(t) \in \mathbb{R}^{h_c} \] Spatial field \( j \) within the normalized state \( s_c \).
\[ \sigma_{c,j} \in \mathbb{R} \] Pooled time standard deviation of \( V_{c,j} \).
\[ T_c \in \mathbb{R} \text{ Time-averaging window used in map } \mathcal{H}_c. \]

\[ \tilde{y} \in \mathbb{R}^d \text{ Global observation vector prior to encoding.} \]

\[ \bar{y} \in \mathbb{R}^d \text{ Counterpart of } y_c \text{ prior to encoding.} \]

\[ \bar{\pi}_c \in \mathbb{R}^d \times d_c \text{ Counterpart of } \pi_c \text{ prior to encoding.} \]

\[ \bar{r} \in \mathbb{R}^{d \times d} \text{ Counterpart of } r \text{ prior to encoding.} \]

\[ I_d \in \mathbb{R}^{d \times d} \text{ Identity matrix of size } d \times d. \]

\[ \mu_{c,i} \in \mathbb{R} \text{ } i\text{-th largest eigenvalue of } \pi_c. \]

\[ \kappa \in \mathbb{R} \text{ Approximate condition number of a matrix.} \]

\[ m_c \in \mathbb{R} \text{ Approximate rank of matrix } \pi_c. \]

\[ \epsilon_m \in \mathbb{R} \text{ Machine or data precision.} \]

\[ \kappa_* < \epsilon_m^{-1/2} \text{ Limiting matrix condition number.} \]

\[ P_c \in \mathbb{R}^{d \times d} \text{ Truncated PCA projection matrix.} \]

\[ D\mathcal{G}(\theta) \in \mathbb{R}^{d \times p} \text{ Jacobian of forward model at } \theta. \]

\[ B = \{ x_c, c = 1, \ldots, [B] \} \text{ Mini-batch of configurations.} \]

\[ L : \mathbb{R}^p \times \mathbb{R}^d \mapsto \mathbb{R} \text{ Configuration-averaged loss.} \]

\[ y_B \in \mathbb{R}^{d n} \text{ Observation vector for batch } B. \]

\[ \tilde{y}_B \in \mathbb{R}^{d n} \text{ Counterpart of } y_B \text{ prior to encoding.} \]

\[ \tilde{G}_B : \mathbb{R}^p \mapsto \mathbb{R}^{d n} \text{ Forward model corresponding to observations } \tilde{y}_B. \]

\[ \Theta_n \in \mathbb{R}^{p \times J} \text{ Parameter ensemble at iteration } n. \]

\[ m_n \in \mathbb{R}^p \text{ Mean parameter estimate at iteration } n. \]

\[ \Sigma_n \in \mathbb{R}^{p \times p} \text{ Parameter covariance estimate at iteration } n. \]

\[ \mathcal{G}_\Theta_n \in \mathbb{R}^{d \times J} \text{ Forward model evaluation ensemble at iteration } n. \]

\[ \varepsilon(\Theta_n) \in \mathbb{R}^{d \times J} \text{ Data-model mismatch ensemble at iteration } n. \]

\[ \Delta t \in \mathbb{R} \text{ Nominal learning rate.} \]

\[ \Theta_s,n \in \mathbb{R}^{p \times J_s} \text{ Successful parameter ensemble at iteration } n. \]

\[ \Theta_{f,n} \in \mathbb{R}^{p \times J_s} \text{ k-th failed parameter vector at iteration } n. \]

\[ m_p \in \mathbb{R}^p \text{ Parameter prior mean.} \]

\[ \Lambda \in \mathbb{R}^{p \times p} \text{ Gaussian prior covariance.} \]

\[ y_a \in \mathbb{R}^{d + p} \text{ Observation vector augmented with } m_p. \]

\[ \mathcal{G}_\Theta(\theta) \in \mathbb{R}^{d + p} \text{ Forward model augmented with } \theta. \]

\[ \xi \in \mathbb{R}^{d + p} \text{ Aggregate noise in the augmented data-model relation.} \]

\[ \Gamma_a \in \mathbb{R}^{(d + p) \times (d + p)} \text{ Covariance of the aggregate noise } \xi. \]

\[ \tilde{\pi}_n \in \mathbb{R}^p \text{ } j\text{-th sigma point for UK1 quadrature.} \]

\[ \Pi_j \text{ } j\text{-th nondimensional input to neural network.} \]
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