Collinear quasiclassical trajectory study of collision-induced dissociation on a model potential energy surface
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Quasiclassical trajectory calculations have been carried out at energies above the threshold for collision-induced dissociation for a model symmetric collinear atom–diatomic molecule system. Exact quantum mechanical calculations have shown that quasiclassical trajectories give a qualitatively correct picture of the dynamics in this system, in so far as reaction and total dissociation probabilities are concerned. Trajectories leading to dissociation are found to lie almost entirely in well-defined reactivity bands, with the exception of a few occurring in a small chattering region in which the outcome of the trajectory is extremely sensitive to its initial conditions. The energy distribution functions of the dissociated atoms are obtained and shown to vary substantially with initial conditions (reagent vibrational and translation energy). The form of these distributions is, to a major extent, determined by the position and width of the reactivity bands. The different dissociation reactivity bands are shown to be associated with different types of trajectories. Part of the vibrational enhancement of dissociation arises from the fact that the simplest possible trajectory leading to dissociation (one which crosses the symmetric stretch line only once prior to the onset of dissociation) is not obtained with ground state reagents.

I. INTRODUCTION

The collision-induced dissociation (CID) of diatomic molecules

\[ A + BC \rightarrow A + B + C \] (1)

is a process of great fundamental interest in chemistry, particularly at the high temperatures associated with shock waves, both in the laboratory\textsuperscript{1} and in interstellar space.\textsuperscript{2} The \textit{ab initio} calculation of CID rates has proven to be extremely difficult, as one must have accurate methods for calculating the potential energy surface for the collision, solving for the dynamics, and then integrating the coupled rate equations to obtain expressions for the rate of disappearance of the diatomic molecule.

The development of accurate methods for solving for the dynamics has been especially difficult. Kinematic and quasiclassical trajectory (QCT) calculations have been extensively used to study CID.\textsuperscript{3} The number of studies incorporating quantum mechanical effects, either by a semiclassical or a purely quantum mechanical approach, is much smaller.\textsuperscript{4}–\textsuperscript{11} Most of these studies have been restricted to collinear collisions in which reactive processes of the type

\[ A + BC \rightarrow AB + C \] (2)

are not permitted. Noncollinear collisions in nonreactive systems have been studied by a semiclassical method by Rusinek.\textsuperscript{5,6} There have been published, however, three purely quantum calculations in which reaction and dissociation were allowed to compete, all of them for collinear collisions:
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the wave packet approach pioneered by Kulander,\textsuperscript{6,10(b)} the hyperspherical coordinate coupled-channel method developed independently in our laboratories,\textsuperscript{7} and by Hauke, Manz, and Römelt,\textsuperscript{8} and the multiple collision approach of Beard and Micha\textsuperscript{9} (which has been applied to a nonreactive system).

The availability of accurate quantum mechanical (QM) results for CID has increased interest in QCT studies. In particular, Kaye and Kuppermann\textsuperscript{7(b)} have shown that for the collinear model system they studied, the QCT results for the reaction probabilities and the total CID probabilities were qualitatively similar to the QM ones. Since the model system involves light masses (each of the atoms A, B, C have a mass equal to that of a hydrogen atom) and weakly bound (by 0.22 eV) molecules, quantum effects might be expected to be important. This suggests that QCT calculations might be useful predictors of the gross features of CID in reactive systems. Good agreement between CID probabilities from semiclassical\textsuperscript{5(b)} and quantum mechanical\textsuperscript{6(c)} calculations for a model collinear nonreactive system has also been reported. One must approach this with some caution, however, as in a different nonreactive system, Gray \textit{et al.}\textsuperscript{10(a)} have obtained major differences in the dissociation probability between their QCT results and the QM results of Knapp and Diestler\textsuperscript{11} for the same system.

In order to help gain a better understanding of the dynamics of this model system, we describe in this paper a reactivity band analysis of the QCT results. Reactivity bands are the regions of the two-dimensional space spanned by the system's energy and the initial diatomic reagent vibrational phase in which the outcome of the collision (chemical reaction, dissociation, or nonreaction) is the same.

Such analyses have been extensively applied to collinear reactive systems below dissociation\textsuperscript{12,13} and have also been applied to a collinear nonreactive system above dissociation.\textsuperscript{10(a)} A classical phase space analysis of CID in such a
system has recently been performed. We examine bandedness in the plots of trajectory outcome (reaction, nonreaction, dissociation) as a function of initial vibrational phase of the diatomic molecule and the relative kinetic energy. A discussion of the regions separating nonreactive, dissociative, and reactive bands for the collinear H + H₂ system has also been published recently.

We also consider the variation of the vibrational action of the diatomic product of nonreactive and reactive collisions with initial vibrational phase. In dissociative collisions we examine how the partitioning of the energy among the three product atoms varies with initial vibrational phase and reagent translational energy. We also examine individual trajectories in order to understand the origin of the reactivity bands.

II. CALCULATION PROCEDURE

The QCT calculations have been performed using standard methods. The model potential energy surface used has been described previously; we repeat here its basic features. It is of the rotating Morse-cubic spline type and has asymptotic Morse oscillator parameters of Dₐ = 0.22 eV, Rₑ = 1.400 83 bohr, and β = 1.6 bohr⁻¹. There is a barrier to exchange of 0.14 eV. Equipotential contours of this surface are plotted, together with selected trajectories, in several of the figures in this paper (see Sec. IV). A schematic diagram showing the features of this potential energy surface along its minimum energy path and the energy levels of the two vibrational states is presented in Fig. 1.

The trajectories were obtained with an integration time step of 5.41 × 10⁻¹⁰ s. Energy was conserved to four digits in these calculations. Integration of trajectories began with the distance from the incident atom to the center of mass of the diatomic molecule at 12 bohr.

To determine dissociation probabilities and rough boundaries for reactivity bands, we initially calculated 100 trajectories per energy at regularly spaced (π/25 rad) values of the initial vibrational phase and subsequently narrowed the grid near the band boundaries.

We have also determined the partitioning of kinetic energy among the atoms after the collision. The quantity of greatest interest is the fraction \( f_X \) (X = A, B, C) of the available kinetic energy \( E' \) (the energy of the system with respect to the three infinitely separated atoms at rest) in dissociative collisions in each of the atoms at the end of the collision. This quantity is labeled \( E \) in Refs. 7(b) and 7(d). In dissociative collisions, the collision was defined to be over when both internuclear distances \( R_{AB} \) and \( R_{BC} \) were greater than 6.0 bohr and were increasing with time. The sums of the kinetic and potential energies of the AB and BC pairs were each required to be greater than \( D_p \). The corresponding fractions \( f_X \) for atom A in nonreactive collisions and \( f_C \) for atom C in reactive collisions are defined similarly. In these cases, the available kinetic energy is defined as the difference between the total energy and the potential energy (measured with respect to the bottom of the isolated diatomic molecule well) when the trajectory was terminated.

Plots of these quantities vs initial vibrational phase will connect smoothly to the \( f_R \) and \( f_C \) curves across the boundary of the reactivity bands. From the fractional energy vs initial vibrational phase data, one may calculate the probability \( (dP_A^R) \) of the fractional kinetic energy \( f_A \) of atom A after dissociation being in the range \( f_A = d f A \), for a collision in which the diatomic molecule is initially in state \( v \). It is connected to the slope of the curve relating the initial vibrational phase \( \Phi \) (in radians) which gives rise to a dissociative trajectory to the final atom A fractional kinetic energy by

\[
(dP_A^R) = (d f_A) \int \frac{1}{2} \sum \left| \frac{d \Phi}{d f_A} \right|.
\]

The summation extends over all of the separate regions of initial phase giving rise to dissociation known as dissociative phase segments. The subscript \( c \) emphasizes the classical nature of this probability. The (π) factor is included so that \( (dP_A^R) \) will be appropriately normalized:

\[
\int_{f_A^m}^{f_A^c} (dP_A^R) = (P_A^R),
\]

where \( (P_A^R) \) is the total dissociation probability for a molecule initially in state \( v \). The limits of integration in Eq. (4), \( f_A^m \) and \( f_A^c \), can easily be shown to be given by

\[
f_B^m = \frac{m_A + m_C}{m_A + m_C}
\]

\[
f_B^c = \frac{m_B + m_C}{m_B + m_C}.
\]

For the system being considered, they lead to \( f_A^m = 1/6 \) and \( f_A^c = 2/3 \). As a result of Eqs. (3) and (4) we have

\[
(P_A^R) = \frac{1}{2\pi} \sum_i (\Delta \Phi)_i
\]

where \( (\Delta \Phi)_i \) is the width of the dissociative phase segment \( i \).

The evaluation of the derivative in Eq. (3) is complicated by the possibility of minima or maxima in the \( f_A \) vs \( \Phi \) curves.

FIG. 1. Schematic diagram of the potential energy function characteristics along the minimum energy path. s is the distance along the path measured from the saddle point configuration, and \( V(s) \) is the corresponding potential energy. The horizontal lines indicate the energy levels of the bound states of the isolated diatomic molecules and of the dissociated configuration.
which permits \( \Phi(f_A) \) to be a multiple valued function of \( f_A \). We separate those regions in which \( d\Phi/df_A \) is positive and negative and then separately obtain the derivatives by a three-point finite difference procedure. The resulting derivatives are then used as the input for a cubic spline procedure which permits their calculation as a function of \( f_A \). We next sum the absolute values of the derivatives over all branches of each dissociative reactivity band and over all such dissociative reactivity bands, and divide by \( 2\pi \) for normalization purposes. The resulting curve (called a partitioning probability curve) may contain some numerical noise associated with the numerical differentiation procedures; we have visually smoothed these as well as the spline-induced oscillations.

III. RESULTS

We have studied collisions up to energies beyond twice the dissociation energy. In this energy range both reaction and dissociation occur. Plots of the reaction and dissociation probability vs initial relative translational energy \( E_0 \) are shown for initial reagent states \( v = 0 \) and \( v = 1 \) (the only ones possible) in Figs. 2 and 3, respectively. For both initial reagent states, the reaction probability is zero below a threshold energy, increases rapidly with energy to a large value (0.86 for \( v = 0 \), 0.96 for \( v = 1 \)), and then decreases to zero (for \( v = 0 \)) or a value just above zero (\( v = 1 \)). It then increases monotonically with energy. The dissociation probabilities for the \( v = 0 \) and \( v = 1 \) reagents behave quite differently from each other, however. In the \( v = 0 \) case, no dissociation is observed until \( E_0 \) is substantially (0.08 eV) above its energetic threshold; as the energy increases beyond that, the probability increases slowly, reaching a value of 0.27 at the highest energy studied. For the \( v = 1 \) case, dissociation sets in at 0.02 eV above its energetic threshold, increases rapidly with energy to a maximum of 0.33 and then decreases rapidly to 0.02 before again increasing with energy up to a value 0.39 at the highest energy studied. It should be emphasized that all of these results are qualitatively similar to the exact quantum mechanical results for this system presented in Ref. 7(b).

We next examined bandedness in plots of trajectory outcome vs initial vibrational phase and relative translational energy. Plots of the reactivity bands for this system are shown in Figs. 4 and 5 for reagent states \( v = 0 \) and 1, respectively, for energies above the threshold for CID. Unlike reactivity band plots normally used in studies of reactive atomic-diatom molecule collisions at energies below dissociation,12,13 in which there are only two possible outcomes of a trajectory (reaction or nonreaction), there are three possible outcomes here: reaction (R), indicated by shaded regions of the figures; dissociation (D), indicated by the speckled regions, and nonreaction (N), indicated by the clear regions. The dissociative band centered near 2.0 rad and 0.17 eV.

FIG. 2. Probabilities for reaction \( P_+^R \) (solid line) and dissociation \( P_0^D \) (dashed line) in collisions of ground vibrational state molecules as determined by quasiclassical trajectory calculations as a function of the collision energy. The reagent translational energy \( E_0 \) is indicated on the lower abscissa; the total energy \( E \) (sum of the vibrational energy—measured with respect to the bottom of the isolated diatom potential energy well—and the translational energy) is indicated on the upper abscissa. The arrow points to the energy at which the dissociation channel becomes energetically accessible. The detailed nature of the reaction probability curve close to threshold is only approximately correct due to the limited number of trajectories computed in that energy region.

FIG. 3. Probabilities for reaction \( P_+^R \) (solid line) and dissociation \( P_0^D \) (dashed line) in collisions of vibrationally excited molecules as a function of the reagent translational energy \( E_0 \), and total energy collision energy \( E \). (See Fig. 2 caption for details.)

FIG. 4. Reactivity band plot for reaction and dissociation in collisions of ground state molecule. Reactive (R) bands are indicated by shading; dissociative (D) bands are indicated by speckling. The solid white region is nonreactive (N). Both the translational energy \( E_0 \) (left ordinate) and the total energy \( E \) (right ordinate) are indicated. \( E \) is defined in the caption for Fig. 2.
translational energy for \( \nu = 1 \) in Fig. 5 is enlarged in Fig. 6.

Fairly well-defined bands are seen to exist above dissociation. When one decreases the difference between neighboring initial phases substantially (to about 0.002 \( \text{rad} \)), one may find blurring of the boundaries and formation of a "chattering" region\(^{13,19,20,26,21} \) in which the outcome of the trajectory varies strongly with small changes in the initial phase. This effect is most severe below 0.10 \( \text{eV} \) translational energy in the \( \nu = 1 \) case, where the high energy reaction and dissociation bands come to a cusp (see Fig. 5). For example, at 0.085 \( \text{eV} \) initial reagent translational energy, between 2.50 and 2.70 rad initial phase, there are four separate dissociative segments, two reactive segments, and one nonreactive segment obtained when the grid spacing of 0.002 \( \text{rad} \) is used.

The total width of all the dissociative segments in this region is 0.052 \( \text{rad} \). The dissociation probability produced by this region is only 0.8\%, which is far smaller than the contribution at this energy from the large band centered at 5.5 rad. Chattering is also seen near the boundary between reactive and nonreactive bands at energies below dissociation.

We next consider the variation of the vibrational energy of the diatomic molecule resulting from reactive or nonreactive collisions. Normally, to examine this quantity one prepares plots of the actions of the diatomic molecule at the end of the trajectory as a function of initial phase at a sequence of energies\(^{10(a),12,20,21} \). At energies above dissociation, one cannot calculate the action in the usual way, and one is left with gaps in the action vs phase plots. Examples of these plots are shown in Figs. 7 and 8 for the highest energies studied (reagent translational energies of 0.388 \( \text{eV} \) for \( \nu = 0 \) and 0.2815 \( \text{eV} \) for \( \nu = 1 \)). Solid lines are used to indicate nonreactive processes and dashed lines are used to indicate reactive ones. The shaded regions mark those regions of initial phase in which the trajectories are dissociative and hence no action can be defined. In both of these figures, the dissociation is seen to occur between regions of high final action in reactive and nonreactive collisions (the maximum allowable final action in this system is 1.981, which is related to the fact that it only supports two bound states). This is quite reasonable behavior, as for dissociation to occur there must be more than the dissociation energy present in each diatomic molecule. Hence, the transition between reactive or nonreactive regions is expected to occur where the final action of the diatomic molecule equals its maximum value.

A somewhat different behavior is shown in Fig 9, in which we plot the final action vs initial phase in a collision

![Figure 5](image_url)  
FIG. 5. Reactivity band plot for reaction and dissociation in collisions of vibrationally excited molecules. Band type is indicated as in Fig. 4. Axis labeling is also as in Fig. 4. No effort is made to accurately portray the band structure in the chattering region. (See the text.)
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FIG. 6. Enlarged view of the small dissociative band (from Fig. 4) in collisions of vibrationally excited molecules. All markings and axes are as in Fig. 4.

![Figure 7](image_url)  
FIG. 7. Final action \( \nu_j \) as a function of the initial phase \( \Phi \) for a collision involving a ground state diatomic molecule at a reagent translational energy \( E_r \) of 0.388 \( \text{eV} \). A solid line is used to connect results of nonreactive trajectories; a dashed line is used to connect results of reactive trajectories. The shaded areas indicate those regions of the initial phase giving rise to dissociative trajectories, in which the action cannot be defined in the usual way. N, D, and R indicate nonreactive, dissociative, and reactive regions, respectively. The trajectories were begun with the distance from atom A to the center mass of BC being 12 bohr.
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FIG. 8. Final action \( \nu_j \) as a function of initial phase \( \Phi \) for a collision involving vibrationally excited molecules at a reagent translational energy \( E_r \) of 0.2815 \( \text{eV} \). All markings are as in Fig. 7.
with $v = 1$ reagent and a reagent translational energy of 0.1615 eV. Here there are three dissociative regions. Two are found between the reactive and nonreactive initial phase segments, and one is in the middle of the large nonreactive segment. The latter is part of the small dissociative band located near 2 rad initial phase between 0.15 and 0.20 eV initial reagent translational energy in Fig. 5 (and enlarged in Fig. 6). As the initial phase for reactive trajectories is varied so it closely approaches that in the dissociative region, the final action increases, suggesting that the consideration of dissociation as a limiting case of vibrational excitation is an appropriate concept.

There is a substantial difference between the product state distribution in collisions with $v = 1$ reagent at initial relative energies of 0.2815 eV (Fig. 8) and at 0.1615 eV (Fig. 9). At the higher energy, the likelihood of vibrational deexcitation, as measured by the large region of initial phase over which the final action is substantially smaller than one, is significantly greater than at the lower energy. At the lower energy, from $\Phi = 0$ to the second dissociative segment (at 4.15 rad), the final action never becomes smaller than 0.8. Thus, increasing translational energy seems to lead to increasing vibrational nonadiabaticity in nonreactive collisions. The small likelihood of reaction in these high translational energy regions makes it difficult to draw any conclusions concerning that process. A similar trend has been observed in the exact quantum mechanical calculations on this system.22

Further evidence of the tendency towards vibrational adiabaticity at low energies can be seen by considering a collision with $v = 0$ molecules at an energy (0.178 eV initial translational energy) at which only nonreactive collisions occur—no dissociation or reaction was found. A plot of the final action as a function of initial phase for this collision is given in Fig. 10. The near adiabaticity may be seen by noting that the total range of final actions in the figure is from $-0.12$ to 0.19, corresponding to final vibrational energies of 0.0639 and 0.1079 eV, respectively (the zero point energy of the diatomic reagent is 0.0818 eV). Hence, at most 15% of the initial translational energy was converted to vibrational energy in the collision. Another interesting feature of this figure is its relatively complicated structure. In spite of the fact that all collisions are nonreactive and nearly adiabatic, there is still a strong variation in the dependence of the final action on the initial phase.

To indicate what happens when the boundary regions between the reactivity bands become blurred, we present in Fig. 11 a plot of final action vs initial phase for the collision with $v = 1$ molecule at a relative translational energy of 0.085 eV for initial phases in the range 2.40–3.10 rad. In this region one sees five separate dissociative segments, four of which occur between 2.50 and 2.70 rad. These may be thought of as being distinct from the larger dissociative segment between 2.90 and 3.10 rad. The latter band is part of the large dissociative band seen in the lower right-hand portion of Fig. 5. The action vs initial phase curves are fairly smooth between the dissociative segments. Away from the lower tip of the large dissociation and reaction band in Fig. 5, the boundaries are smoother. Figure 11 seems to represent, then, an upper limit to the complexity of such a diagram.

We next consider the partitioning of kinetic energy among the three atoms in dissociative collisions and also among the final atoms and diatom in reactive and nonreactive collisions. In all cases the collision partners are A and BC. The calculation of the energy partitioning fraction $f_X$ has been described in Sec. II. Plots of these quantities as a function of the initial phase are shown in Figs. 12–17 for
FIG. 12. Final energy fractions $f_n(X = A, B, C)$ (defined in Sec. II) as a function of the initial phase $\Phi$ for the dissociative bands seen in collisions of ground state molecules at a reagent translational energy $E_T$ of 0.388 eV. A solid line is used for atom A, a dashed line for atom B, and a dotted line for atom C. A dashed-dotted line marks the approximate boundary between bands. The curve for atom A is continued into the nonreactive region and the curve for atom C is continued into the reactive region by a procedure described in the text. (a) The small band from 0.90 to 1.03 rad initial phase; (b) the large band from 5.10 to 6.60 rad.

FIG. 13. Final energy fractions $f_n$ as a function of initial phase $\Phi$ for dissociative bands in collisions of ground state molecules at a reagent translational energy $E_T$ of 0.233 eV. All markings are as in Fig. 12.

FIG. 14. Final energy fractions $f_n$ as a function of initial phase $\Phi$ for dissociative bands in collisions of vibrationally excited molecules at a reagent translational energy $E_T$ of 0.2815 eV. (a) The small band from 0.25 to 0.31 rad; (b) the large band from 3.20 to 5.50 rad. All markings are as in Fig. 12.

initial phases near which dissociation occurs for a variety of initial conditions. A few important features are observed in these figures, and we review these here.

First, the curves are quite smooth in the dissociation regions. At the border between reactive and dissociative collisions, $f_C$ smoothly matches onto the $f^R$ curve, and at the border between nonreactive and dissociative collisions, $f_A$ smoothly matches onto the $f^R$ curve. In all cases, the matching occurs at a value of the energy fraction of 2/3; this is the maximum value $f_n$ or $f_C$ can take in the dissociative region for a system of three equal masses. The small values of $f_B$ are also a requirement of the mass combination (for the case of three equal masses, $f_B$ is required to be smaller than 1/6).

Second, two types of partitioning curves are seen. For those dissociative bands confined between one reactive and one nonreactive band, $f_A$ and $f_C$ must both have regions where they are large ($\approx 2/3$) and small ($\approx 1/6$). For those bands confined between two nonreactive bands, the $f_A$ vs phase curve must have a minimum. The presence of such a minimum will have a major effect on the partitioning probabilities to be presented below. In principle, one might obtain
dissociative bands confined between two reactive ones, but such bands have not yet been observed.

Finally, we present results for the partitioning probability \( \langle dP_{f_i}/df_{Ai} \rangle \), defined in Sec. II. These are shown in Figs. 18–23 for the six sets of initial conditions for which energy fractions were shown as a function of initial phase in Figs. 12–17. The partitioning probabilities in the first and last of the former figures are compared with the corresponding quantum mechanical ones elsewhere.\(^7\)\(^d\) As mentioned pre-

---

FIG. 16. Final energy fractions \( f_{X} \) as a function of initial phase \( \Phi \) for dissociative bands in collisions of vibrationally excited molecules at a reagent translational energy \( E_r \) of 0.015 eV. All markings are as in Fig. 12.

FIG. 17. Final energy fractions \( f_{X} \) as a function of initial phase \( \Phi \) for dissociative bands in collisions of vibrationally excited molecules at a reagent translational energy of \( E_r \) of 0.0715 eV. All markings are as in Fig. 12.

FIG. 18. Partitioning probability \( \langle dP_{f_i}/df_{Ai} \rangle \), (see Sec. II) as a function of energy fraction \( f_{Ai} \) of atom A for dissociation in collisions of ground state molecules at a reagent translational energy \( E_r \) of 0.388 eV.
FIG. 19. Partitioning probability \( \frac{dP_{AA}}{df_{A}} \) as a function of energy fraction \( f_{A} \) for atom A for dissociation in collisions of ground state molecules at a reagent translational energy \( E_{r} \) of 0.233 eV. The probability is zero for values of the energy fraction \( f_{A} \) below that at which it diverges (\( \approx 0.28 \)).

FIG. 20. Partitioning probability \( \frac{dP_{AA}}{df_{A}} \) as a function of energy fraction \( f_{A} \) for atom A for dissociation in collisions of vibrationally excited molecules at a reagent translational energy \( E_{r} \) of 0.2815 eV.

FIG. 21. Partitioning probability \( \frac{dP_{AA}}{df_{A}} \) as a function of energy fraction \( f_{A} \) for atom A for dissociation in collisions of vibrationally excited molecules at a reagent translational energy \( E_{r} \) of 0.1815 eV.

FIG. 22. Partitioning probability \( \frac{dP_{AA}}{df_{A}} \) as a function of energy fraction \( f_{A} \) for atom A for dissociation in collisions of vibrationally excited molecules at a reagent translational energy of 0.1015 eV. The probability is zero for values of the energy fraction \( f_{A} \) below that at which it diverges (\( \approx 0.25 \)).

FIG. 23. Partitioning probability \( \frac{dP_{AA}}{df_{A}} \) as a function of energy fraction \( f_{A} \) for atom A for dissociation in collisions of vibrationally excited molecules at a reagent translational energy of 0.0715 eV.

Previously (see Sec. II), there are some numerical difficulties involved in generating these curves, due to the necessity of interpolating and differentiating the \( f_{A}^{P} \) vs phase curves, as well as in obtaining highly accurate \( f_{A}^{P} \) values in regions where it is nearly independent of phase, thus making a major contribution to \( \frac{dP_{AA}}{df_{A}} \) as can be seen from Eq. (3). The details of the curves are less certain (and of less interest) than their broad, overall shape, which is expected to be less sensitive to numerical methods. They all appear quite different from each other, and we can rationalize much of their form simply from the reaction and dissociation probabilities, the kinematics of the system, and the existence of well-defined dissociation bands in the reactivity band plots (Figs. 4–6). We will consider this issue in greater detail in Sec. IV.

There are a few features of Figs. 18–23 which will prove to be of most interest. First is the tendency of the partitioning
probabilities to have their maxima near the maximum allowable energy fraction of 2/3, although this is not uniformly true (see particularly Fig. 22, in which the partitioning probability diverges at an \( \int_A = 0.25 \)). Second, in four out of the six cases studied, the partitioning probability either has poles (Figs. 19 and 22) or sharp peaks (Figs. 20 and 21).

IV. DISCUSSION

In this section we consider first the implication of the bandedness of dissociative trajectories as seen in the reactivity band plots (Figs. 4–6). In particular, we will focus on how this bandedness, when coupled with the calculated reaction probabilities and the kinematics of the collision, can be seen to lead to the general structure of the partitioning probability curves, such as those shown in Figs. 18–23. We then consider the origins of the bandedness of the dissociative trajectories and show that a close relationship can be established between the separate bands and different types of trajectories leading to dissociation.

A. Implications of the dissociative reactivity bands

Trajectories which lead to dissociation have been found to occur, as a general rule, in well-defined bands in the reactivity band plots (Figs. 4–6). Exceptions to this trend are found for collisions of a \( \nu = 1 \) molecule in which the reagent translational energy is in the range from 0.07 to 0.10 eV. In this region, the trajectory outcome may vary substantially with small changes in the initial phase of the diatomic molecule. This is somewhat reminiscent of the observation of changing regions in the final action vs initial phase plots seen in reactive atom–diatomic collisions (at energies well below dissociation), particularly the \( \text{H} + \text{H}_2 \), \( \text{F} + \text{H}_2 \), \( \text{CI} + \text{HCl} \) \(^{12} \) reactions. Unlike in those cases, where the outcome of the trajectory appears to be random, seemingly smooth (but quite short) curves of final action vs initial phase can be obtained by the use of sufficiently small grid spacing (0.002 rad).

In most cases, dissociative trajectories can be thought of as limiting cases of reactive or nonreactive collisions giving rise to vibrational excitation of products. This can be seen in two interrelated ways. For values of the initial phase only slightly different from those of the trajectories which lead to dissociation, the diatomic molecules remaining at the end of the collision will be highly vibrationally excited. If one considers the fractional energy as a function of initial phase, such as that plotted in Figs. 11–17, one sees that the curve of atom A smoothly matches onto that for atom A in nonreactive collisions and that for atom C smoothly matches onto that for atom C in reactive collisions.

The nature of the dissociative segment (defined by the type of nondissociative segments between which it is confined at a given energy) will play a major role in determining the appearance of the partitioning probability curves. If the dissociative segment is confined between one reactive and one nonreactive segment, the partitioning probability curve should cover essentially all the accessible regions of energy fractions (1/6–2/3 in this case). If, on the other hand, the segment is confined between two nonreactive or two reactive ones, the partitioning probability curves will cover only a subset of the allowable energy fractions and must have at least one place where they diverge. This divergence occurs at values of \( \int_A \) for which the \( \int_A \) vs initial phase curves show extrema, as can be seen from Eq. (3). For the simplest case in which the dissociative segment is confined between two nonreactive segments, the divergence will occur at a minimum of \( \int_A \), and the dissociation probability below the singularity will vanish while above the singularity, it is continuous. Such curves are observed in Figs. 19 and 22. For the other simple case, a maximum in \( \int_A \) will occur and the dissociation probability will vanish above the singularity and be continuous below it. Trajectories corresponding to this case have not been observed in the present system. More complicated situations might arise. More generally, one may, in principle, find curves of \( \int_A \) vs \( \phi \) for dissociative segments confined between two nonreactive ones having \( n + 1 \) minima and \( n \) maxima (leading to \( 2n + 1 \) divergences in partitioning probability curves). Similarly, for dissociative bands confined between two reactive ones, there may be \( n + 1 \) maxima and \( n \) minima. No such curves (multiple minima and maxima) were observed, however.

These figures demonstrate that the value of the energy fraction at which the partitioning probability diverges can be quite close to its maximum or minimum permitted value. Precisely at what values of the energy fraction the partitioning probability diverges will depend on the shape of the dissociation and reaction reactivity bands at the energy being considered. If for instance, one is at an energy fairly near the onset of the reaction band, the minimum in the energy fraction vs phase plot will occur at a value of the energy fraction close to 1/6. This is the case in Fig. 22 (for which the important reaction and dissociation reactivity bands may be seen in Fig. 5). If the energy is such that one is not close to the onset of the reaction band, the minimum will occur at values of the energy fraction close to 2/3.

These discontinuities are very similar in appearance to those associated with rainbow scattering observed in the classical scattering of a particle by a spherically symmetric potential. In that problem, the differential cross section is zero on the high angle side of the rainbow, while it has a smooth dependence on the deflection angle or the low angle side. These rainbows are analogous to the discontinuities here because the partitioning of the energy among the atomic products of CID is related to the asymptotic orientation of the classical trajectory with respect to the coordinate axes when plotted in the usual Delves mass-weighted coordinate system.

Certain types of curves of energy fraction vs phase in dissociative collisions which might in principle occur have not been observed in these studies. For instance, in no cases were curves with more than one minimum or maximum obtained. Hence, the partitioning probability diverges at one and only one energy fraction if it diverges at all. As mentioned earlier, no dissociative bands confined between two reactive bands were observed. Such bands would lead to partitioning probability plots opposite to those in Figs. 19 and 22: at all energy fractions above that at which the singularity occurs the probability would vanish. There seems to be no
reason why such bands should not exist, so we assume that their absence is a function of the particular potential energy surface and mass combination used.

The fact that reactive processes are less probable than nonreactive ones at the energies studied suggests that in dissociative collisions one may be more likely to find kinetic energy distributions in which atom A has the greatest portion of the available energy. This would give rise to the partitioning probability being dominated by high energy fractions. The range of energy fractions allowable is kinematically determined simply by the masses of the colliding particles, are given in Eqs. (5), which explains why only certain numerical regions of the energy fraction are allowed. Changing the masses would, therefore, change the partitioning probabilities of both kinematic and dynamic reasons.

The structure of the reactivity band plot differs very strongly for $v = 0$ and $v = 1$ molecule collisions, and this fact, coupled with the definite manner in which the position and width of the reactivity bands have been shown to determine the partitioning probabilities, suggest that one might obtain substantially different kinetic energy distributions from dissociation from the two reagent states at the same total energy. The same statement applies to translational energy. The simplest way of obtaining such different behaviors would be to locate an energy at which the dissociation from $v = 0$ occurs totally from a band which is confined between two nonreactive bands, while that from $v = 1$ occurs from one or more bands confined between one reactive and one nonreactive band. Thus, not only may the outcome of the collision (reaction, nonreaction, or dissociation) depend on the initial state, but the intimate details of dissociation may also be a function of the initial state.

B. Origin of the dissociative reactivity bands

Formation of reactivity bands in atom–diatomic molecule collisions has been observed in a variety of systems at energies below dissociation$^{12,13,20(c)}$; banding has also been observed in a nonreactive system studied at energies above dissociation$^{10(a)}$. The present paper is, to our knowledge, the first reactivity band study of dissociation in a reactive system. To explain the origin of reactivity bands, we are interested in understanding the nature of the trajectories which comprise each band. In particular, we focus on two questions. First, we want to know whether each separate band corresponds to different types of trajectories. Second, we want to know what happens near the boundaries between bands, especially in the chattering regions, such as that shown in Fig. 11, in which the outcome of the trajectory is extremely sensitive in the initial conditions of the trajectory.

Wright and Tan$^{12(c)}$ have shown in their study of the collinear $T + HT$ system on the SSMK surface$^{25}$ that the two lowest energy reaction reactivity bands are comprised of different types of trajectories. In the lower energy band, reactive trajectories cross the symmetric stretch line only once, while in the higher energy band, they cross the symmetric stretch line three times. Representative trajectories are shown in Fig. 8 of Ref. 12(c). A similar correspondence can be drawn between the two reaction regions in Fig. 5 for collisions in which the diatom is initially in the $v = 1$ state. For the $v = 0$ case we show in Fig. 4 only the high energy reaction region; there is another one at lower energies responsible for the large values of $P_R$ as seen in Fig. 2. Trajectories comprising the lower reaction band in the $v = 1$ case cross the symmetric stretch line once (Fig. 24) while those in the higher band cross it three times (Fig. 25). Reactive trajectories must cross the symmetric stretch line an odd number of times; thus, these are the simplest kind of reactive trajectories possible. The same behavior is seen in collisions of ground state molecules; we do not show them here.

![FIG. 24. Plot of typical reactive trajectory in the low energy reaction reactivity band for collisions of a vibrationally excited molecule. The trajectory is for an initial translational energy of 0.0715 eV and initial vibrational phase of 3.4558 rad. The integration of the trajectory was begun with $R = 12.8952$ bohr. The trajectory is superimposed on a plot of the potential energy surface for the system in Delves mass-scaled coordinates. Contours are drawn every 0.06 eV starting from 0.02 up to 0.50 eV with respect to the bottom of the well of the isolated diatomic molecule. The x marks the saddle point for the reaction. Note that there is only one crossing of the symmetric stretch line.](image1)

![FIG. 25. Plot of a typical reactive trajectory in the high energy reaction reactivity band for collisions of vibrationally excited molecules. Trajectory is for initial translational energy of 0.2815 eV and initial vibrational phase of 0.2817 rad. All markings are as in Fig. 24.](image2)
We next consider the nature of trajectories leading to dissociation. We focus our attention first on the single dissociation band (Fig. 4) for collisions of ground state molecules and two large bands (Fig. 5) for collisions of \( v = 1 \) molecules. We consider the small band for \( v = 1 \) isolated in the large nonreactive band and the overall chattering region later. Typical dissociative trajectories are shown in Figs. 26–28 for the dissociative band in \( v = 0 \) collisions, the first dissociative band in \( v = 1 \) collision, and the second such band in \( v = 1 \) collisions, respectively. In Figs. 26 and 28, the trajectory crosses the symmetric stretch line three times; in Fig. 27 the symmetric stretch line is crossed only once. The three crossings for Figs. 26 and 28 are associated with two internal collisions in the strong interaction region, the first between A and B and the second between B and C. For Fig. 27 the single crossing of the symmetric stretch line is also associated with two internal collisions, but in inverse order, the first between B and C and the second between A and B. This suggests that the separate dissociation bands are each composed of trajectories crossing the symmetric stretch line a different number of times, just as was seen for reactive transitions. Andrews and Chesnavich\(^{14(b)}\) have also noted that dissociative trajectories may originate on either side of the symmetric stretch line in symmetric (A—B—A) systems. Compared to the reactive case, things are not quite so simple in the dissociation case, however, as the trajectory need not cross the symmetric stretch line an odd number of times. In fact, trajectories which cross it twice have been observed in both of the \( v = 1 \) reactivity bands. The last crossing of the symmetric stretch line may occur (as does that in the trajectory shown in Fig. 27) at large values of the internuclear coordinates. Whether or not such a crossing takes place will depend on the partitioning of the energy among the three atoms. The final crossing may be thought to occur while the atoms are in the process of dissociating, even if the crossing occurs at fairly small values of the internuclear coordinates. Thus, the first dissociation reactivity band in the reactivity plot (in Fig. 5) may be thought of as being comprised of trajectories which cross the symmetric stretch line once prior to the process of actually dissociating (during which they may again cross that line). In the second dissociation band for \( v = 1 \) and the only such band for \( v = 0 \), two crossings take place prior to the onset of dissociation, after which a third crossing may occur.

These observations allow one to make a simple physical picture to account for the observed vibrational enhancement of CID in this system. The simplest trajectory which may lead to dissociation does not occur when the molecule is in its ground state. It occurs when the molecule is in its excited state. Since more complicated trajectories appear to contribute only at higher energies, low energy dissociation is prevented in the ground state case. The qualitative agreement between the quasiclassical trajectory calculations and the exact quantum ones reported previously\(^7\) indicate that this simple classical picture may be a reasonable one to use in

---

**Figures:**

- **Fig. 26.** Plot of a typical dissociative trajectory in collisions of ground state molecules. Trajectory is for initial translational energy of 0.388 eV and initial vibrational phase of 0.3142 rad. All markings are as in Fig. 24.

- **Fig. 27.** Plot of a typical dissociative trajectory in the low energy dissociation reactivity band for collisions of vibrationally excited molecules. Trajectory is for initial translational energy of 0.0715 eV and initial vibrational phase of 5.3407 rad. All markings are as in Fig. 24.

- **Fig. 28.** Plot of a typical dissociative trajectory in the large, high energy dissociation reactivity band for collisions of vibrationally excited molecules. Trajectory is for initial translational energy of 0.2815 eV and initial vibrational phase of 5.3407 rad. All markings are as in Fig. 24.
attempting to understand the calculated vibrational enhancement of CID in this system.

We next wish to consider the small dissociation band seen in Fig. 5 (and enlarged in Fig. 6) near 2 rad and 0.18 eV reagent translational energy. A typical trajectory for this band is shown in Fig. 29. This trajectory is quite different from the dissociative ones seen in Figs. 26 and 28. This should not be surprising, however, and this small dissociative band is imbedded in a large nonreactive band and the other dissociative bands tend to be confined between reactive and nonreactive bands. Examination of nonreactive trajectories near the boundaries between the nonreactive and dissociative reactivity bands indicates that differences between the trajectories within them are quite small and become important only at large values of the internuclear coordinates.

This is a case then, in which the final outcome of the trajectory is not seen until well after the collision might be thought to be finished (R_{AB} large and increasing, R_{BC} fairly small).

We finally consider the chattering regions indicated in Fig. 11. In the regions of initial phase from 2.5 to 2.7 rad, the outcome of the trajectory varies greatly with small changes in the initial phase. Such regions have been observed in studies of reactions below dissociation, particularly the H + H_2\textsuperscript{13,20(a)} and F + H_2\textsuperscript{19,21} reactions. In these regions, the trajectories become very complicated, frequently bouncing back and forth many times in the strong interaction regions of the potential energy surface. Atom B is said to "chatter" between atoms A and C, hence the name chattering regions.

In this case, the trajectories in the chattering regions are not overly complicated. Three such trajectories are shown in Figs. 30–32 corresponding to initial conditions shown in Fig. 11. The initial phase differs by 0.01 rad (0.57°) between each.
trajectory. The dominant feature of the trajectories is clear: trajectories in this region involve motion more or less along the symmetric stretch line. The extreme sensitivity of the trajectory outcome to the initial phase can be rationalized as follows. In moving the symmetric stretch line, the trajectory can naively be viewed as having "forgotten" from where it was begun, and therefore it is reasonable that a small perturbation to the trajectory could seriously alter its course.

At energies below dissociation motion exactly along the symmetric stretch line would constitute that of a trapped trajectory—one which could oscillate back and forth forever, never leaving the interaction regions of the potential energy surface. In the language of Pollak and Pechukas, such motion constitutes a trapped trajectory of the first kind. These trajectories are frequently found at the boundary between reactive and nonreactive bands in atom–diatomic molecule systems at energies below dissociation. At energies above dissociation, trapped trajectories of the first kind (in which the trajectory oscillates back and forth forever between the two different potential lines for the given total energy) do not exist. A trajectory can change its character continuously from reactive to nonreactive or vice versa by going through an intermediate stage of dissociative trajectories. Thus, the requirement shown by Pechukas and Pollak that trapped trajectories must occur at the boundary between reactive and nonreactive bands at energies below dissociation is not applicable at energies above dissociation. Andrews and Chesnavich have, in fact, shown the necessity of having dissociative trajectories occurring with initial conditions between those of nonreactive and reactive trajectories. Nothing in these statements, however, precludes the possibility of formation of trapped trajectories of the second or third kinds. No such trapped trajectories (or nearly trapped ones) were observed, although we have not carried out a systematic search for them.

CONCLUSIONS

We have performed a reactivity band analysis of CID in a model collinear reactive atom–diatomic molecule system on which nonreactive, reactive, and dissociative processes are possible. Quasiclassical trajectories are believed to provide a reasonable view of the dynamics in this system because of the qualitative similarity in the reaction and dissociation probabilities calculated by trajectories and by exact quantum mechanical calculations.

CID is shown to occur almost entirely in well-defined bands in initial phase–initial translational energy space, the exception being a small contribution from dissociative trajectories in a chattering region in which the outcome of the trajectory is extremely sensitive to the initial vibrational phase of the reagent molecule. Dissociation may be thought of as a limiting case of vibrational excitation, as nondissociative (reactive or nonreactive) trajectories with initial conditions only slightly different from those leading to dissociation result in a diatomic molecule product which is highly vibrationally excited. In most cases, dissociative reactivity bands found are confined between one reactive and one nonreactive band; in the rest, they may be found between two nonreactive bands. In no instances were dissociative bands confined between two reactive bands.

The partitioning of kinetic energy among the three atomic products of dissociative collisions was calculated and shown to be a smooth function of the initial phase throughout the dissociation band. Kinematic considerations require that most of the available kinetic energy go onto the end atoms (A or C). The fraction of the available kinetic energy in the end atoms, as a general rule, matches smoothly onto that of the free atom in nondissociative collisions (atom A in nonreactive collisions, atom C in reactive ones).

From the curves of final energy fraction vs initial phase we have been able to calculate the partitioning probability, that is, the likelihood of the dissociation process to distribute the available energy in a given way. Plots of the partitioning probabilities vs final energy fraction for six different sets of initial conditions (reagent vibrational state and translational energy) display a wide range of behavior. The general form of these partitioning probability curves can be inferred solely by examination of the reactivity band plots.

The different dissociative reactivity bands found for the reaction of vibrationally excited (v = 1) molecules have been shown to be comprised of different kinds of trajectories. The band which dominated at low energies (and ends at reagent translational energies about 50% above the dissociation energy) is seen to arise from trajectories which cross the symmetric stretch line only once prior to the onset of actual dissociation, while the higher energy band arises from trajectories which cross the symmetric stretch line an additional time. The single dissociation band observed in collisions of ground state molecules is seen to be made up of trajectories which cross the symmetric stretch line twice prior to dissociation. Hence, the vibrational enhancement of CID can be thought of as being due to the inability of ground state molecules to dissociate by the simplest possible trajectory; dissociation from such ground states is only possible by a more complex procedure, which only becomes important at higher energies.

The chattering region is seen to arise from trajectories which at some point follow the symmetric stretch line very closely. Since the available energy is greater than the dissociation energy, motion along the symmetric stretch line does not constitute a trapped trajectory. The existence of a dissociation channel allows for a smooth transition from reactive to nonreactive trajectories via an intermediate region of dissociative trajectories. As a result, trapped trajectories need not occur at the boundary between reactive and nonreactive trajectories.

Our analysis has been restricted to a single model of a potential energy surface for a collinear collision. In a reactive system, changes in the masses of the atoms have been shown to produce major changes in the structure of the reactivity bands. Exact quantum mechanical calculations on isotopically substituted versions of the model system studied here (mass combinations 10−1–10 and 1–35–1) indicate that the effect of mass on dissociation is strong. Large changes in the reactivity band structure can be expected. Thus one must use caution in attempting to make generalizations on the basis of the reactivity bands for one system.
Removal of the collinearity restriction might be expected to lead to substantial changes in the reactivity bands. In studies of the two- and three-dimensional T + HT reaction, Wright\textsuperscript{12e} has shown a disappearance of the bandedness observed in the collinear reaction, which is due to the diminished importance of multiple collisions (which involve multiple crossing of the symmetric stretch line) in noncollinear collisions. Thus, in three-dimensional systems, the richness of the banded structure obtained here might be expected to be substantially reduced.
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