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Compact Integrated Motion Sensor 
With Three-Pixel Interaction 

Jorg Kramer 

Abstract-An integrated circuit with on-chip photoreceptors is 
described, that comwtes the bi-directional velocitv of a visual stimulus 
moving along a given axis in the focal plane by measuring the time 
delay of its detection at two positions. Due to the compactness of the 
circuit, a dense array of such motion-sensing elements can be 
monolithically integrated to estimate the velocity field of an image and 
to extract higher-level image features through local or global 
interaction. 

Index Terms-Motion estimation, velocity sensor, optical flow, analog 
VLSI, robot vision. 

1 INTRODUCTION 
A variety of image-processing tasks, such as segmentation and 
estimation of depth, can be considerably simplified in dynamic 
scenes if motion data is available. Furthermore, mobile systems 
rely on motion information for the computation of important pa- 
rameters of ego-motion, such as time to contact and focus of ex- 
pansion. Since they use the extracted information to guide their 
behavior, processing has to be done within a time frame during 
which thescene does not evolve significantly, i.e., in "real time.; 
Real-time image processing typically requires a very high band- 
width. In order to avoid a bottleneck after the photoconversion 
step, the input data is best handled in paralIel by the first proc- 
essing stages. Distributed preprocessing also makes the system 
more tolerant against failure of individual components and thus 
more reliable. Extraction of the information important to the sys- 
tem usually results in significant data reduction, making serial 
processing more attractive at later stages. 

Mobile systems often place severe restrictions on size, weight, 
power consumption, and shock resistance of their image- 
processing circuitry, thus favoring highly-integrated solutions. 
However, the degree of integration is limited by the large size and 
power dissipation of parallel architectures. Well-designed analog 
systems are much more economic in area and powerronsumption 
than traditional digital ones with comparable computing power 
111. Since the high computational precision attainable with digital 
circuits cannot be fully exploited in systems with analog sensory 
inputs providing inaccurate and noisy data, the 8-bit accuracy 
typically offered-by analog VLSI circuits may be quite appropriate 
for processing. For various systems, such rough estimates are suf- 
ficient to induce the proper action, especially if they provide feed- 
back through ego-motion. Errors can be reduced by using a priori 
information, e.g., about the piecewise rigidity of the environment, 
to obtain some redundancv. 

Algorithms for the computation of visual motion are usually 
classified into different categories 121, that are chosen on the basis 
of biological evidence or computational implications. For the pur- 
pose of this article, we shall distinguish between gradient and cor- 
respondence algorithms. Gradient schemes extract the velocity of an 

image feature from approximations of temporal and spatial de- 
rivatives of the local brightness distribution. Since the calculation 
of derivatives is sensitive to circuit offsets, noise, and varying irra- 
diance, gradient algorithms are difficult to implement robustly 
with analog circuitry. Correspondence methods estimate motion 
by comparing the position of a pattern at different times (spatial 
correspondence), or by comparing the timing of a pattern at differ- 
ent positions (temporal correspondence). While digital imple- 
mentations of correspondence algorithms typically use the former 
approach 131, most analog implementations and well-understood 
biological systems 141 do not intrinsically work on a discretization 
of time and thus naturally use the latter approach. Correspon- 
dence methods can be subdivided into correlation methods and 
token-based methods. Correlation methods operate on any type of 
image structure and hence, like gradient methods, produce a 
dense map of velocity estimates. However, they usually exhibit 
better numerical stability than gradient methods, since correlation 
is based on multiplication, rather than on differentiation. Token- 
based methods only respond to a particular class of image fea- 
tures, by first making a decision about their presence at a given 
location in space and time. At the expense of producing only 
sparse velocity maps, token-based methods can be made to oper- 
ate quite robustly. 

Given a host of fundamental difficulties in reliably estimating a 
velocity field from purely visual data (optical flow) 151 and the 
various trade-offs to be considered when designing a circuit to 
perform this task, the choice of the algorithm has to be guided by 
the specifications of the system and the environment it is used in. 

Motion algorithms generally operate on discrete approxima- 
tions of space and/or time, and thus suffer from aliasing effects. 
These are more serious than most other effects degrading the per- 
formance of a motion sensor, because they prevent the output 
signal from being a smooth function of the image parameters and 
therefore lead to completely spurious data instead of merely giv- 
ing an inaccurate estimate of the velocity. Most implementations 
measure irradiance at discrete locations with a regular spacing Ax. 
This gives rise to a criterion for the prevention of spatial aliasing 
that sets an upper limit to the spatial frequency k in the image, 
given by the sampling theorem as 

- 1  
k < -  2Ax ' 

Some analog correspondence algorithms operate on continuous 
time and are therefore not fundamentally limited any further by 
temporal aliasing. Most of these are token-based methods that 
infer the velocity U of an image token from its time of travel A f  
between two adjacent locations according to 

Ax 
A t = - - - .  

Since the temporal frequency v at a fixed location in the image is 
given by 

any stimulus that is not spatially aliased automatically meets the 
condition 

1 
2At V < -  (4) 
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in such a time-of-travel algorithm. Gradient algorithms, digital 
correspondence algorithms and analog correlation algorithms, 
however, generally work with independent time constants At and 
are thus subject to a temporal-aliasing criterion of the form (4) that 
sets additional limitations onto the input signal. 

Conditions (1) and (4) may be satisfied by low-pass filtering the 
input signal in space and in time respectively. Spatial low-pass 
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filtering can easily be performed by optical means, whereas tem- 
poral low-pass filtering requires additional circuitry. The aliasing 
problem can thus be very conveniently solved with time-of-travel 
algorithms only requiring spatial low-pass filtering. 

2 RELATION TO PREVIOUS WORK 

In the following, we give a short overview of previous implemen- 
tations of analog VLSI motion sensors that combine photorecep- 
tors and processing circuitry on a single chip. A more detailed 
survey can be found in [6]. We focus here on sensors of compara- 
ble size and performance to the one described in this article and 
assess the merits of this new scheme in relation to them. 

After an early implementation of a 2D velocity sensor based on 
a gradient method [7] showed poor performance, subsequent ef- 
forts concentrated on implementing temporal-correspondence 
algorithms, ranging from pure correlation schemes [8] to algo- 
rithms performing correlation-type motion computation on ex- 
tracted image tokens 191, 1101, [ l l ]  and to token-based time-of- 
travel methods [ll], 1121, [13], [141. Most of these previous analog 
VLSI motion sensors either only responded robustly to stimuli of 
very high contrasts [7], 1111 or had an output signal that strongly 
depended on contrast and/or illumination, as well as velocity [8], 
[lo], [12]. Another problem with some implementations [7], 191, 
1131 was the large size of the circuitry needed to extract a single 
velocity value, making them unsuitable for dense 2D focal-plane 
arrays 

Two token-based time-of-travel correspondence algorithms 
were implemented with compact circuits, that unambiguously 
encoded 1D velocity over considerable velocity, contrast, and il- 
lumination ranges. They both used the same feature extractor as 
an input stage, namely a “temporal edge detector” responding to 
dark-bright irradiance changes [141. In the facilitate-and-trigger 
(FT) circuit [ll], an edge signal generated a voltage pulse of fixed 
amplitude and length at each edge-detector location. The pulses 
from two adjacent locations were fed into two motion circuits, one 
for each direction. For motion in the preferred direction such a 
motion circuit output a pulse with a length that equalled the 
overlap time of the input pulses, while for motion in the null di- 
rection no output pulse was generated. In the facilitate-and- 
sample (FS) circuit 1141, an edge signal gave rise to a sharp voltage 
spike and a logarithmically-decaying voltage signal at each detec- 
tor location. The voltage spike from one location was used to sam- 
ple the analog voltage of the slowly-decaying signal of an adjacent 
location, which was a measure of the relative time delay of the 
triggering of the two signals. Both circuits showed good perform- 
ance for sharp edges of medium and high contrasts, whereby the 
output signal was independent of contrast and of the global illu- 
mination level over a considerable range 1151. For lower contrasts 
and more gradual edges the response started to decrease, thus 
underestimating the speed. 

As published, all reviewed motion sensors were subject to a 
temporal-aliasing criterion in addition to the spatial-aliasing crite- 
rion, since besides fixed space constants they also used built-in 
time parameters for their computations, whose finite values were 
essential for their proper operation, thereby further limiting the 
working range in the temporal domain. 

In this article we present a compact motion circuit based on a 
time-of-travel correspondence algorithm, that encodes velocity in 
the length of binary output pulses. The pulse length is inversely 
related to velocity, as for some other time-of-travel methods [ll],  
1121, 1131. The use of active inhibition with a time constant adapt- 
ing to the speed of the stimulus through a three-pixel-interaction 
scheme prevents temporal aliasing over a large velocity range. 
Throughout this article the proposed motion algorithm will be 
referred to as the facilitate-trigger-and-inhibit (FTI) algorithm. In 

the present implementation, the FTI motion cell receives its inputs 
from temporal edge detectors such as those used in conjunction 
with the FS and JT cells. With this input stage, the response char- 
acteristics of the R I  and FT sensors are similarly invariant against 
global illumination level and edge shape, whereas the output sig- 
nal of the FS sensor shows more variance toward high velocities 
and low illumination and contrast levels. On the other hand, the 
FS cell provides good sensitivity over a large velocity range due to 
the logarithmic dependence of the output signal on the velocity, 
while for the FTI and ET schemes the inverse characteristics result 
in a quickly-decreasing sensitivity toward larger velocities. The 
JTI and FS sensors operate over a large velocity range, whereas 
the JT sensor does not respond to small velocities due to the finite 
length of the input pulses to the motion circuits. In contrast to the 
FT and FS cells, the R I  cell does not need any bias voltages in 
addition to those used by the edge detector. 

Including the edge-detection stage, the total size of an FTI mo- 
tion-sensing element in a 1D array, as implemented with 2 pm 
technology, is only about half that of such an FT or FS motion- 
sensing element. Without the edge detector, which may be imple- 
mented differently and may also be shared with circuits perform- 
ing other types of computations,’an FTI motion cell covers only 
about 20% of the chip area used by either an FT or an FS motion 
cell. Suppression of temporal aliasing in the FT and FS cells re- 
quires additional circuitry to compare the two directional outputs 
1151, making the size ratio even more favorable for the FTI cell. 

Some of the implemented analog VLSI motion sensors aggre- 
gate data from sets of motion-processing elements or even from an 
entire array for a single velocity output [71, [81, [91, 1101. While on 
an algorithmic level, aggregation is only necessary for a few 
schemes 171, [lo], it can be generally used to increase accuracy and 
reliability. For motion sensors with value-coded analog outputs, 
signal aggregation is straightforward to implement with current- 
summing techruques. Time-of-travel sensors, such as the FTI sen- 
sor, provide time-coded output signals, that have to be first tempo- 
rally integrated before they can be aggregated with such methods. 
Alternatively, such signals can be directly averaged in the tempo- 
ral domain using adaptation techniques. Such an approach is cur- 
rently being evaluated for the FTI sensor. 

3 TEMPORAL EDGE DETECTOR 
The FTI motion cell can be combined with any input stage that 
responds m t h  a short current or voltage spike to a certain image 
feature Detectors for low-level features, such as edges, provide 
denser feature maps and are simpler to build with analog inte- 
grated circuits than those for higher-level features All reviewed 
implementabons of token-based motion algorithms used edges as 
mage tokens Temporal edge detectors, responding to irradiance 
transients at a single position, are generally more compact and less 
prone to circuit offsets than spatial edge detectors, using irradi- 
ance data from different locations [161 While being more sensitive 
to flicker noise induced by a c -driven light sources and other 
rapid global illumination transients, they can be operated at lower 
contrast-detection thresholds under slowly-varying lighting con- 
ditions The FTI motion cell has been interfaced with the temporal 
edge detector described in 1141, which was demonstrated to re- 
spond down to lower contrasts than the edge detectors used m 
most other reviewed circuits, while having a reasonably small size 
It is schematically shown in Fig 1 

The photoreceptor circuit (D1, Q, - Q4, C,  - C,) 1171 consists of a 
sensor (Dl, Q1) that converts the incoming irradiance into a volt- 
age, a high-gain feedback circuit (Q2 - Q3), and a capacitive gain 
stage (C, - C,) with slow adaptation (Q4) of the output voltage Vph 
to the steady-state response V,, which increases logarithmically 
with irradiance E Thus, the voltage transient dVq caused by a 
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small irradiance transient d E ,  is only a function of the relative irra- 
diance change d E / E  and not of overall image brightness. The tran- 
sient gain of the change dVph in the photoreceptor output voltage 
v p h  with respect to dVq is given by (c, + c,)/c,. 

r - - - - - - - - - - - -  
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Fig. 1. Circuit diagram of a temporal edge detector [14]. A photore- 

ceptor circuit (D,, (2, - Q4, C, - C,) [17] transduces a transient d E  in the 

incoming irradiance E into a voltage transient dVph that is propor- 

tional to the relative irradiance change d E / E .  Additional circuitry (Q, 

- Q , ,  C3 - C,) amplifies, differentiates, and rectifies this signal to pro- 
vide output voltage spikes V and v in response to a rapid positive 
transient corresponding to a dark-bright or ON edge. 

The voltage Vph is fed into a circuit that converts a rapid posi- 
tive transient dVph corresponding to a dark-bright or ON edge into 
a current spike I that is sensed by a voltage V and its complement 
v. The circuit consists of a basic operational amplifier (Q, - Q9), a 
capacitive gain stage (C, - C,) with slow adaptation (Qlo), a differ- 

entiator (Q, a rectifier (Q,, - Q,,), a current sensor (Q,J, and an 

inverter (Q,, - Q,,). During large irradiance transients the current I 
is given by 

C + C  C + C ,  kT d E  I = c,,, .3.1. _ .  -. 
C, C, q K  Edt (5) 

where 

and where k T / q  denotes the thermal voltage, Kthe back-gate coef- 
ficient, and 0 the Heaviside function. For further details of the 

circuit operation we refer to [141. 

4 MOTIONCELL 
The architecture of the FTI motion sensor is represented in Fig. 2. 
In a one-dimensional array of motion-sensing elements, each ele- 
ment contains an edge detector (E) and two motion circuits (M), 
each responding to one direction of motion. In Fig. 2 only the mo- 
tion circuits of element i are shown. Unlike the previously- 
implemented motion algorithms reviewed in Section 2, most of 
which base their computations on two-pixel interactions, these 
motion circuits receive inputs from three neighboring edge detec- 
tors, at positions i - 1, 1,  and i + 1. The inputs to the motion circuits 
are the outputs V and v of the edge detectors (Fig. 1). 

1 - 

Y- 1 

i- 1 

k 
E(x-vt) > 

i i+ 1 

"i+ I 

Fig. 2. Architecture of the facilitate-trigger-and-inhibit (FTI) motion sen- 
sor. Voltage spikes from edge detectors (E) at three adjacent pixel 
locations i - 1, i, i + 1 are used as facilitation (F), trigger (T), and inhibi- 
tion (I) signals for output pulses Vr' and V,' of direction-selective motion 
circuits (M). In a 1 D array, each motion-sensing element consists of an 
edge detector and two motion circuits, one for each direction.. 

An edge moving from left to right causes the edge detector at 
position i - 1 to facilitate the response of the circuit for rightward 
motion with a voltage spike Vz-,. Upon detection of the edge at 
position i, a voltage spike is produced, that initiates a voltage 

pulse Vrl at the output of the motion circuit. When the edge arrives 
at position z+1, the voltage pulse is terminated by inhibitory action 
induced by y,, . The output-pulse length At is inversely propor- 
tional to the velocity v of the edge stimulus according to (2). If the 
edge moves from right to left, the voltage spike y+, is generated 

first and inhibits the triggering of an output pulse Vr' by the suc- 
ceeding voltage spike 4. The inhibition is terminated by the fa- 

cilitation spike V,-, when the edge is detected at position i - 1. The 
circuit for leftward motion has its facilitatory input connected to 
V,,, and its inhibitory input to Vi-, . It therefore only generates an 
output pulse V,' for edges moving from right to left. 

This circuit does not use any internal time constants for the 
measurement of velocity. Unlike for some models for biological 

Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 18,2023 at 16:34:18 UTC from IEEE Xplore.  Restrictions apply. 



458 IEEE TRANSACTIONS ON PATrERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 18, NO. 4, APRIL 1996 

o n - -  

systems [18] and other circuit implementations [lll, 1121, the fa- 
cilitation and inhibition time intervals are neither built into the 
circuit nor set by external biases nor adjusted with feedback cir- 
cuits. They are intrinsically adaptive over a large velocity range, 
since they are directly determined by the velocity of the edge, that 
triggers facilitation and inhibition upon its arrival at nearby loca- 
tions on the chip, whereby inhibition terminates facilitation and 
vice versa. Facilitation in the preferred direction and inhibition in 
the null direction last twice as long as the output pulse. As pointed 
out in Section 1, the temporal-aliasing criterion (4) is thus equiva- 
lent to the spatial-aliasing criterion (1). The performance of the 
circuit in the temporal domain is therefore only limited by the time 
constants of the circuit components and not on an algorithmic 
level. 

A schematic diagram of the two directional motion circuits is 
drawn in Fig. 3. The circuit computing rightward motion com- 
prises transistors Q,, - Q,, and capacitors C, - C,. An output volt- 
age pulse Vvz is facilitated or inhibited depending on whether 
is low or high. For motion in the preferred direction, a positive 
voltage spike Vi-, discharges C, through Q,,, turning off and 
therefore the inhibition. A negative voltage spike then charges 

C, through Q1,, initiating an output pulse Vr'. A negative spike y+, 
recharging C, through Q,, brings V,:,, to a high potential again, so 

that C, is discharged and the output pulse Vri is terminated. For 
motion in the null direction, q+] first turns on the inhibition, pre- 
venting an output voltage pulse to be triggered in response to a 

succeeding spike 7. The circuit for leftward motion C, - 
C,) is identical to the one for rightward motion, using Vl+] as facili- 
tation spike and T-, as inhibition spike and generating a voltage 

pulse at V,' for motion in its preferred direction. 

- 

Vr 

I -  

I I 
I 8-1 @ Y+l I 

i i  

Fig 3. Schematic diagrams of a pair of motion circuits responding to 
opposite directions of motion 

5 EXPERIMENTAL DATA 
A linear array of eight motion-sensing elements was fabricated 
using a 2 pm n-well CMOS process provided by MOSIS [191 Each 
element comprises 23 MOSFETs and iiine capacitors with a total 
area of 27,500 pm2 of which the two motion circuits together, con- 
sisting of eight MOSFETs and four capacitors, cover 8,400 pn2 
The capacitors are small in order to conserve space and to provide 
short rise and fall times for the output pulses The chosen pixel 
pitch Ax of 85 pm resulted in an element width of 323 pm The 
object space was imaged onto the chip by means of a lens with a 
focal length f = 13 mm and an f-number of 1 8 For quantitative 
measurements, sheets of paper with printed gray-scale patterns 

wrapped around a rotating drum provided the optical stimuli. The 
object distance was set to 380 mm. Voltage traces from different 
stages of a motion-sensing element in response to a 56%-contrast 
ON edge are shown in Fig. 4. The data was taken under standard 
incandescent ax. room lighting, where the white paper provided 
an illuminance of 1.2 lux onto the image plane. The output voltage 
pulse.V, for the preferred direction is enabled by a low value Vi,,,, 
during an adaptive time window, while the output voltage pulse 
Vr for the null direction is disabled by a high value Vtnhr during 
that time window. 

The output-pulse length for the preferred direction as a func- 
tion of the velocity in the image for the same stimulus is plotted in 
Fig. 5. The response curves for three adjacent elements and a theo- 
retical curve as obtained from (2) are shown. Each data point rep- 
resents the average of eight measurements. The measured data 
agrees well with the theoretical prediction with a fixed-pattern 
noise low enough to make the fabrication of larger arrays seem 
practical. In the null direction, no output pulses were observed for 
the plotted speed range. For speeds higher than 60 "/sec, how- 
ever, the circuit responds in the null direction as well. This is not 
due to temporal aliasing (i.e., trigger and inhibition spikes being 
caused by different edges), but to the finite rise time of the inhibi- 
tion signal, which only becomes completely effective after the edge 
has reached the trigger location and the output voltage has already 
started to increase. The rise time of the inhibition signal is deter- 
mined by the shape and amplitude of the voltage pulse from the 
edge detector (and thus by the sharpness and the contrast of the 
edge) and by the size of the capacitor at the inhibition node. A 
circuit that provides shorter rise times, using three additional tran- 
sistors in the edge detector, is currently being tested. At the low 
end, the velocity range is limited by the decay-time constants, due 
to leakage currents, of output and inhibition pulses. For the used 
stimulus, inhibition in the null direction and a significant output- 
pulse amplitude in the preferred direction can be maintained for 
approximately 2.5 sec, corresponding to a speed of 0.034 "/sec. 
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Fig. 5. Output-pulse length of three adjacent motion-sensing elements 
for the preferred direction of motion of a 56%-contrast ON edge versus 
image velocity for incandescent room illumination with theoretical fit 
according to (2). Each data point represents the average of eight suc- 
cessive measurements. 

caused by the sinusoidal stimulus occasionally triggered multiple 
edge signals at some pixels, leading to spurious long pulses repre- 
senting a low speed in the null direction. The edge detector was 
operated at low gain with V ,  above threshold to prevent the 
brightness modulations of the incandescent illumination from 
generating spurious output spikes. Under d.c.-lighting conditions 
the gain can be increased, extending the contrast invariance of the 
output signal down to lower contrasts. 

70 , 
56% ~onlrast bar + 
22% ~ o n t r a ~ l  bar -+-- 

56% contrast sinusoid 0 

4 5 ,  I 

0 10 20 30 40 50 60 

Velocity (mmisec) 

Fig. 7. Output-pulse length of a motion-sensing element for the pre- 
ferred direction of motion of different ON edges for incandescent room 
illumination. Each data point represents the average of six successive 
measurements. 

Velocity (mmlsec) 

Fig. 6. Output-pulse length of a motion-sensing element for the pre- 
ferred direction of motion of a 56%-contrast ON edge versus image 
velocity for different levels of incandescent illumination. Each data 
point represents the average of six successive measurements. 

The response of a motion-sensing element to the same stimulus 
under different incandescent illumination levels is shown in Fig. 6. 
For each data point, six measurements were averaged. The re- 
sponse is very robust against changes in global light conditions 
over at least two orders of magnitude. The effect of changing edge 
contrast and sharpness is shown in Fig. 7. Contrast is defined here 
as the ratio of the difference and the sum of maximum and mini- 
mum irradiance. The response to sharp edge stimuli with different 
contrasts is compared with the response to a pattern whose gray 
value varies sinusoidally from dark to bright across a distance of 
75 pixels. Six measurements taken under an illuminance of 1.2 lux 
were averaged per data point. For sharp edges with medium or 
high contrasts the response is insensitive to contrast variations. For 
very blurred edges the averaged output-pulse length still depends 
monotonically on the velocity, but the response curve shifts 
slightly toward longer pulses, leading to an underestimation of the 
speed. The same qualitative behavior was observed for sharp 
edges with low contrasts. The slow positive irradiance transient 

6 CONCLUSION 
We presented an algorithm for the real-time measurement of bi- 
directional velocity of an optical stimulus in one dimension and its 
implementation with analog circuitry using standard CMOS tech- 
nology. The circuit is more compact than that of most previously- 
reported optical velocity sensors. Its output is a monotonic func- 
tion of velocity and is independent of the global illumination level 
across at least two orders of magnitude and of edge shape for suf- 
ficiently sharp and high-contrast edges. For more gradual and 
lower-contrast edges the response starts to shift toward lower 
speeds. Temporal aliasing is prevented by using an adaptive inhi- 
bition scheme. Dense arrays of such motion sensors can be mono- 
lithically integrated for the acquisition of entire velocity maps, 
which can be used to obtain higher-level image descriptions suit- 
able for navigation of mobile systems in complex environments. 

ACKNOWLEDGMENTS 
This work was supported by grants from the Swiss National Sci- 
ence Foundation, the Office of Naval Research, the Center for 
Neuromorphic Systems Engineering as a part of the National Sci- 
ence Foundation Engineering Research Center Program, and by 
the Office of Strategic Technology of the California Trade and 
Commerce Agency. 

REFERENCES 
[l] 

[Z] 

C. Mead, "Neuromorphic electronic systems," Proc. I E E E ,  vol. 78, 

E.C. Hildreth and C. Koch, "The analysis of visual motion: From 
computational theory to neuronal mechanisms," Ann. Rev. Neuuo- 
science, vol. 10, pp. 477-533, 1987. 
C. Koch, A. Moore, W. Bair, T. Horiuchi, B. Bishofberger, and J. 
Lazzaro, "Computing motion using analog VLSI chips: An ex- 

pp. 1,6791,636, Oct. 1990. 

[3]  

Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 18,2023 at 16:34:18 UTC from IEEE Xplore.  Restrictions apply. 



460 IEEE TRANSACTIONS ON PA-ERN ANALYSIS AND MACHINE INTELLIGENCE, VOL 18, NO. 4, APRIL 1996 

perimental comparison among four approaches,” Proc. IEEE 
Wor/csizop Visual Motion, pp. 312-324, Princeton, N.J., Oct. 1991. 
B. Hassenstein and W. Reichardt, ”Systemtheoretische Analyse 
der Zeit-, Reihenfolgen und Vorzeichenauswertung bei der 
Bewegungsperzeption des Russelkafers Chlorophanus,” Z .  Natur- 

A. Verri and T. Poggio, ”Motion field and optical flow: Qualita- 
tive properties,” IEEE Trans. Pattern Analysis and Machine Intelli- 
gence, vol. 11, no. 5, pp. 490-498, May 1989. 
R. Sarpeshkar, J. Kramer, G. Indiveri, and C. Koch, ”Analog VLSI 
architectures for motion processing: From fundatmental limits to 
system applications,” submitted to Proc. IEEE, Aug. 1995. 
J. Tanner and C. Mead, “An integrated analog optical motion 
sensor,” VLSI Signal Processing, 11, S.Y. Kung, ed., pp. 59-76. New 
York: IEEE Press, 1986. 
A.G. Andreou, K. Strohbehn, and R.E. Jenkins, “Silicon retina for 
motion computation,” Proc. 1991 IEEE Int’l Symp. Circuits and Sys- 
tems, pp. 1,373-1,376, Singapore, June 1991. 
T. Horiuchi, J. Lazzaro, A. Moore, and C. Koch, ”A delay line 
based motion detection chip,” Advances in Neural Information Proc- 
essing Systems 3, R. Lippman, J. Moody, D. Touretzky, eds., pp. 
406-412. San Mateo, Calif.: Morgan Kaufman, 1991. 
T. Delbruck, “Silicon retina with correlation-based, velocity-tuned 
pixels,” IEEE Trans. Neural Networks, vol. 4, pp. 529-541, May 
1993. 
R. Sarpeshkar, W. Bair, and C. Koch, ”Visual motion computation 
in analog VLSI using pulses,” Advances in Neural Information Proc- 
essing Systems 5, D.S. Touretzky, ed., pp. 781-788. San Mateo, 
Calif.: Morgan Kaufman, 1993. 
R.G. Benson and T. Delbruck, ”Direction selective silicon retina 
that uses null inhibition,” Advances in Neural Information Process- 
ing Systems 4,  D.S. Touretzky, ed., pp. 756-763. San Mateo, Calif.: 
Morgan Kaufman, 1991. 
R. Etienne-Cummings, S .  Fernando, N. Takahashi, V. Shtonov, J. 
Van der Spiegel, and P. Mueller, “A new temporal domain optical 
flow measurement technique for focal plane VLSI implementa- 
tion,” Proc. Computer Architecture for Machine Perception 1993, M. 
Bayoumi, L. Davis, and K. Valavanis, eds., pp. 241-250,1993. 
J. Kramer, R. Sarpeshkar, and C. Koch, “An analog VLSI velocity 
sensor,” Proc. 1995 IEEE Int’l Symp. Circuits and Systems, pp. 413- 
416, Seattle, May 1995. 
J. Kramer, R. Sarpeshkar, and C. Koch, ”Pulse-based analog VLSI 
velocity sensors,” submitted to IEEE Trans. Circuits and Systems 11, 
Am. 1995. 

forsch., vol. llb, pp. 513-524,1956. 

[16] W. Bair and C. Koch, ”An analog VLSI chip for finding edges 
from zero-crossings, Advances in Neural Information Processing Sys- 
tems 3, R. Lippman, J. Moody, D. Touretzky, eds., pp. 399-405. San 
Mateo, Calif.: Morgan Kaufman, 1991. 

[17] T. Delbruck, ”Investigations of analog VLSI visual transduction 
and motion processing,” PhD dissertation, Dept. of Computation 
and Neural Systems, California Inst. of Technology, Pasadena, 
Calif., 1993. 

I181 H.B. Barlow and W.R. Levick, “The mechanism of directionally 
selective units in the rabbit‘s retina,” J. Physiology, vol. 178, pp. 447- 
504,1965. 

1191 MOSIS (MOS Implementation System), Information Sciences Inst. 
of the Univ. of Southern California, Marina del Rey, Calif. 

hape ~ r o ~ e ~ ~ ~ n g  in 
Recognition of ~ a n ~ w ~ i t i n g  

Christophe Parisse 

Abstract-Off-line recognition of handwriting may be achieved using 
Simplified profiles of word shapes These profiles consist of 
approximations of the word’s upper and lower contour Training and 
recognition are based on n-gram extraction and identification The 
lexicons used extend to 16,000 words 

index Terms-Handwriting, off-line, global recognition of word shape, 
contour, n-gram, large-size lexicon 

4 

1 INTRODUCTION 

FROM the hme of the earliest work on the off-line machine recog- 
nihon of handwriting, the problem arose of the choice between a 
global approach mtended to process entire words [5] and an ana- 
lytic one consishng of processing words on a letter-by-letter basis 
[14] The letter-by-letter approach which has undergone the most 
development [l], 121, [31, [Sj, [13] may not be applicable in the case 
of unconstrained poor quality script where one is regularly con- 
fronted with mportant deformations or the absence of one or sev- 
eral letters. These local distortions rarely modify the overall word 
shape, and herein lies the interest of global recognition proce- 
dures Yet, due to the complexity of global shapes, work on the 
global recognihon of handwritten words remains rare 171, [91, [151 

The aim of tlus arhcle is to propose solutions to this difficulty 
The image of a word is very complex and its global shape does not 
reflect all the local accidents of the shapes of the letters constitut- 
ing the word Thus, a handwritten word formed of letters clumped 
and simplified to the extreme almost always contains zones which, 
detached from the context of the word, would no longer be identi- 
fiable To read such words, the human reader is lead to find a sort 
of prototypical shape of the complete word The notion of proto- 
type suggests that exhaustive processing of all the information of 
the script is not required, especially local information which is 
often the most variable In this sense a prototype may be viewed 
as a sort of simplification of the global image which may be di- 
rectly compared to other simplified images Even very rough char- 
acteristics of the word’s image permit an approximate identifica- 
hon of the word [111 However, such a global method does not 
allow for the dlfferentiation of words that are visually very close 
and should be complemented later by local verifications to achieve 
precise recognition 1131, [61 

This article is divided into three parts The first part is devoted 
to techniques of approximation (simplification) of word shapes, 
designed to brmg out the most stable elements This stability 
(linked to the goal of the system) is the general look or appearance 
of the word This notion of appearance may be found in all re 
search using features like ascenders or descenders from the body 
of the word [4], as well as in research based on the notion of con- 
tour 1171, 1201 It is on the basis of these two notions that it was 
possible to derive the concept of the upper and lower contour of a 
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