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GW signal durations (Kalmus et al. 2009). EM fluences are
estimated by integrating detector counts under each burst in
the light curve. We conservatively converted counts to fluences
using the lower bound of the Konus-Wind total fluence range
given above, making the assumption that burst spectra are
constant from burst to burst.

We divide the GW data into an on-source time region, in
which GWs associated with the storm could be expected, and
a background region, with statistically similar noise in which
we do not expect a GW. This is done after data quality cuts
(categories 1 and 2 described in Abbott et al. 2009a) are
applied to the GW data, so as to remove, e.g., periods of
instrumental or data acquisition problems, or nonstationary
noise due to bad weather or other environmental conditions.
The on-source region consists of 4 s of stacked data. Each 4
s region comprising the stack is centered on the time of one
of the EM bursts included in the GW emission stacking model.
Background regions consist of 1000 s of data on either side of the
storm. On-source and background segments are analyzed and
stacked identically, and the stacked time–frequency tilings are
passed through a two-dimensional clustering algorithm resulting
in lists of “analysis events.” Each analysis event corresponds
to one discrete cluster found by the algorithm and consists
of information on the cluster central frequency, central time,
bandwidth, and duration (Kalmus et al. 2009). Background
analysis events due to fluctuating detector noise are used to
estimate the significance of on-source events; significant events,
if any, are subject to vetoes (Abbott et al. 2009a).

Using ±2 s regions around bursts in the storm accounts for
uncertainties in the EM burst times and a possible systematic
delay between GW and EM emission. Although GW emission
in SGRs is expected to occur almost simultaneously with the
EM burst (Ioka 2001), a common bias in trigger times shared
by all bursts in the stacking set of �1 s can be handled with a
±2 s on-source region.

As in Abbott et al. (2008a), this search targets neutron star
fundamental mode ringdowns (RDs) predicted in Andersson
& Kokkotas (1998), de Freitas Pacheco (1998), Ioka (2001),
and Andersson (2003) as well as short-duration GW signals
of unknown waveform. RDs are targeted because f-modes are
the most efficient GW emitters (Andersson & Kokkotas 1998).
We assume that given a neutron star, f-mode frequencies and
damping timescales would be similar from event to event,
and that unknown signals would at least have similar central
frequencies and durations from event to event.

As in Abbott et al. (2008a), we thus focus on two distinct
regions in the target signal time–frequency parameter space.
The first region targets ∼100–400 ms duration signals in the
(1–3) kHz band, which includes f-mode RD signals predicted
in Benhar et al. (2004) for ten realistic neutron star equations of
state. We choose a search band of (1–3) kHz for RD searches,
with a 250 ms time window which was found to give optimal
search sensitivity (Kalmus 2008). The second region targets
∼(5–200) ms duration signals in the (100–1000) Hz band. The
target durations are set by prompt SGR burst timescales (5–
200 ms) and the target frequencies are set by the detector’s
sensitive region. We search in two bands: (100–200) Hz (probing
the region in which the detectors are most sensitive) and
(100–1000) Hz (for full spectral coverage below the RD search
band) using a 125 ms time window. In all, we search in three
frequency bands and two GW emission models (flat and fluence-
weighted). This amounts to a total of six 4 s long stacked on-
source regions.

We estimate loudest-event upper limits (Brady et al. 2004)
on GW root-sum-squared strain hrss incident at the detector. We
can construct simulations of impinging GW with a given hrss.
Following Abbott et al. (2005b)

h2
rss = h2

rss+ + h2
rss×, (1)

where, e.g.,

h2
rss+ =

∫ ∞

−∞
|h+|2 dt (2)

and h+,×(t) are the two GW polarizations. The relationship
between the GW polarizations and the detector response h(t)
to an impinging GW from a polar angle and azimuth (� , � ) and
with polarization angle � is

h(t) = F+(� , �, � )h+(t) + F×(� , �, � )h×(t), (3)

where F+(� , �, � ) and F×(� , �, � ) are the antenna functions
for the source at (� , � ) (Thorne 1987). At the time of the storm,
the polarization-independent rms antenna response (F 2

+ +F 2
×)1/ 2,

which indicates the average sensitivity to a given sky location,
was 0.39 for LIGO Hanford observatory and 0.46 for the LIGO
Livingston observatory.

We can also set upper limits on the emitted isotropic GW
emission energy EGW at a source distance R associated with
h+(t) and h×(t) via (Shapiro & Teukolsky 1983)

EGW = 4�R 2 c3

16�G

∫ ∞

−∞
((ḣ+)2 + (ḣ×)2)dt. (4)

The procedure for estimating loudest-event upper limits in
the individual burst search is detailed in Kalmus (2008), Abbott
et al. (2008a), and Acernese et al. (2008). In brief, the upper limit
is computed in a frequentist framework by injecting artificial
signals into the background data and recovering them with the
search pipeline (see for example Abbott et al. 2005a, 2008b). An
analysis event is associated with each injection, and compared to
the loudest on-source analysis event. The GW strain or isotropic
energy at 90% detection efficiency is the strain or isotropic
energy at which 90% of injections have associated events louder
than the loudest on-source event.

We use the 12 waveform types described in Abbott et al.
(2008a) to establish detector sensitivity and thereby set upper
limits: linearly and circularly polarized RDs with � = 200 ms
and frequencies in the range (1–3) kHz; and band- and time-
limited white noise bursts (WNBs) with durations of 11 ms and
100 ms and frequency bands matched to the two lower frequency
search bands.

These waveforms are used to construct compound injections
determined by the emission model. In the flat model, 11 GW
bursts comprise a compound injection, each is identical, and
our stated hrss and EGW are for one such GW burst in the
compound injection. In the fluence-weighted model, 18 GW
bursts comprise a compound injection, they are weighted (in
amplitude) with the square root of integrated counts, and our
stated hrss and EGW are for the loudest GW burst in the
compound injection. A single polarization angle is chosen
randomly for every compound injection. In assuming that the
bursts emitted are identical up to an amplitude scale factor, we
implicitly assume that the star’s GW emission mechanism and
symmetry axis are constant over bursts in the storm.
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Table 1
Stack-A-Flare SGR 1900+14 Storm Upper Limits

Simulation Type N=11 Flat N=18 Fluence-Weighted

h90%
rss [10−22 Hz− 1

2 ] E90%
GW [erg] � UL h90%

rss [10−22 Hz− 1
2 ] E90%

GW [erg] � UL

WNB 11ms 100–200 Hz 1.3 +0.0+0.17+0.0 = 1.5 1.9 × 1045 3 × 104 2.1 +0.0+0.27+0.094 = 2.4 5.0 × 1045 3 × 104

WNB 100ms 100–200 Hz 1.5 +0.0+0.19+0.0 = 1.7 2.4 × 1045 4 × 104 2.3 +0.0+0.30+0.098 = 2.6 6.0 × 1045 3 × 104

WNB 11ms 100–1000 Hz 3.5 +0.0+0.45+0.0 = 3.9 1.8 × 1047 3 × 106 5.2 +0.0+0.67+0.29 = 5.9 4.1 × 1047 2 × 106

WNB 100ms 100–1000 Hz 3.8 +0.0+0.50+0.0 = 4.3 2.0 × 1047 3 × 106 5.6 +0.0+0.73+0.29 = 6.3 4.5 × 1047 2 × 106

RDC 200ms 1090 Hz 4.5 +0.045+0.59+0.0 = 5.2 1.2 × 1048 2 × 107 7.2 +0.072+0.93+0.33 = 8.2 3.0 × 1048 2 × 107

RDC 200ms 1590 Hz 6.4 +0.19+0.84+0.0 = 7.4 5.1 × 1048 8 × 107 11 +0.33+1.4+0.44 = 13 1.5 × 1049 8 × 107

RDC 200ms 2090 Hz 9.3 +0.28+1.8+0.41 = 11 2.1 × 1049 3 × 108 14 +0.43+2.8+0.72 = 18 4.9 × 1049 3 × 108

RDC 200ms 2590 Hz 11 +0.34+2.2+0.32 = 14 4.6 × 1049 8 × 108 17 +0.50+3.3+1.0 = 21 1.0 × 1050 5 × 108

RDL 200ms 1090 Hz 9.3 +0.0+1.2+0.95 = 11 5.3 × 1048 9 × 107 16 +0.0+2.1+1.6 = 18 1.5 × 1049 8 × 107

RDL 200ms 1590 Hz 14 +0.42+1.8+1.1 = 17 2.6 × 1049 4 × 108 19 +0.58+2.5+1.9 = 23 5.1 × 1049 3 × 108

RDL 200ms 2090 Hz 20 +1.2+3.9+1.4 = 25 1.0 × 1050 2 × 109 27 +1.6+5.3+2.8 = 34 1.9 × 1050 1 × 109

RDL 200ms 2590 Hz 25 +1.8+5.0+3.0 = 33 2.6 × 1050 4 × 109 39 +2.7+7.7+2.5 = 50 6.2 × 1050 3 × 109

Notes. Superscripts account for statistical and systematic errors as described in Section 3. Upper limit estimates on � ≡ EGW/E EM are computed assuming
that spectra are constant from burst to burst, and using a BAT counts-to-fluence conversion factor estimated using the lower bound of the total fluence measured
by Konus-Wind during the storm.

0 500 1000 1500 2000 2500 3000
10

45

10
46

10
47

10
48

10
49

10
50

10
51

frequency [Hz]

E
G

W
90

%
[e

rg
]

fluence�weighted

N=11 flat model

Figure 3. Stack-a-flare SGR 1900+14 storm isotropic energy upper limit
estimates at 10 kpc, for flat and fluence-weighted emission models. We set
upper limits at characteristic points in the signal parameter space in order to
quantify the meaning of our nondetection result. Uncertainties have been folded
in. Vertical lines indicate boundaries of the three distinct search frequency bands.
Crosses and circles indicate linearly and circularly polarized RDs, respectively.
Triangles and squares represent 11 ms and 100 ms band- and time-limited
WNBs, respectively. Symbols are placed at the waveform central frequency.
These results reflect the noise curves of the detectors.

3. RESULTS

We find no statistically significant GW signal associated with
the SGR 1900+14 storm. The significance of on-source analysis
events is inferred by noting the rate at which background
analysis events of equal or greater loudness occur. We examined
4 s stacked on-source regions in the flat and fluence-weighted
models in the three search bands. The most significant on-source
analysis event from these six searches was from the flat model in
the (100–1000) Hz band and had a corresponding background
rate of 5.0 × 10−2 Hz (1 per 20 s) in that search.

Table 1 and Figure 3 give model-dependent loudest-event
upper limits at 90% detection efficiency computed for the GW
signal associated with the single loudest EM burst. We give
strain upper limits (h90%

rss ) and isotropic emission energy upper
limits at a nominal SGR 1900+14 distance of 10 kpc (E90%

GW ).

We also give upper limits � UL = E90%
GW /E EM, a source-distance-

independent measure of the extent to which an energy upper
limit probes the GW emission efficiency, calculated using a
conservative estimate of 1.0 × 10−4 erg cm−2 for the total
fluence of the storm to estimate fluences for individual peaks. In
the fluence-weighted model, � is the same for each individual
burst. In the flat model, we report the mean value of � for the
11 bursts.

Superscripts in Table 1 give a systematic error and uncer-
tainties at 90% confidence. (Similar estimates were made for
the E90%

GW but are not shown in the table.) The first and second
superscripts account for the systematic error and statistical un-
certainty, respectively, in the detector calibrations. The third is
the statistical uncertainty from using a finite number of trials
(200) in the Monte Carlos, estimated with the bootstrap method
using 200 ensembles (Efron 1979). The systematic error and the
quadrature sum of the statistical uncertainties are added to the
final sensitivity estimates. One-sigma burst timing uncertainties
from fits of burst rising edges are accounted for in the Monte
Carlo simulations. Estimating uncertainties is further described
in Kalmus et al. (2009).

4. DISCUSSION

The stacked search described here extends the recent LIGO
search for GW associated with the 2004 SGR 1806–20 giant
flare and 190 lesser events from SGR 1806–20 and SGR
1900+14 (Abbott et al. 2008a). That search was the first search
sensitive to neutron star f-modes, and it set individual burst
upper limits E90%

GW ranging from 3 × 1045 erg to 9 × 1052 erg
(depending on the waveform type and detector antenna factors
and noise characteristics at the time of the burst), but did not
detect any GWs. The best values of � UL in Abbott et al. (2008a),
for the giant flare, were in the range 5 × 101–6 × 106 depending
on the waveform type.

The upper limits obtained here are a factor of 12 more sen-
sitive in energy than the SGR 1900+14 storm upper limits in
Abbott et al. (2008a), which analyzed the storm in a single
±20 s on-source region. Those previous limits already over-
lapped the range of EM energies seen in the loudest flares as
well as the range of GW energies predicted by the most extreme
models (Ioka 2001). The flat model gives isotropic energy upper



http://adsabs.harvard.edu/cgi-bin/bib_query?2005PhRvD..72h2001A
http://adsabs.harvard.edu/cgi-bin/bib_query?2005PhRvD..72h2001A
http://adsabs.harvard.edu/cgi-bin/bib_query?2005PhRvD..72f2001A
http://dx.doi.org/10.1103/PhysRevLett.101.211102
http://dx.doi.org/10.1103/PhysRevD.77.062004
http://adsabs.harvard.edu/cgi-bin/bib_query?2008PhRvD..77f2004A
http://dx.doi.org/10.1088/0034-4885/72/7/076901
http://adsabs.harvard.edu/cgi-bin/bib_query?2009RPPh...72g6901A
http://adsabs.harvard.edu/cgi-bin/bib_query?2001PhRvD..63d2003A
http://adsabs.harvard.edu/cgi-bin/bib_query?2001PhRvD..63d2003A
http://dx.doi.org/10.1088/0264-9381/20/7/201
http://dx.doi.org/10.1046/j.1365-8711.1998.01840.x
http://adsabs.harvard.edu/cgi-bin/bib_query?1998MNRAS.299.1059A
http://adsabs.harvard.edu/cgi-bin/bib_query?2005SSRv..120..143B
http://adsabs.harvard.edu/cgi-bin/bib_query?2005SSRv..120..143B
http://adsabs.harvard.edu/cgi-bin/bib_query?2004PhRvD..70l4015B
http://dx.doi.org/10.1088/0264-9381/21/20/020
http://adsabs.harvard.edu/cgi-bin/bib_query?1998A&A...336..397D
http://adsabs.harvard.edu/cgi-bin/bib_query?1998A&A...336..397D
http://adsabs.harvard.edu/cgi-bin/bib_query?1992ApJ...392L...9D
http://dx.doi.org/10.1214/aos/1176344552
http://adsabs.harvard.edu/cgi-bin/bib_query?2005MPLA...20.2799H
http://adsabs.harvard.edu/cgi-bin/bib_query?2005MPLA...20.2799H
http://dx.doi.org/10.1046/j.1365-8711.2001.04756.x
http://dx.doi.org/10.1086/590486
http://adsabs.harvard.edu/cgi-bin/bib_query?2008ApJ...685.1114I
http://dx.doi.org/10.1088/0264-9381/24/19/S28
http://adsabs.harvard.edu/cgi-bin/bib_query?2007CQGra..24..659K
http://adsabs.harvard.edu/cgi-bin/bib_query?2002ApJ...566..378K
http://adsabs.harvard.edu/cgi-bin/bib_query?2002ApJ...566..378K
http://adsabs.harvard.edu/cgi-bin/bib_query?2008A&ARv..15..225M
http://adsabs.harvard.edu/cgi-bin/bib_query?2008A&ARv..15..225M
http://adsabs.harvard.edu/cgi-bin/bib_query?2005PhRvL..95u1101O
http://dx.doi.org/10.1086/432374
http://adsabs.harvard.edu/cgi-bin/bib_query?1995MNRAS.275..255T
http://adsabs.harvard.edu/cgi-bin/bib_query?1995MNRAS.275..255T

	1. INTRODUCTION
	2. METHODS
	3. RESULTS

