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S U M M A R Y
We iteratively improve a 3-D tomographic model of the southern California crust using
numerical simulations of seismic wave propagation based on a spectral-element method (SEM)
in combination with an adjoint method. The initial 3-D model is provided by the Southern
California Earthquake Center. The data set comprises three-component seismic waveforms (i.e.
both body and surface waves), filtered over the period range 2–30 s, from 143 local earthquakes
recorded by a network of 203 stations. Time windows for measurements are automatically
selected by the FLEXWIN algorithm. The misfit function in the tomographic inversion is based
on frequency-dependent multitaper traveltime differences. The gradient of the misfit function
and related finite-frequency sensitivity kernels for each earthquake are computed using an
adjoint technique. The kernels are combined using a source subspace projection method to
compute a model update at each iteration of a gradient-based minimization algorithm. The
inversion involved 16 iterations, which required 6800 wavefield simulations. The new crustal
model, m16, is described in terms of independent shear (V S) and bulk-sound (V B) wave speed
variations. It exhibits strong heterogeneity, including local changes of ±30 per cent with
respect to the initial 3-D model. The model reveals several features that relate to geological
observations, such as sedimentary basins, exhumed batholiths, and contrasting lithologies
across faults. The quality of the new model is validated by quantifying waveform misfits of
full-length seismograms from 91 earthquakes that were not used in the tomographic inversion.
The new model provides more accurate synthetic seismograms that will benefit seismic hazard
assessment.

Key words: Inverse theory; Body waves; Surface waves and free oscillations; Seismic
tomography; Computational seismology; Crustal structure.

1 I N T RO D U C T I O N

Seismic tomography uses measurements between simulated (or
‘synthetic’) and observed seismic waveforms to obtain 3-D
images of Earth’s interior. A tomographic inversion is a minimiza-
tion problem that begins with the specification of a measure of
misfit between synthetic and observed seismograms. The accuracy
of a tomographic inversion is limited by the accuracy of the syn-
thetic seismograms. It is also limited by the accuracy of the sensi-
tivity kernels (i.e. Fréchet derivatives), which reveal the sensitivity
of each measurement to changes in the model. Highly accurate
numerical methods, such as the spectral-element method (SEM)
(e.g. Faccioli et al. 1997; Komatitsch & Tromp 1999), may now
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be used to compute synthetic seismograms in complex 3-D models
at regional (Komatitsch & Vilotte 1998; Komatitsch et al. 2004)
and global scales (Komatitsch & Tromp 2002a,b; Capdeville et al.
2003). Furthermore, the same numerical methods may be used to
compute sensitivity kernels corresponding to these 3-D models at
regional (Liu & Tromp 2006) and global scales (Liu & Tromp
2008). Equipped with these tools, Tape et al. (2009) demonstrated
the feasibility of iteratively improving a complex 3-D crustal model
of southern California. Their iterative inversion used traveltime
measurements of body and surface waves from 52 000 three-
component seismic records of 143 crustal earthquakes. This paper
extends the results and analysis of Tape et al. (2009).

Tromp et al. (2005) emphasized the generality of using
adjoint methods in seismic tomography, in terms of both the
choice of model parameters and the choice of misfit function. One
may choose model parameters that describe 3-D elastic structure
(e.g. elastic tensor c, density ρ), 3-D attenuation, topography of
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interfaces (e.g. Mohorovičić and basement surfaces), and earth-
quake sources (e.g. moment tensor M, hypocentre, origin time).
The choice of misfit function—for example, waveform, traveltime,
or amplitude differences—will affect the construction of ‘adjoint
sources’. Adjoint sources are source time functions that are placed
at the stations to generate a wavefield that interacts with the regular
wavefield to form the gradient of the misfit function for each earth-
quake (Tromp et al. 2005; Tape et al. 2007). The fundamental insight
of using interactions between the regular wavefield emanating from
the source and a secondary (adjoint) wavefield generated simulta-
neously at all the receivers is attributed to Claerbout (1971). This
approach has been utilized in many studies (e.g. Chavent et al. 1975;
Bamberger et al. 1982; McMechan 1982; Talagrand & Courtier
1987). Tarantola (1984) recognized that ‘backprojecting’ data, as
suggested by Claerbout, should be viewed as just one step in an
iterative inverse procedure. We use the term ‘adjoint tomography’
(Tape et al. 2007) for any tomographic inverse problem that employs
adjoint methods (e.g. Tarantola 1984; Mora 1987; Luo & Schuster
1991; Igel et al. 1996; Pratt et al. 1998; Akçelik et al. 2003); see
Tromp et al. (2005) and Virieux & Operto (2010) for additional
references.

This paper is organized following the steps of a minimization
problem.

(i) Specify an initial model described in terms of a set of earth-
quake source parameters and 3-D variations in density, shear wave
and bulk-sound speeds (Section 2).

(ii) Specify a misfit function between observed waveforms and
synthetic waveforms computed using 3-D wavefield simulations
(Section 3).

(iii) Evaluate the misfit function for the initial model.
(iv) Compute the gradient (and Hessian, if feasible) of the misfit

function for the initial model.
(v) Iteratively minimize the misfit function (Section 4).

In Section 5, we present the new crustal model and discuss impli-
cations for seismic hazard assessment. We provide a misfit analysis
(Section 6) followed by a discussion of resolution and uncertainty
(Section 7), and finish with a summary of key points (Section 8).

We present the new 3-D crustal model, m16, in a series of verti-
cal cross-sections with corresponding full-length three-component
seismograms for selected stations. Many new tomographic features
are revealed, the most dramatic of which are the Coast Ranges
and their numerous sedimentary basins, the southern San Joaquin
basin, the crustal profile of the Mojave Desert region, the mid-crust
of the western Transverse Ranges, and tomographic contrasts across
faults, including the San Andreas.

2 I N I T I A L M O D E L ( m00)

We present the initial model and earthquake sources prior to dis-
cussing the measurement procedure (Section 3), although model
and measurement choices are intertwined. The primary objective is
to fit, via quantitative measurements, three-component, full-length
synthetic seismograms to observed seismograms. To this end, we
need to generate numerically accurate seismic waveforms using
the best available descriptions of southern California structure and
earthquakes.

We compute synthetic seismograms using the SEM. Due to the
accuracy of the SEM (e.g. Komatitsch et al. 2004), the goodness of
fit between observed and synthetic seismograms depends only on
the following three factors.

(i) The quality of the tomographic model.
(ii) The quality of the earthquake source parameters.
(iii) The amount of noise in the observed seismograms.

Here we describe the structure and source parameters, followed
by a description of the model vector m used in the tomographic
inversion.

2.1 Initial 3-D crustal model

The initial 3-D model is provided by the Southern California Earth-
quake Center (www.scec.org) and was constructed using data and
interpretations from several different seismic data sets: seismic re-
flection and industry well-log data to constrain the geometry and
structure of major basins (Süss & Shaw 2003; Komatitsch et al.
2004; Lovely et al. 2006), receiver function data to estimate the
depth to the Moho (Zhu & Kanamori 2000), and local earthquake
data to obtain the 3-D background wave speed structure (Hauks-
son 2000; Lin et al. 2007b). The model is described in terms of
shear wave speed (V S) and bulk sound speed (V B), which can be
combined to compute compressional wave speed,

V 2
P = 4

3
V 2

S + V 2
B . (1)

We use a quality factor of Qμ = 90 within sedimentary basins,
and no attenuation elsewhere (Komatitsch et al. 2004). The Moho
surface provided by Zhu & Kanamori (2000) improved upon the
surface wave-based waveform inversion results of Das & Nolet
(1998); the most recent model is by Yan & Clayton (2007). The
Moho surface remained fixed throughout our inversion; however,
wave speed perturbations were allowed across the boundary.

As discussed in Tape et al. (2009), we make minor changes to the
model presented in Süss & Shaw (2003), Komatitsch et al. (2004)
and Lovely et al. (2006). The simulation region extends further to
the west to include the Coast Ranges (Fig. 1). We implement an
updated background model (Hauksson 2000; Lin et al. 2007b), and
we obtain density (ρ) by empirically scaling V P (Ludwig et al.
1970; Brocher 2005):

ρ(VP) = 1.6612 VP − 0.4721 V 2
P + 0.0671 V 3

P

− 0.0043 V 4
P + 0.000106 V 5

P ,
(2)

where ρ is in g cm−3 and V P is in km s−1. Thus, density changes
with each iteration via eq. (2).

2.2 Earthquake sources

The earthquakes in this study were modelled as point sources. Each
source is described by ten parameters: origin time (one), hypocen-
tre (three) and moment tensor (six). Most of the epicentres and
origin times were previously determined using the relocation tech-
nique of Lin et al. (2007a), and these remain unchanged during
the iterative improvement of the tomographic model. We performed
numerous tests to determine the best focal mechanism for each
earthquake, and we inverted for the focal mechanisms once in the
initial 3-D model (m00) and again at the 12th iteration (m12) (Liu
et al. 2004). At the first iteration, the consistency of the volumetric
event kernels revealed that the seismogram misfit was dominated by
structural perturbations. Therefore, we refrained from performing
focal mechanism inversions, which require 6–7 wavefield simula-
tions each, until the crustal model was substantially improved.

Details regarding the selection of events and the inversion for
source parameters were presented in Tape et al. (2009, section S6).
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Figure 1. Map showing topography & bathymetry (Amante & Eakins 2008) and active faults (Jennings 1994). Labels 1–6 denote the sedimentary basins of
(1) Los Angeles, (2) San Fernando, (3) Ventura–Santa Barbara, (4) Santa Maria, (5) southern San Joaquin and (6) the Salton trough, all of which have been
active during the Neogene. Dashed red lines outline blocks that have undergone substantial Neogene motion: the Salinian block (SB) within the Coast Ranges,
and the western Transverse Ranges block (WTRB). The black outline denotes the simulation region, which extends to 60 km depth. The oblique blue outline is
the tomography region of Lin et al. (2007b); the inner blue outline is the tomography region of Chen et al. (2007). Faults labelled for reference in subsequent
figures are drawn in bold black and labelled in the boxes: SA, San Andreas, KC, Kern Canyon, SN, Sierra Nevada, G, Garlock, CR, Camp Rock, SG, San
Gabriel, SY, Santa Ynez, MC, Malibu Coast, E, Elsinore. The Camp Rock fault, as labelled, includes a connection of faults from north to south: Gravel
Hills–Harper fault, Harper Lake fault, Camp Rock fault, and Emerson fault. The Malibu Coast fault is drawn in continuation to the west to mark the southern
boundary of the WTRB; the Santa Ynez fault is drawn in continuation to the west to mark the northern boundary of the WTRB (Luyendyk et al. 1980). Inset
map shows the plate boundary setting for western North America (Bird 2003).

We benefited from source characterizations from the following stud-
ies: Lin et al. (2007a), Lohman & McGuire (2007), Thurber et al.
(2006), McLaren et al. (2008), Tan (2006), Hardebeck & Shearer
(2003) and Clinton et al. (2006). We considered 234 events in total,
143 of which were used in the tomographic inversion. The remain-
ing 91 events were used for an independent assessment of any given
tomographic model (Tape et al. 2009). Both sets of earthquakes are
shown in Fig. 2 along with the station coverage.

A summary of all 234 events is presented in Fig. 3. All earth-
quakes occurred between 1998 and 2009, with magnitudes between
Mw 3.4 and Mw 5.4. The depths are between 1.5 and 21.0 km, with
most earthquakes occurring in the upper 10 km. The majority of
the earthquakes have half durations <0.4 s, which is small com-
pared to the target measurement of σ 0 = 1.0 s (eq. 4). Using larger
earthquakes, or a smaller value of σ 0, one would be wary of the
approximation of the earthquake as a point source.

2.3 Model variables, model parametrization
and model vector

The entries of the model vector m for the tomographic inversion
describe the two continuous scalar fields V S(x) and V B(x), where
x is a point in the volume. We parametrize these continuous fields
using the same basis functions used in the numerical simulations,
that is, Lagrange polynomials, similar to previous 2-D examples
(Tape et al. 2007, Section 5.3). The simulation region is 639 km ×
503 km at the surface and extends to 60 km depth (Fig. 1). The

mesh contains 405 216 elements with a total of 27.5 × 106 global
gridpoints and 50.6 × 106 local gridpoints. From the standpoint
of inversion, the distinction between global and local gridpoints is
only relevant if wave speed discontinuities exist in the model that
are honoured by the mesh. For southern California, the Moho and
parts of the basement surface are honoured (Komatitsch et al. 2004),
and we therefore choose to use local gridpoints to parametrize the
model.

Each local gridpoint in the numerical mesh, xi, has correspond-
ing values of V S and V B that appear as entries of the model
vector m. Therefore, the model vector m has 2G entries, with G
the number of local gridpoints in the mesh. We use a subscript to
denote model iterations, such that m00 is the initial model and m16

is the final model. In Appendix B, we include details pertaining to
the construction of both m and the covariance matrix, CM.

Based on the mesh described above, the average spacing between
gridpoints at the surface is 450 m. The simulations use a time
step of 0.011 s and are numerically accurate down to periods of
approximately 2 s.

3 M I S F I T F U N C T I O N

The formulation of the misfit function is a critical aspect of any
tomographic inversion, and many choices are available (e.g. Tromp
et al. 2005). We choose a traveltime misfit function that employs
frequency-dependent measurements between observed and syn-
thetic waveforms.
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Figure 2. (a) Earthquakes (143) and stations (203) used in the tomographic inversion. The black boundary denotes the simulation region. (b) Extra earthquakes
(91) used in validating the final tomographic model, but not used in the tomographic inversion. An earthquake not used in the tomographic inversion—or any
future earthquake, for that matter—may be used to independently assess the misfit reduction from m00 to m16.

3.1 Collection of seismic waveforms

The computational cost of the tomographic technique scales
linearly with the number of earthquakes, but is independent of the
number of stations, components, or ‘picks’ (i.e. time windows for
measurement). We collected seismic waveforms from 210 broad-
band stations within the simulation region (Tables 1 and 2). We did
not use available strong-motion stations, because these stations tend
to be concentrated in populated regions where dense broad-band
station coverage already exists. For each earthquake in the data set,
the maximum number of recording stations is approximately 170.
For earthquakes in the tomographic inversion, the maximum and
minimum numbers of stations with measurements are 162 (event
141797361 ) and 13 (event 9700049), respectively.

Over the course of analyzing tens of thousands of waveform
comparisons for each model iteration, we discovered some sys-
tematic misfits that could not be attributed to source or structural

1 The event numbers listed in this paper are from the Southern California
Earthquake Data Center.

effects, but only to station errors. We identified seismograms for
seven station-epochs that produced what appeared to be a reversed
polarity on either the horizontal components or on all three compo-
nents: CRP.CI, HWB.AZ, BVDA2.AZ, PER.CI, BTP.CI, NSS2.CI
and 109C.TA (see Tape 2009, Appendix E). Although the ‘prob-
lematic’ time intervals constitute a very small portion of the entire
data set, the inclusion of such records would have a noticeable and
detrimental impact on the tomographic inversion. For example, for a
sinusoidal waveform, a polarity reversal corresponds to an apparent
time shift of a half cycle that inadvertently could be interpreted as
having arisen due to wave speed differences.

3.2 Selection of period ranges

The quality of fit between observed and synthetic seismograms
is strongly dependent on the frequency content of the seismic
waves, because the overall quality of the model generally diminishes
with shortening scalelength. We therefore examine multiple period
ranges: 6–30, 3–30 and 2–30 s. Our choice of period ranges empha-
sizes fitting seismic waveforms in the period range 6–30 s, which for
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Figure 3. Summary of all 234 events considered in this study, including events used in the tomographic inversion (143) and ‘extra’ events (91).
(a) Histogram of origin times of 234 events (bin-width = 1/12 yr). The circled numbers denote the origin times of three Mw ≥ 6 earthquakes in south-
ern California during this time interval: Landers 1999 October 16 Mw 7.1, San Simeon 2003 December 22 Mw 6.5, Parkfield 2004 September 28 Mw 6.0.
These three earthquakes are not considered in this study, though several of their aftershocks are. (b) Histogram of the time interval between adjacent events,
tabulated using log10 values. The dashed line denotes the maximum simulation length of 300 s (log10 300 ≈ 2.48); in some cases, it is possible to consider
events that occur close in time (and in space). (c) Histogram of moment magnitudes (Mw) (Kanamori 1977). (d) Histogram of half durations (τ h) (Dahlen &
Tromp 1998, p. 178). The dashed line denotes the target traveltime difference measurement value of σ 0 = 1.0 s (eq. 4) and indicates that the half durations are
small relative to σ 0. (e) Histogram of depths. (f) Map showing epicentres, depths, and magnitudes of events. The depth colour scale is shown in (e).

crustal earthquakes in southern California, is dominated by surface
waves. Furthermore, the relatively broad period range 2–30 s facili-
tates the identification of different waveforms on the basis of period
content, as shown in Fig. 4(d). In these seismograms we identify
short-period P and S arrivals (also identified in the 1-D synthetics
in Fig. 4e) at 30 and 45 s, respectively, and a long-period waveform
from 55 to 85 s that is the signature of a large sedimentary basin. If
the seismograms were filtered over shorter periods, such as 2–6 s,
the signature of the basin would be absent.

Table 3 summarizes measurements for the final tomographic
model. As expected, seismograms filtered at longer periods (6–
30 s) provide the most measurements (30 252). Seismograms con-
taining the shortest period waveforms (2–30 s) are predominantly
body waves and provide one-fourth of the measurements. Measure-
ments of body waves are also common at longer periods (e.g. Fig. 9).

3.3 Selection of time windows

Our objective is to fit the entire seismogram, wiggle for wiggle.
This includes body waves, surface waves and seismic waveforms
that are not readily identifiable, such as the example shown in Fig. 5.
In this example the observed seismogram exhibits resonance from
both the Salton trough (near the source) and the Los Angeles basin
(near the station). The overall characteristics of the observed wave-
form are nicely captured by the 3-D model (m16) but are virtually
absent using a standard 1-D model. This three-component seis-
mogram, like hundreds in the data set, does not contain readily
identifiable waveforms such as ‘the P wave’ or ‘the Love wave.’
Nevertheless, it is possible to fit such waveforms, as long as a
measurement between the synthetic and observed seismograms can
be made.
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Table 1. Seismograms used for measurements, sorted by network.

Network Dataa Stations Seismograms Windows

CI Caltech Regional Seismic Network SCEDC 171 58 463 68 800
AZ ANZA Regional Network IRIS 18 7469 8428
TA USArray Transportable Array IRIS 10 342 417
LB Leo Brady Network IRIS 1 342 394
BK Berkeley Digital Seismic Network (BDSN) NCEDC 3 188 228
NC USGS Northern California Regional Network NCEDC 2 66 74
NN Western Great Basin/Eastern Sierra Nevada UNR 4 44 61
SN Southern Great Basin Network UNR 1 27 29

210 66 941 78 431

Note: The numbers consider only seismograms with measurements using m16 synthetics over all three
period ranges and for all 234 earthquakes (Table 2).
aThe data centre listed is the primary repository for each network’s seismic waveforms: SCEDC, Southern
California Earthquake Data Center; NCEDC, Northern California Earthquake Data Center; IRIS,
Incorporated Research Institutions for Seismology; UNR, University of Nevada Reno.

Table 2. Summary of seismogram measurements for the final model m16.

TOMO EXTRA COMBINED

Components (Z,R,T) 3 3 3
Networks 8 7 8
Earthquakes 143 91 234
Stations 203 200 210
Paths 12 583 4305 16 888
Seismograms (unique) 27 007 8013 35 020
Seismograms (total) 52 138 14 803 66 941
Windows (total) 61 673 16 758 78 431

Notes: ‘TOMO’ corresponds to the 143 earthquakes used in the
tomographic inversion. ‘EXTRA’ corresponds to the 91 extra earthquakes
not used in the tomographic inversion.‘COMBINED’ corresponds to the
TOMO+EXTRA set of 243 earthquakes. The number of unique
seismograms is indicated next to ‘seismograms (unique)’. The number of
total seismograms—including the three period ranges 6–30, 3–30 and
2–30 s—is indicated next to ‘seismograms (total)’. The same is true for
‘windows (total)’. A ‘path’ is a single source–station pair that has at least
one measurement.

Table 3. Summary of seismogram measurement time windows for
earthquakes used in the tomographic inversion (‘TOMO’).

6–30 s 3–30 s 2–30 s Total

Vertical (Z) 10 319 5623 4864 20 806
Radial (R) 9276 5443 4579 19 298
Transverse (T) 10 657 5684 5228 21 569

Total 30 252 16 750 14 671 61 673

Note: Each entry corresponds to the number of measurement
windows for a particular period range (6–30, 3–30 and 2–30 s) for a
particular component (Z, R and T).

We use an automated algorithm, FLEXWIN (Maggi et al. 2009),
to select time windows for measurement for all seismograms in
the data set. The objective of FLEXWIN is to select time windows
within which there is quantifiable agreement between the observed
and simulated waveforms. The algorithm requires several user
parameters that need to be adjusted for a given data set. The specific
set of user parameters for the initial model is listed in Maggi et al.
(2009) and Table 3. In the tomographic inversion, as the model im-
proved with each iteration, we made minor adjustments to the user
parameters, as discussed in Tape et al. (2009, section S7) and listed
in Tape et al. (2009, table S4).

There is a trade-off between the window-acceptance criteria of
FLEXWIN and the amount of manual checking required. The two
‘end members’ are as follows.

(i) Use conservative window-acceptance criteria. This will result
in many fewer window selections, and minimal manual checking is
required. However, because less information in the seismograms is
used, more iterations will be needed in the inversion.

(ii) Use liberal window-acceptance criteria. This will result in
a maximal number of selected windows, but manual checking is
needed to remove any undesirable picks. Fewer iterations in the
inversion will be needed.

We used the latter approach, which allowed for the automatic selec-
tion of more windows, some of which contain exotic waveforms,
such as the laterally reflected surface waves shown in Figs 14
and 26.

We emphasize that the selection of time windows is performed
by FLEXWIN for each new set of synthetic seismograms for model
mk and for each of the three sets of bandpasses. The total number
of seismograms ‘seen’ by FLEXWIN in this study is approximately
3.08 million: 3 (different bandpasses) × 141 (average number of
broad-band stations available) × 3 (components) × 143 (earth-
quakes) × 17 (models m00 to m16). An automated procedure such
as FLEXWIN makes it possible to manage such a large data set.

3.4 Misfit measures

Within each time window, we need to quantify the misfit between
observed and synthetic waveforms. We consider two measures of
misfit: a traveltime difference (FT) and a waveform difference (FW).
We use the traveltime misfit measure within the tomographic inver-
sion. However, to assess the misfit reduction we use the waveform
misfit measure, because in many cases there is a waveform in the
m16 synthetics to align with the data, but there is no corresponding
waveform in the m00 synthetics (e.g. Fig. 10b).

Within each measurement window we choose to measure the
frequency-dependent traveltime difference between observed and
simulated seismic waveforms. For a single time window on a single
seismogram, the misfit measure is given by

FT
i (m) =

∫ ∞

−∞

hi (ω)

Hi

[
�Ti (ω, m)

σi

]2

dω, (3)

where m is a model vector, �Ti(ω, m) = T obs
i (ω) − Ti(ω, m)

denotes the frequency-dependent traveltime difference between
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Figure 4. The frequency dependence of the seismic wavefield (Section 3.2). (a) Cross-section of the final V S crustal model m16, containing the path from
event 14186612 (�; Mw 4.4, depth 10.2 km) to station FMP.CI (∇; distance 159.6 km). SA, San Andreas fault; MC, Malibu Coast fault. (b) Data (black) and
3D synthetics for model m16 (red), bandpass filtered over the period range 6–30 s. Z, vertical component, R, radial component, T, transverse component.
(c) Same as (b), but for the period range 3–30 s. (d) Same as (b), but for the period range 2–30 s. (e) Data (black) and 1-D synthetics (red), bandpass filtered
over the period range 2–30 s.

observed and synthetic waveforms associated with the ith window,
and σ i is the estimated uncertainty associated with the traveltime
measurement. The traveltime measurement is made using a multi-
taper method (e.g. Percival & Walden 1993; Laske & Masters
1996; Zhou et al. 2004), and hi(ω) is a frequency-domain win-
dow with associated normalization constant Hi = ∫ ∞

−∞ hi (ω) dω.
In the case of a frequency-independent measurement, �Ti(ω,
m) reduces to a cross-correlation traveltime measurement, and
FT

i (m) = [�Ti(m)/σ i]2. The adjoint source associated with
a multitaper misfit measurement is derived in Tape (2009,
Appendix C).

The misfit function (eq. 3) contains an uncertainty estimate for
each measurement (Appendix A). Because σ i is in the denominator,
it is necessary to provide a ‘water-level’ minimum value, σ 0, such
that σ i ≥ σ 0. For the tomographic inversion, we chose

σ0 = 1.0 s (4)

based on the range of Mw and the estimated uncertainties of source
parameters, primarily hypocentre and origin time (e.g. Lin et al.
2007a). The tomographic inversion emphasizes fitting synthetic and
observed waveforms whose traveltime differences exceed σ 0.

For a single time window on a single seismogram, the waveform
misfit measure is given by

FW
i (m) =

∫ ∞

−∞
wi (t) [d(t) − s(t, m)]2 dt

{∫ ∞

−∞
wi (t) [d(t)]2 dt

∫ ∞

−∞
wi (t) [s(t, m)]2 dt

}1/2
(5)

where d(t) denotes the observed time-series, s(t , m) the simulated
time-series, wi(t) a time-domain window, and i the measurement
window index. Eq. (5) contains the same normalization as the
standard cross-correlation formula and has been used for source
inversions (Zhu & Helmberger 1996, eq. 3).
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Figure 5. The influence of sedimentary basins on the seismic wavefield. (a) Cross-section of the final V S crustal model m16, containing the path from event
14179736 (�; Mw 5.0, depth 4.9 km), beneath the Salton trough, to station LAF.CI (∇; distance 263.5 km), within the Los Angeles basin. (b, left column) Data
(black) and 1-D synthetics (red). (b, right column) Data (black) and 3-D synthetics for model m16 (red). The seismograms are bandpass filtered over the period
range 6–30 s. Z, vertical component, R, radial component, T, transverse component.

Many other choices of misfit measures are possible, as exempli-
fied in Tromp et al. (2005). For example, Luo & Schuster (1991)
used a cross-correlation traveltime difference, while Fichtner et al.
(2008, 2009) windowed and weighted waveforms both in the time
and frequency domains prior to measuring phase and amplitude dif-
ferences. Our choice to measure phase (or traveltime) differences
was motivated by the success of such measurements in seismic to-
mography (e.g. Humphreys & Clayton 1990; Grand et al. 1997;
Ritsema et al. 1999).

3.5 Misfit function

The misfit function for the tomographic inversion is based on the
individual traveltime misfit measure given in eq. (3). For a single
earthquake, the misfit function is defined by

FT
s (m) = 1

2

1

Ns

Ns∑
i=1

FT
i (m) , (6)

where Ns denotes the total number of measurement windows
associated with source s. The ith window is identified by a source,
a station, a component, a period range (e.g. 6–30 s), and a local
window index. The local window index ranges up to the maximum
number of windows for a particular filtered seismogram; for this
data set, there are typically 0–2 windows per filtered seismogram.

The overall misfit function FT is simply

FT(m) = 1

S

S∑
s=1

FT
s (m) , (7)

where S is the number of sources. We do not impose any manual
weighting, but such choices would impact the tomographic inversion
(e.g. Fichtner et al. 2009).

4 G R A D I E N T O F M I S F I T F U N C T I O N
A N D I T E R AT I V E I N V E R S I O N
P RO C E D U R E

The method we use to iterate from the initial model (m00) to the final
model (m16) is adapted from the approach illustrated in Tape et al.
(2007). The Tape et al. (2007) study involved a 2-D tomographic
problem using only synthetic seismograms, whereas the current
study is 3-D and uses real data. In the 3-D problem, the model vector
m contains two variables that describe the structure, V S and V B. Our
measure of misfit is a frequency-dependent multitaper traveltime
difference, made in three overlapping period ranges (6–30, 3–30,
2–30), as discussed in Section 3.2.

A distinguishing feature of adjoint tomography is that the gradient
of FT

s (eq. 6), or the ‘event kernel,’ is computed from the interaction
between two wavefields: the ‘regular’ forward simulation emanating
from the source, and the ‘adjoint’ simulation emanating from the
stations (Tarantola 1984; Tromp et al. 2005; Tape et al. 2007). For
each iteration, there is a new set of event kernels, which are summed
in some manner to produce the next model update. In Tape et al.
(2007) we combined the event kernels by summing them, and then
used a conjugate-gradient algorithm to obtain a model update. In this
study we use a subspace projection technique to compute the model
update. Instead of using a subspace of model parameter classes
(Kennett et al. 1988; Sambridge et al. 1991), we use a subspace of
sources, where we determine a linear combination of event kernels
that exploits the features they have in common (Tape et al. 2010).
This procedure provides a pre-conditioner for the gradient algorithm
that increases convergence of the minimization problem. Not all 143
earthquakes were used in each iteration (Tape et al. 2009, table S3),
because a satisfactory model update could generally be achieved
with a well-chosen subset of event kernels.
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For each model iteration we choose a step length such that
the maximum local absolute values of ln(mk+1/mk) are less than
approximately 0.10 (i.e. ±10 per cent changes between successive
iterations). We test the new model by computing new synthetics for
4–8 representative events that sample the volumetric model update.
With the new synthetics and new measurements, we verify that the
step length is not too large or too small. A large step means that the
model will step back in the next iteration, while a small step means
that additional (and unnecessary) steps will be taken.

4.1 Regularization

Our tomographic inversion contains three forms of regularization.

(i) The choice of bandwidth for the measurements.
(ii) The choice of smoothing of the event kernels.
(iii) The choice of regularization parameter in solving for the

linear combination of event kernels to form the model update, which
we address in Tape et al. (2010).

The choice of bandwidth for the measurements is an important
but subtle form of regularization. By allowing shorter periods for
measurement, we introduce more detailed features in the event ker-
nels. With enough event kernels, we should be able to incorporate
these detailed features directly into the model update. We adopted
a conservative approach with the primary objective of not introduc-
ing any artificial short scalelength features. Thus, we smoothed each
event kernel prior to combining them to form the model update.

We smoothed each event kernel via convolution with a Gaussian
function, analogous to the 2-D examples in Tape et al. (2007).
For the initial iteration, we chose a very conservative spherical
Gaussian with a ∼28 km full-width to smooth the event kernels.
By ‘conservative,’ we mean that the scalelength of the smoothing
procedure is considerably larger than the minimum scalelength of
variations within the event kernels, which are as short as 2 km.

As the model improved, we used less smoothing and therefore
included more details of the event kernels. For the last eight itera-
tions, the scalelengths of smoothing were 17.0 km in the horizontal
direction and 2.8 km in depth.2

In the absence of smoothing, an additional form of regularization
is the number of iterations that are performed. Additional iterations
will ultimately introduce the finest details contained within the event
kernels. In our approach, we have chosen to smooth the event ker-
nels in order to avoid introducing unresolved finer structure in the
tomographic model.

4.2 Computational demands

The tomographic inversion is computationally expensive due to the
large number of simulations needed to evaluate the misfit function
and its gradient at every iteration. The forward simulation technique
is summarized in Section 2.3. For each earthquake we calculated up
to five minutes of seismograms that are accurate down to a period of
two seconds. For each earthquake we performed three simulations,
one to evaluate the misfit function (eq. 6) and two to compute its
gradient (the ‘event kernel’). Each model iteration thus required
3Sk simulations, where Sk is the number of earthquakes used for
the kth iteration. The total number of 168-core simulations used

2 The scalelength is computed as � = σ
√

8, where σ defines the Gaussian,

for example, for 1-D, G(x) = (2πσ 2)−1/2 e−x2/(2σ 2). The listed values of
� correspond to σ x = σ y = 6 km and σ z = 1 km.

in producing model m16 was 6794. A summary of the simulations
is presented in Tape et al. (2009, table S3). We used a total of
0.80 million CPU-hours for the 6794 simulations. This tally does
not include computations devoted to smoothing the individual event
kernels (Section 4.1).

5 N E W M O D E L ( m16)

5.1 Presentation of tomographic models

We display the new model on both relative and absolute scales. The
relative scale is described by the net model update, ln(m16/m00),
denoting entry-by-entry operations.3 The net model update contains
only features that are required by the data which are manifested in
the event kernels. The absolute scale is described by m16, which
represents the V S and V B wave speed values in units of km s−1.
This version of the model is relevant for geological and geodynamic
interpretations. All cross-sections discussed below are of shear wave
speed (V S) models (m00 and m16). The bulk sound speed model is
discussed in Section 5.4.

We present the tomographic models m00, m16, and ln(m16/m00)
in a series of horizontal and vertical cross-sections. For the vertical
cross-sections, the emphasis is as much on the seismograms as it is
on the details of the tomographic model. The term ‘full waveform’
refers to the record length from before the P-wave arrival (prefer-
ably from t = 0) until after the surface waves have qualitatively
disappeared (this will depend on the particular bandpass). Fits to
full waveforms on all three components provide compelling sup-
port for the inferred crustal structure along the corresponding path.
However, we note that many documented wave propagation effects
occur far from the vertical cross-section containing the source and
station. In other words, one should not look strictly in the vertical
cross-sections for explanations of all details in seismic waveforms
(e.g. Fig. 27).

In each comparison of seismograms, the black time-series are
the observed seismograms and the red time-series are the syn-
thetic seismograms. The synthetics are computed for the initial
3-D model (m00), the final 3-D model (m16), and a standard 1-D
model for southern California (Kanamori & Hadley 1975; Dreger &
Helmberger 1990; Wald et al. 1995) (listed in Tape et al. 2009,
table S5). Synthetics for the 1-D model were never used in the
tomographic inversion, but they are helpful in identifying wave-
forms that are strongly influenced by 3-D structure. For illustrative
purposes, we use one of three options for highlighting particular
measurement windows.

(i) Plot the windows selected by FLEXWIN (Maggi et al. 2009):
Figs 9, 10 and 26.

(ii) Plot no windows at all, to emphasize the full seismogram:
Figs 4, 5, 8, 12, 13, 16 and 24.

(iii) Plot only particular windows for discussion in the text:
Figs 11, 14, 15 and 26.

All seismograms—data and synthetics—are displacement records.

In the vertical cross-sections, topography is shown at the plotting
resolution, which is coarser than the numerical mesh used in the
simulations. The colour scale for the V S models is fixed for all

3 A first-order approximation of the natural logarithm leads to the formula
for a percent difference, that is, ln(m2/m1) ≈ (m2 − m1)/m1. This is the
standard presentation of a tomographic model as a perturbation from a 1-D
layered reference model (m1).
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Figure 6. First iteration of the V S tomographic model, showing a horizontal cross-section at a depth of 2 km for the initial model, m00, the first new model,
m01, and the difference between the two models, ln(m01/m00). Compare with Fig. 7(a).

cross-sections and ranges from 2.0 to 4.2 km s−1. The colour scale
is saturated dark grey for upper mantle values of V S ≥ 4.2 km s−1

in order to emphasize crustal wave speeds. The simulations extend
to 60 km depth, but relatively few changes are made beneath the
crust. The minimum wave speed is 0.6 km s−1 in the tomographic
model.

5.2 Seismograms and cross-sections

Horizontal cross-sections convey lateral variations in the tomo-
graphic models. The first iteration, from m00 to m01, is shown in
Fig. 6 as a cross-section at a depth of 2 km. The model update,
ln(m01/m00), is conspicuously simple: a single red blob covering
the Mojave Desert, indicating that the wave speeds in this region of
the initial model need to be decreased.

After 15 additional iterations, we obtain the results in Fig. 7,
shown for depths of 2, 10 and 20 km. The net changes in the model
are large, locally in excess of ±30 per cent, and are strongest in the
upper 20 km. The deepest changes occur beneath the western Trans-
verse Ranges. The strongest wave speed reductions occur within the
Coast Ranges, the mid-crust of the Mojave, and the southern San
Joaquin basin, where the anomaly is −35 per cent. The strongest
wave speed increases occur beneath the Santa Monica Mountains
and the western Transverse Ranges. We interpret Fig. 7 in detail in
Section 5.3.

The lack of correspondence between ln(m01/m00) (Fig. 6) and
ln(m16/m00) (Fig. 7a) serves as a reminder of how many iterations
may be needed to obtain an accurate crustal model for the period
range of interest. The only regions in common to both are the slow
wave speeds in the eastern Mojave and Coso regions (Fig. 1).

5.2.1 Nine three-component seismograms

Each model mk produces a different set of synthetic seismograms.
We monitor the seismogram changes with each iteration, as illus-
trated in Tape et al. (2009, Fig. 1) and in Fig. 8. The following
nine vertical cross-sections with corresponding seismograms are
selected to demonstrate specific points relevant to the tomographic
inversion (Figs 8–16).

Fig. 8 is an expanded version of Tape et al. (2009, Fig. 2). The
observed three-component seismogram contains complex wave-
forms that are not readily identifiable (e.g. ‘the Rayleigh wave’).
By comparing the 1-D and 3-D synthetics, it is apparent that the
Los Angeles and Ventura basins strongly influence the wavefield.
Comparisons between synthetics from m00 and m16 reveal improve-
ments in both the phase and amplitude of the waveforms, even
though only phase measurements (traveltime differences) appear in
the misfit function. This demonstrates that 3-D structural changes

to the initial model induce additional focusing and amplification
of the seismic wavefield. Furthermore, it suggests that relatively
smooth tomographic perturbations can help improve the model in
the vicinity of higher-resolution sedimentary basins.

The three observed seismograms in Fig. 9 exhibit the basic wave-
forms for the period range 6–30 s. The automated windowing code,
FLEXWIN, picks five windows highlighting the P wave (Z and R
components), Rayleigh wave (Z and R) and Love wave (T). (The
S arrival is apparent on all three components at t = 45 s on the
seismograms filtered over the period range 2–30 s.) In comparison
to the 1-D synthetics, the synthetics for m00 exhibit better fits to
the Rayleigh and Love phases. The synthetics for m16 capture the
correct phase and amplitude of the Rayleigh wave, and exhibit a
striking improvement over the m00 synthetics.

The earthquake shown in Fig. 9 occurred on the Garlock fault
in January 2009 and was not used in the tomographic inversion,
nor was any other comparable earthquake. Thus, in this case, the
strong perturbations in the vicinity of the source are required by
kernels associated with other earthquakes used in the tomographic
inversion.

We note two points regarding the FLEXWIN measurement win-
dows in Fig. 9. First, one might be wary of the large phase and
amplitude misfits for the Rayleigh wave on the Z and R components
of the 1-D and m00 seismograms. Based on this one seismogram
alone, one would probably want to adjust the FLEXWIN parameters
to exclude such measurement windows. Second, there is a consider-
able level of noise in these seismograms, evidenced by the non-zero
amplitudes at the origin time of the earthquake (t = 0 s). Never-
theless, the seismic waveforms have a large enough signal-to-noise
ratio to be selected by FLEXWIN.

After many iterations it is possible to fit seismic waveforms
for which there were no previous measurements. Figs 10 and 11
show seismograms for an earthquake on the San Andreas fault near
Parkfield, recorded at stations SMM (distance 89.0 km) and WGR
(distance 199.8 km). For both stations the Rayleigh wave (Z and R)
is not identifiable in the initial 3-D synthetics but is well matched in
phase and amplitude by the final 3-D synthetics. This provides con-
fidence in interpreting the slow wave speeds identified throughout
the Coast Ranges and, in particular, near the San Andreas fault.

Despite the predominant ‘slowing’ of the initial 3-D model, as
indicated in Fig. 7, there are some regions that require substantial
increases in wave speeds. Fig. 12 shows such a path along coastal
California, from the western Transverse Ranges to the vicinity of
San Diego. The waveform fits for m16 are among the best in the
entire data set and capture clear basin resonance effects, probably
arising from the Ventura and Los Angeles basins. Fits in the period
ranges 3–30 and 2–30 s are comparably good (Tape 2009, fig. 1.5).
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Figure 7. Horizontal cross-sections of V S tomographic models, with active faults shown for reference. Refer to Fig. 1 for locations of principal faults and
features. Left column shows the initial model, m00, centre column shows the final model, m16, and right column shows the difference between the two models,
ln(m16/m00). The mask covers regions of low sensitivity to changes in V S. (a) V S at 2 km depth. (b) V S at 10 km depth. (c) V S at 20 km.

An iterative tomographic inversion presents the challenge of fit-
ting seismic waveforms while not ‘unfitting’ others. Fig. 13 shows a
path that is very well fit in the initial 3-D model. Though not much
improvement would be expected, we obtain somewhat better fits
for the radial component. Although the before-and-after waveforms
are similar, we still observe perturbations between −5 per cent and
15 per cent along the source–station path, clearly induced by other
measurements (from other earthquakes).

We also capture wave propagation effects that occur far from
the direct path between the earthquake and station. The seismo-
grams in Fig. 14 contain shorter period waveforms (3–30 s) that
strongly interact with adjacent basins. The three windows high-
light three different Rayleigh-wave paths from the earthquake (near

Hollywood) to station RVR. The second and third time windows
contain Rayleigh waves interacting with the Los Angeles basin,
south of the direct path between the source and station. Surface
waves travelling multiple paths have been identified from lateral
reflections (e.g. Stich et al. 2009) as well as from strong verti-
cal heterogeneity (Savage & Helmberger 2004). Fig. 14 displays a
definitive case of lateral reflections from a deep (>5 km) off-path
sedimentary basin. Inclusion of such waveforms in the tomographic
inversion shows we can increase the coverage by exploiting addi-
tional information already present in the seismograms.

Waveform fits for the shortest period range, 2–30 s, are shown
in Figs 15 and 16. Most of the body wave pulses in Fig. 15 fit
the observed pulses to within 1 s, the target value (eq. 4). The
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Figure 8. (a) Vertical cross-section of the V S tomographic models for a path from event 14383980 (�; Mw 5.4, depth 14.2 km), east of the Los Angeles basin,
to station STC.CI (∇; distance 137.1 km), within the Ventura basin. Upper right panel is the initial 3-D model, m00, lower right panel is the final 3-D model,
m16, and lower left panel is the difference between the two, ln(m16/m00). The vertical exaggeration in these cross-sections, and all cross-sections in the paper,
is 3.0. SY, Santa Ynez fault; MC, Malibu Coast fault. (b) Iterative three-component seismogram fits to data for models m00, m01, m04, and m16. Also shown
are synthetic seismograms computed for a standard 1-D model. Synthetic seismograms (red) and observed seismograms (black), bandpass filtered over the
period range 6–30 s. Left column, vertical component (Z); centre column, radial component (R); right column, transverse component (T). This earthquake was
not used in the tomographic inversion.

highlighted downward pulse at 33 s on the transverse component
m16 synthetic seismogram is not apparent in the corresponding m00

synthetic. The improved fits are partly due to structural perturbations
that lie out of the vertical source–station plane.

Seismograms for a path crossing the entire Mojave are shown
in Fig. 16. The m16 synthetic seismograms match the Love wave
at 68 s (T), the P wave at 30 s (Z and R), the Rayleigh wave at
75 s (Z and R), and some additional complexity, particularly on the
radial component. Some of this complexity is probably due to the
excitation of the Los Angeles basin west of the source. The cross-
section of ln(m16/m00) reveals vertical variations with scalelengths
of about 3 km in the vertical direction within the Mojave region.
This demonstrates the resolving capability of frequency-dependent
surface wave measurements.

5.3 Connections with geology and tectonics

A comprehensive interpretation of the new crustal model is
beyond the scope of this paper. Such an interpretation of crustal
wave speeds should take into account previous laboratory measure-
ments of V P and V S of various crustal rocks under different pressure

and temperature conditions (Christensen & Mooney 1995; Pellerin
& Christensen 1998), as well as a geological and tectonic overview
of the region (Burchfiel et al. 1992). In this section, we extend the
interpretations of Tape et al. (2009) and address some of the key
features of the crustal model.

5.3.1 Wave speed contrasts across faults

The middle panels of the horizontal cross-sections (Fig. 7) reveal
lateral variations in the new crustal model. Because several active
faults offset different lithologies at the surface, it is not surprising
that the contrasts are also observed in the tomographic model. The
magnitude and depth-extent of these contrasts are important for
interpreting the structure of faults at depth. Furthermore, such wave
speed contrasts are expected to influence the rupture of earthquakes
(e.g. Ben-Zion & Andrews 1998).

At 2 km depth (Fig. 7a), the fastest regions (>3.5 km s−1) occur
in the Peninsular Ranges west of the Elsinore fault, and in the Sierra
Nevada west of the Kern Canyon fault (Shapiro et al. 2005). The
eastern front of the Sierra Nevada is marked by an eastward step
in wave speed from about 3.5 to 2.8 km s−1 (Tape et al. 2009). At

C© 2009 The Authors, GJI, 180, 433–462

Journal compilation C© 2009 RAS



Seismic tomography of the southern California crust 445

Figure 9. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 14418600 (�; Mw 3.9, depth 8.5 km), on the Garlock fault, to station HEC.CI (∇; distance 147.3 km), in the eastern Mojave Desert. Upper
right panel is the initial 3-D model, m00, lower right panel is the final 3-D model, m16, and lower left panel is the difference between the two, ln(m16/m00).
KC, Kern Canyon fault; SN, Sierra Nevada fault; G, Garlock fault. (b) Synthetic seismograms (red) and observed seismograms (black) for the period range
6–30 s. The left column shows synthetics computed using a 1-D model for southern California. The centre column shows synthetics computed using our
initial 3-D model m00. The right column shows synthetics computed using our final 3-D model m16. Z, vertical component, R, radial component, T, transverse
component. In this example, the highlighted time windows, each with a corresponding �T traveltime difference, are automatically selected for measurement
using the FLEXWIN algorithm (Maggi et al. 2009). This earthquake was not used in the tomographic inversion.

4 km depth (Fig. 27c), the northern segment of the San Jacinto fault
separates faster wave speeds in the west (3.7 km s−1) from slower
wave speeds (3.3 km s−1) beneath the San Bernadino basin.

At 10 km depth (Fig. 17) and south of about 34◦ latitude, the
San Andreas fault separates a fast region (3.8 km s−1) to the west
from slower regions (3.4 km s−1) to the northeast (Tape et al. 2009).
The northwestern Mojave is slow (3.3 km s−1) compared to faster
material (3.6 km s−1) in the southern Sierra Nevada, across the
Garlock fault. Faults also partition the 50-km-scale variations in
wave speeds along the longitudinal line 119◦W (Fig. 17).

5.3.2 Deep sedimentary basins

At 2 km depth (Fig. 7a), large-scale slow regions (<2.8 km s−1)
reveal several known Neogene basins (Fig. 1a), most of which are
present in the initial model. The new model illuminates the southern
San Joaquin basin (SSJB; also known as the ‘Maricopa subbasin’),
which, according to seismic reflection profiles, extends to a depth of
more than 8 km (Goodman & Malin 1992). The San Joaquin basin,
as a whole, is a relic forearc basin associated with Farallon subduc-
tion and the Sierra Nevada arc. The anomalously deep portion at
the southern end is probably a consequence of compression in the
Big Bend region of the San Andreas fault, as well as delamination
of the Sierra Nevada crust (Le Pourhiet et al. 2006; Fay et al. 2008).

The crustal model is able to match the arrival times of surface
waves propagating from the San Simeon region (Hauksson et al.
2004; McLaren et al. 2008) in the western Coast Ranges, and

through the SSJB to the eastern Mojave. We also capture lateral
surface wave reflections at the southern boundary of the SSJB (Tape
2009, fig. 1.6), indicating the lateral sharpness of the wave speed
contrast from the basin to the Transverse Ranges (Fig. 4a). The
profile in Fig. 4(a) contains parts of three basins: SSJ, Ventura and
Los Angeles.

The model is beginning to illuminate some of the basins in
the offshore region of the Continental Borderlands (Legg 1991), a
region that may accommodate 10–20 per cent of the relative motion
between the Pacific and North America plates (Legg et al. 2007).
In particular, we identify a clear extension of the Ventura basin into
the Santa Barbara basin to the west (Fig. 7a). Additional off-shore
seismic surveys (e.g. Nazareth & Clayton 2003) and ocean-bottom
seismometers will help provide data needed to improve the structure
model in the Borderlands.

5.3.3 Coast Ranges

The Coast Ranges, as a whole, form a strikingly slow (<3.0 km s−1)
anomaly (Fig. 7). In the uppermost 15 km, the Coast Ranges are
tomographically similar to the San Joaquin basin and the Con-
tinental Borderlands (Tape et al. 2009). The Coast Ranges have
experienced more than 25 km of east-west shortening, which has
led to stacks of Miocene and younger sediments as much as
10 km thick, west of the San Andreas (Davis 1988; Namson & Davis
1990). The new crustal model is able to capture the signatures of
these basins and sedimentary units at relatively long periods (6–30
s), evidenced by paths along the San Andreas fault (Figs 10 and 11).
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Figure 10. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 14096196 on the San Andreas fault (�; Mw 4.6, depth 9.9 km) to station SMM.CI (∇; distance 89.0 km), west of the San Andreas fault.
(b) Synthetic seismograms (red) and observed seismograms (black) for the period range 6–30 s. The grey windows of the m16 synthetics are the only quantifiably
‘good’ measurement windows for all three sets of seismograms (Maggi et al. 2009). See Fig. 9 caption for explanations of subplots.

Figure 11. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 14096196 (�; Mw 4.6, depth 9.9 km), on the San Andreas fault, to station WGR.CI (∇; distance 199.8 km), just north of the Ventura basin. SY,
Santa Ynez fault; MC, Malibu Coast fault. (b) Synthetic seismograms (red) and observed seismograms (black) for the period range 6–30 s. The grey window
highlights a Rayleigh wave discussed in Section 5.2.1. See Fig. 9 caption for explanations of subplots.
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Figure 12. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 9753485 (�; Mw 4.2, depth 11.4 km) to station DPP.CI (∇; distance 220.1 km), near San Diego. SY, Santa Ynez fault; MC, Malibu Coast fault.
(b) Synthetic seismograms (red) and observed seismograms (black) for the period range 6–30 s. See Fig. 9 caption for explanations of subplots.

Figure 13. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 9627721 (�; Mw 4.6, depth 8.3 km) to station FMP.CI (∇; distance 140.6 km), on the western margin of the Los Angeles basin. SA, San
Andreas fault; CR, Camp Rock fault. (b) Synthetic seismograms (red) and observed seismograms (black) for the period range 6–30 s. See Fig. 9 caption for
explanations of subplots.
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Figure 14. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a path
from event 9703873 near Hollywood (�; Mw 4.2, depth 6.4 km) to station RVR.CI (∇; distance 94.6 km). SA, San Andreas fault. (b) Synthetic seismograms
(red) and observed seismograms (black) for the period range 3–30 s. The grey time windows highlight three different Rayleigh wave arrivals discussed in
Section 5.2.1. See Fig. 9 caption for explanations of subplots.

Figure 15. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 14383980 (�; Mw 5.4, depth 14.2 km), beneath the Chino Hills region of Los Angeles, to station SMS.CI (∇; distance 64.6 km), near the
northwest margin of the Los Angeles basin. (b) Synthetic seismograms (red) and observed seismograms (black) for the period range 2–30 s. The grey window
on the transverse component highlights a seismic waveform discussed in Section 5.2.1. See Fig. 9 caption for explanations of subplots. This earthquake was
not used in the tomographic inversion.
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Figure 16. Vertical cross-sections and corresponding three-component seismograms (Section 5.2.1). (a) Cross-section of the V S tomographic models for a
path from event 9818433 (�; Mw 4.4, depth 8.6 km), east of the Los Angeles basin, to station CLC.CI (∇; distance 211.7 km), north of the Garlock fault.
Vertical lines denote surface positions of faults: San Gabriel (SG), San Andreas (SA), and Garlock (G). Also shown for reference is a northward dipping layer
identified in the wide-angle refraction survey of Fuis et al. (2001). Counter interval is 0.25 km s−1. (b) Synthetic seismograms (red) and observed seismograms
(black) for the period range 2–30 s. See Fig. 9 caption for explanations of subplots.

Figure 17. Top: Final V S crustal model m16 at 10 km depth (middle panel
of Fig. 7b), illuminated with shaded relief. Refer to Fig. 1 for locations
of principal features. Bottom: Vertical cross-section along 119◦W, looking
west. Dashed line denotes 10 km depth; contour interval is 0.5 km s−1.
The variations in wave speed along longitude 119◦W at 10 km depth are
associated with, from north to south, the western Sierra Nevada (fast), the
southern San Joaquin basin (slow), the San Emigdio Mountains (fast), the
Ventura basin (slow), the Santa Monica Mountains (fast), and the Santa
Monica basin (slow) (Tape et al. 2009). SA, San Andreas fault; G, Garlock
fault; SY, Santa Ynez fault.

5.3.4 Western Transverse Ranges

At 20 km depth (Fig. 7c) the most conspicuous feature is the fast
wave speed region (4.1 km s−1) beneath the Ventura–Santa Barbara
basin and the Santa Monica Mountains, also observed in Figs 8,
11 and 14. This region coincides with the surface expression of the
western Transverse Ranges block (WTRB Luyendyk et al. 1980,
Fig. 1). Tape et al. (2009) interpreted this feature as subduction-
captured Farallon oceanic crust, which is believed to underlie the
western portion of the WTRB (Nicholson et al. 1992, 1994). Below
a depth of about 25 km, the anomaly could be attributed to a shal-
lower crust than the ∼32 km (interpolated) value obtained by Zhu &
Kanamori (2000) and used in our simulations. A north–south seis-
mic refraction survey across the Santa Barbara Channel found that
the crustal thickness beneath the WTRB decreases from 31 km near
the coast to 23 km near Santa Cruz Island (Keller & Prothero 1987).
However, it is also possible that there are fragments of oceanic crust
beneath the WTRB (ten Brink et al. 2000) giving rise to higher
wave speeds. Based on cross-sections such as the one in Fig. 8, we
observe a strong vertical gradient in wave speed from the overlying
Santa Barbara basin to the proposed oceanic crust; this is consistent
with the model by Keller & Prothero (1987).

5.3.5 Mojave Desert region

Within a single vertical cross-section for a path traversing the
Mojave region (Tape et al. 2009, Fig. 1), we identified reductions
in wave speed due to both compositional and thermal features.
Slow wave speeds near the White Wolf fault are associated with the
southern San Joaquin sedimentary basin (Goodman & Malin 1992).
Slow wave speeds east of the Camp Rock fault are associated with
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Figure 18. Horizontal cross-section at a depth of 2 km of bulk-sound speed V B tomographic models, with active faults shown for reference. Refer to Fig. 1
for locations of principal faults and features. Left column shows the initial model, m00, centre column shows the final model, m16, and right column shows the
difference between the two models, ln(m16/m00).

Quaternary volcanism (e.g. Luffi et al. 2009, Fig. 1) manifested by
higher heat flow (Bonner et al. 2003).

The north-south profile in Fig. 16 approximately coincides with
the LARSE-I survey (Fuis et al. 2001, 2003). The tomographic
inversion introduces a −10 per cent change in wave speed beneath
the Coso geothermal region. The tomographic perturbation suggests
the presence of a northward dipping interface at about 20 km depth,
which approximately coincides with an interface identified in the
LARSE-I survey.

We are unable to fit the arrival times of both Love and Rayleigh
waves for dozens of paths across the Mojave region (Fig. 1a). This
observation, known as the Love–Rayleigh discrepancy (Anderson
1961; Dziewonski & Anderson 1981), suggests the presence of
radial anisotropy within the crust. Such an anisotropic unit would
lie in the zone of dominant sensitivity of the surface waves in the
data set, which is the upper 20 km.

Our preliminary simplified crustal column of the Mojave region
west of the Camp Rock fault system (e.g. Fig. 16) is as follows.

(i) 0–6 km: shallow (1–3 km deep) sedimentary basins (Murphy
et al. 2008) and exhumed batholithic rocks of Mesozoic age (Grove
et al. 2003).

(ii) 6–20 km: approximately flat-lying schist, underplated during
Farallon subduction ca. 80 Ma (Jacobson et al. 1996; Grove et al.
2003; Saleeby 2003).

(iii) 20–30 km depth: underplated oceanic crust from relict
Farallon subduction.

The COCORP seismic reflection surveys identified numerous dip-
ping crustal reflectors at depths of 15 ± 6 km (Cheadle et al. 1986).
Louie & Clayton (1987) interpreted a major reflector at 22 km depth
within a simplified crustal column. The LARSE results reported
wide-angle reflections at depths ranging from 20 to 24 km (Ryberg
& Fuis 1998; Fuis et al. 2001, 2003, 2007). A detailed investiga-
tion is needed to reconcile reflection, refraction, tomographic and
geological observations. For comparison, the seismic- and gravity-
based model of Romanyuk et al. (2007) assumed a crustal column
of primarily gneissic units.

5.4 Bulk sound speed model

Three horizontal cross-sections of the bulk sound speed (V B) mod-
els are presented in Tape et al. (2009, fig. S9). In general, sensitivity
to V B is best at shallow depths (<10 km), and it is not as good as
sensitivity to V S.

At 2 km depth, the V B perturbation, ln(m16/m00), contains only
longer scalelength variations (Fig. 18), and thus there are details
in the initial 3-D model that are also present in the final model.

Outside the Los Angeles basin, the slowest feature in the initial
model is near Indian Wells Valley, just south of the Coso geothermal
region (e.g. Hauksson & Unruh 2007). The model update involves a
−15 per cent change in V B to this (already slow) anomaly. Interest-
ingly, in the central Mojave region at 2 km depth, the change to V B

is about −10 per cent (Fig. 18), whereas the change to V S is about
+5 per cent (Fig. 7a). These changes of opposite sign will lead
to more pronounced changes in quantities such as Poisson’s ratio
and the V P/V S ratio (e.g. Christensen 1996). In order to enhance
sensitivity to V B in the inversion, one could preferentially weight
the P waveforms.

5.5 Comparison with Chen et al. (2007)

Chen et al. (2007) obtained model LAF3D by performing a tomo-
graphic inversion for the greater Los Angeles region outlined in
Fig. 1. The depth of their model volume was 26 km, and their data
set included P and S traveltime measurements from 67 earthquakes
recorded on 2000 seismograms. Synthetic seismograms were calcu-
lated using a finite-difference method. Their tomographic inversion
was based on a ‘scattering-integral’ method, which (like adjoint
methods) exploits the accuracy of the forward solver. They per-
formed a single iteration of the model, but unlike a typical gradient-
method iteration, they used the Hessian of the misfit function
evaluated at the initial model. If the initial model is close to the
solution, then the Hessian will provide a better model update than the
gradient.

A direct comparison between our results and those of Chen et al.
(2007) would involve generating synthetic seismograms for their
LAF3D model and our model m16 using the same set of earth-
quakes, whether the ones used in their inversion, our inversion, or
a separate set. Lacking a direct comparison, we nevertheless make
some qualitative statements about the two models, at least in the
volume that is common to both models. The two V S models reveal
a south-to-north increase in shear wave speed across the San Gabriel
fault at shallow depths (upper 5 km) but a south-to-north decrease
in wave speed at greater depths (below 10 km). The model of Chen
et al. (2007) has a horizontal resolution of 4 km and contains some
details that are not present in model m16. These additional details
could be due to the enhanced horizontal resolution of Chen et al.
(2007) or to less conservative choices of regularization.

5.6 Implications for seismic hazard assessment

The results presented in this paper demonstrate that moderate
(Mw = 3.5–5.5) well-recorded earthquakes (Figs 2 and 3) can
be used to make large, necessary changes to the crustal model
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of southern California. As we have shown, waveforms from these
earthquakes can be extremely complicated, even at relatively long
periods (6–30 s). One example is the path from the Salton trough
to the Los Angeles basin (Fig. 5), the same region covered by the
TeraShake simulations (Olsen et al. 2006).

If it is not possible to fit waveforms from moderate, point-source
earthquakes, then it will not be possible to fit waveforms from large
earthquakes with complex ruptures. By beginning to fit complex
propagation paths for moderate earthquakes, we provide hope for
accurately simulating larger earthquakes. For example, the trans-
verse component of ground motion from a Mw 4.5 earthquake on
the White Wolf fault (Tape et al. 2009, Fig. 1) does not match the data
for simulations from the initial 3-D model, but begins to match the
data for simulations from the final model. The new model therefore
provides a better starting point for simulating larger earthquakes on
the White Wolf fault, such as the 1952 Mw 7.2 Kern County earth-
quake (Jenkins & Oakeshott 1955; Ben-Menahem 1978). Similarly,
the improvement in fits for the Mw 4.6 Parkfield earthquake (Figs 10
and 11) suggests that the new crustal model is more appropriate for
simulations of larger earthquakes on this segment of the San An-
dreas fault, such as the 1857 Mw 7.9 Fort Tejon earthquake (Sieh
1978; Agnew & Sieh 1978). See Petersen & Wesnousky (1994)
for an overview of estimated maximum magnitudes for faults in
southern California.

In southern California, there are no high-quality seismic wave-
forms available for major (Mw > 7) earthquakes. However, strong
(Mw = 6–7) earthquakes have been recorded well enough to de-
termine rupture models, such as the 2004 September 28 Mw 6.0
Parkfield event (Custódio et al. 2005) and the 2003 December 22
Mw 6.5 San Simeon earthquake in the Coast Ranges (McLaren et al.
2008). These earthquakes present the formidable challenge of fitting
near-source and regional waveforms that capture the complexities
of both the rupture process and the heterogeneous structure of the
crust. A more accurate 3-D crustal model will benefit the develop-
ment of rupture models for strong earthquakes.

In northern California, similar efforts are underway to incorporate
earthquake simulations in seismic hazard assessment. A 3-D model
of the Bay Area region (Brocher et al. 2006; Jachens et al. 2006) has
been used to model moderate earthquakes, strong earthquakes and
scenario earthquakes (Rodgers et al. 2008; Aagaard et al. 2008a,b).

6 M I S F I T A NA LY S I S

Tape et al. (2009) assessed the quality of the new crustal model,
m16, as well as the reduction in misfit from the initial 3-D model,
m00, to m16. The analysis included an evaluation of both the travel-
time measure of misfit used in the tomographic inversion as well as
a simple waveform difference (not used in the tomographic inver-
sion). A traveltime measure of misfit requires a degree of similarity
between two waveforms that is not always present, and thus we
cannot directly compare FT(m00) and FT(m16) for each m16 time
window (e.g. Fig. 11). Of course, such a comparison is always pos-
sible using the waveform difference FW(m).

6.1 Traveltime and amplitude misfit

The multitaper traveltime differences in the final model, FT(m16)
defined in equation (3), have a standard deviation of less than
1 s for the entire data set. For the three period ranges, the pat-
terns do not change appreciably, and all listed time shift standard
deviations are <0.8 s (Tape et al. 2009, fig. S5).

In Fig. 19, we tabulate �T and �ln A (eq. A2) measurement
windows for 6–30 s seismograms for models m00 and m16; in other
words, the comparison involves two different sets of windows. The
reduction in misfit for �T is considerably better than for �ln A.
One reason for this is that �T is used explicitly within the mis-
fit function (eq. 7), whereas �ln A is not. A second reason is that
some amplitude misfit reduction has already occurred within the
two source inversions, performed with m00 and m12 (Section 2.2).
Thus the reduction in �ln A misfit shown in Figs 19(d)–(f) is strictly
due to wave speed changes. Explicit use of amplitude differences
within the misfit function would help further reduce the amplitude
differences; however, this presents the challenge of ascribing ampli-
tude anomalies to differences in source parameters (e.g. magnitude,
radiation pattern), wave speeds, and attenuation.

The largest (positive) traveltime differences in the initial data
set are emphasized in Fig. 20. In particular, the m00 seismograms
contain 201 windows with �T ≥ 6 s that are no longer present in
the m16 seismograms. In hindsight, we know that these m00 outliers
indicate that strong wave speed reductions are needed in distinct
regions, including the southern San Joaquin basin, the mid-crust of
the Mojave region, the upper crust of the Coast Ranges, and the
upper crust of the Coso region.

6.2 Waveform misfit

We use a direct waveform difference, FW(m) defined in (eq. 5),
as the primary measure of misfit. In constructing the histograms in
Tape et al. (2009, Fig. 3), we excluded all windows whose time shifts
in both m00 and m16 are ≤1 s, the target measurement value in the
tomographic problem (eq. 4). This procedure excludes only those
windows that have not changed appreciably (for better or for worse).
The waveform misfit measure is applied to either the portions of
records within the FLEXWIN (m16) time windows (Tape et al.
2009, Figs 3a and c) or to the entire seismogram containing at least
one (non-excluded) time window (Tape et al. 2009, Figs 3b and d),
including time intervals before the expected P-wave arrival and after
the surface wave arrivals. For a given set of windows, the number
of seismograms containing windows will be less than (or equal to)
the total number of windows. The number of seismograms listed
includes (up to three) different bandpassed versions.

The waveform misfit analysis is shown in Tape et al. (2009,
Fig. 3 and fig. S3). There are several comparisons to make among
the subplots.

(i) There is a strong similarity between the earthquakes used in
the inversion (‘tomo’) and the earthquakes not used in the inversion
(‘extra’), both in terms of the overall misfit and the misfit reduction.

(ii) The waveform misfit of full seismograms is reduced.
(iii) The waveform misfit of measurement windows is better than

that computed for full seismograms, as expected.
(iv) For the measurement windows, neither the overall misfit nor

the misfit reduction show a dependence on period range. This is
not a one-to-one comparison, since the comparison is for differ-
ent sets of windows, but it suggests that for many windows, such
as those common to all three period ranges, the synthetic wave-
forms are capturing the dominant features of the wavefield. For the
full seismograms, however, both the misfit and misfit reduction get
progressively better from 2–30 to 3–30 to 6–30 s. This is because
measurement windows selected from the 6–30 s records cover a
greater portion of the full seismogram than those selected from
the 3–30 and 2–30 s records, and thus we expect a greater misfit
reduction.
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Figure 19. Misfit analysis for traveltime and amplitude differences within measurement windows of the 6–30 s seismograms (Section 6.1). (a)–(c) Traveltime
differences, �T , for models m00 (red) and m16 (blue). Fig. 19c is expanded in Fig. 20. (d)–(f) Same as (a)–(c), but for amplitude differences, �ln A. The
reduction in misfit for �ln A is less than that for �T , because only �T is explicitly used in the misfit function of the tomographic inversion. The inset table
lists the mean and standard deviation for each distribution.

Figure 20. Zoom-in of Fig. 19(c), showing the reduction in �T from m16

to m00 for measurement windows within 6–30 s seismograms. There are
201 measurement windows for m00 with �T ≥ 6 s.

6.3 Waveform variance reduction

The typical formula for variance reduction, VR, is a first-order
approximation of a logarithmic version, VRL (Appendix C). For
the ith time window, we may first compute FW

i (m00) and FW
i (m16),

followed by VRi and VRLi. For example, substituting eq. (5) into
eq. (C2), the logarithmic variance reduction for a single window
pick is

VRLi = ln

[
FW

i (m1)

FW
i (m2)

]
= ln

⎧⎪⎪⎨
⎪⎪⎩

∫ ∞

−∞
wi (t) [d(t) − s(t, m1)]2 dt

∫ ∞

−∞
wi (t) [d(t) − s(t, m2)]2 dt

⎫⎪⎪⎬
⎪⎪⎭

.

(8)

The logarithmic version of variance reduction provides a sen-
sible formula, because VRL is approximately Gaussian distributed,
whereas VR is not, as shown in Figs 21 and 22. We do not see a
good reason to use the first-order approximation (VR), and thus the
discussion emphasizes VRL.

Because VRL is approximately Gaussian, its centre corresponds
to the mean value. We use the mean value to represent the overall
variance reduction, either for the windows (Figs 22a and c) or for
the full seismograms (Figs 22b and d). As expected from the distri-
butions in Tape et al. (2009, Fig. 3), the variance reduction is larger
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Figure 21. Histograms of variance reduction, VR, corresponding to the
waveform misfits in Tape et al. (2009, Fig. 3). The range of permissible
values of VR is from −∞ to 1. A value of VR = 0 corresponds to no
reduction in misfit. (a) Variance reduction from m00 to m16 for windows
used in the inversion for seismograms in all three period ranges (6–30 s,
3–30 s, and 2–30 s). (b) Variance reduction for full seismograms containing
at least one measurement window. (c)–(d) Same as (a)–(b), but for the set
of extra earthquakes.

within the windows than within the full seismograms, and it is about
the same for the earthquakes used in the tomographic inversion as
it is for the extra earthquakes. For comparison, using eq. (C3), the
VRL values of 1.20, 0.74, 1.13 and 0.76 (Fig. 22) correspond to VR
values of 0.70, 0.52, 0.68 and 0.53.

The negative values of VRL (Fig. 22) correspond to seismic
waveforms that show ‘variance amplification,’ that is waveforms in
which FW(m16) > FW(m00). In Fig. 23, we have included two of
the largest negative VRL full seismograms in the entire data set.
In Figs 23(a)–(c), the transverse component is ‘unfit’ by �T = 1.1
s, which barely exceeds the target measurement of 1.0 s (eq. 4),
and the amplitude is too large as well. However, the phase of the
Rayleigh wave is better fit by the m16 synthetics. In Figs 23(d)–(f),
the transverse component is noticeably worse for m16 for the coda
of the Love wave, which leads to the large negative VRL. However,
the Rayleigh wave is much better fit in both phase and amplitude,
indicating that m16 is probably the better model for this path. In
short, the outliers with large negative waveform variance reductions
are not a significant cause for concern.

6.4 Residuals

As with any inverse problem, the remaining residuals provide direc-
tion for additional improvements. The largest waveform residuals
(Fig. 24) are associated with seismic wave propagation in the Coast
Ranges–Great Valley region. In order to fit such waveforms, we must
construct and incorporate sedimentary basin models for the Coast
Ranges, Mojave Desert and Great Valley by using all available data.
By ‘available data,’ we mean seismic reflection and refraction data
and industry well logs (e.g. Süss & Shaw 2003). Gravity and mag-
netic data could provide additional constraints (e.g. Langenheim
1999; Romanyuk et al. 2007).

Figure 22. Same as Fig. 21, but showing logarithmic variance reduction,
VRL, instead of variance reduction, VR. The quantities are approximately
Gaussian distributions with the mean value denoted by the vertical black
line and indicated by the boxed number. The range of permissible values of
VRL is from −∞ to ∞. A value of VRL = 0 corresponds to no reduction
in misfit.

We identified subtle traveltime residuals that are likely due to
the assumption of isotropy in our model (Section 5.3.5). In a future
study we will attempt to improve fits to all waveforms—in particu-
lar, Love, Rayleigh and S—by using anisotropic sensitivity kernels
(Sieminski et al. 2007).

7 M O D E L U N C E RTA I N T Y
A N D R E S O LU T I O N

The emphasis in assessing the new crustal model is on misfit (Sec-
tion 6). We do not estimate uncertainties of model parameters (V S

and V B), nor do we perform a formal resolution analysis. A single
resolution test would have a computational cost that is comparable
to the tomographic inversion itself (Tape et al. 2007; Fichtner et al.
2009). Instead, we compute the composite volumetric sensitivity
of all measurements (e.g. Chen et al. 2007), and we examine the
scalelengths in the net model update, ln(m16/m00).

7.1 Model uncertainty

As a first step in addressing uncertainties in the model parameters,
we compute the composite volumetric sensitivity of all measure-
ments (e.g. Chen et al. 2007). This is achieved by using the same
procedure that was used to compute each event kernel (Tape et al.
2007), but omitting the traveltime measurement weight for each
adjoint source (i.e. using a unit traveltime anomaly for all measure-
ments). Because we have two inversion variables, V S and V B, we
have two corresponding volumetric sensitivity kernels, which we
refer to as ‘coverage kernels’ for brevity.

The coverage kernels for V S and V B are shown in Tape et al.
(2009, figs S6 and S7). A horizontal cross-section of the V S coverage
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Figure 23. Two examples of the largest negative waveform variance reductions for all seismograms in the data set (Section 6.3). (a) Station coverage for 6–30 s
seismograms for event 10370141 (Mw 4.4, depth 14.2 km), near the San Andreas fault, to station LRL.CI (distance 156.1 km), just north of the Garlock fault.
(This earthquake was not used in the tomographic inversion.) (b) Seismogram fits for m00, bandpass filtered from 6–30 s. (c) Seismogram fits for m16, bandpass
filtered from 6–30 s. For the highlighted transverse component, VRL = −1.77, corresponding to the largest increase in waveform misfit for the entire data set.
(d) Station coverage for 6–30 s seismograms for event 14178236 (Mw 4.1, depth 4.0 km), near the Salton trough, to station EDW2.CI (distance 291.6 km) in
the western Mojave. (e) Seismogram fits for m00, bandpass filtered from 6–30 s. (f) Seismogram fits for m16, bandpass filtered from 6–30 s. For the highlighted
transverse component VRL = −1.17, corresponding to one of the largest increases in waveform misfit for the entire data set.

Figure 24. Extreme resonance within the San Joaquin basin captured by
observed seismograms (black), but not by synthetic seismograms (red), for
the period range 6–30 s. The earthquake is event 14096196 (�; Mw 4.6,
depth 9.9 km), near the San Andreas fault at Parkfield, and the station is
Bakersfield (BAK.CI; ∇; distance 199.8 km), within the San Joaquin basin.
Fitting such seismic waveforms requires detailed 3-D models of sedimentary
basins in the Great Valley–Coast Ranges region.

kernel is shown in Fig. 25. The left panel shows the field without
a mask, and the right panel includes a mask. The threshold for the
mask is given by a subjective value of K 0 = 10−16 m−3. In regions
where the coverage kernel is less than this value, the tomographic
model is masked out, as shown in Fig. 25. The coverage kernel
decreases with depth (Tape et al. 2009, fig. S6), and has maximum
sensitivity near the surface due to the sampling by shorter-period
surface waves in the data set. The masks are applied to the V S

cross-sections shown in Fig. 7.
Coverage kernels, though they contain much more information

than standard ray density maps, are an ad hoc representation of
the uncertainties of model parameters, which we will address more
formally in a future study. From a Bayesian perspective, the final
model (m16) represents the mean model of a posterior distribution
of possible models (CM) (Tarantola 2005). It is important that we
construct a distribution of possible models that provides a guide for
future studies that inevitably will include more stations and higher-
frequency seismograms. The inclusion of additional data will then
help reduce the distribution of all possible models.

7.2 Model resolution

A seismic tomographic study typically includes a resolution analysis
that shows how well a model perturbation (e.g. a delta function or
a checkerboard pattern) is expected to be resolved by the inversion
procedure. If forward modelling is computationally inexpensive
(e.g. ray theory), then it is possible to perform resolution tests with
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Figure 25. Volumetric coverage for the V S tomographic model, plotted at 10 km depth (Section 7.1). The scalar field is computed as ln[KVS (x)/K0], where
KVS (x) is the sum of all V S kernels, and K 0 = 10−16 m−3 is the threshold value that determines the mask shown in the right panel. The black outline denotes
the simulation region, which extends to 60 km depth.

modest additional computations, but interpretations of such tests are
complicated by the limited accuracy of the forward model embedded
within the inverse problem. If the forward model is computationally
expensive, such as a full-wavefield method, then resolution tests
are as computationally expensive as the inversion itself (Tape et al.
2007); nevertheless, this has been achieved by Fichtner et al. (2009)
and Chen et al. (2007). (Chen et al. (2007) performed a resolution
test requiring no additional 3-D simulations, but it required access to
all possible source and receiver Green’s functions in the simulation
volume.)

The 2-D synthetic resolution tests of Tape et al. (2007) used a
realistic source–station geometry for the 3-D problem, and they
suggest that the resolution of the new 3-D model should be as
good as the scalelengths within the event kernels themselves. The
3-D model update, ln(m16/m00), is constructed strictly from event
kernels and therefore provides qualitative estimates of the resolvable
scalelengths. In particular, the minimum scalelength is ∼3 km in the
vertical direction (visible in Fig. 16a) and ∼20 km in the horizontal
direction. These values correspond to the regions of best coverage;
lower resolution is expected in regions of poor coverage, such as the
Great Valley or near the boundaries of the simulation domain. We
note that shorter scalelength features are present in the unsmoothed
event kernels, but our choices of regularization (Section 4.1) prevent
them from appearing in the model updates. In other words, we
adopt a conservative approach that will introduce finer details into
the model only if seismograms from many different earthquakes
require them.

8 C O N C LU S I O N

We have exploited the accuracy of the SEM within a tomographic
inverse problem based on adjoint methods. After 16 iterations, we
have obtained a model with local perturbations of ±30 per cent from
the initial 3-D model. We have fit thousands of three-component
seismograms that capture both the phase and amplitude of particle
motion recorded at seismic stations. Direct waveform difference
measurements of full-length seismograms that were never used in
the inversion (Tape et al. 2009, Figs 3b and d) provide compelling
support for the quality of the new crustal model.

The new tomographic model has been incorporated into
the latest version of the Southern California Earthquake Cen-
ter (SCEC) Community Velocity Model, CVM-H 6.0 (Plesch
et al. 2009). It is available via download through the SCEC
website (www.scec.org). A full set of vertical and horizontal
cross-sections of the tomographic model is available from the

interactive website at http://www.data.scec.org/research/carltape/
socalm16.html.

We summarize several key points of our tomographic procedure
and findings.

(i) An initial 3-D model is required to capture the general charac-
teristics (e.g. shape, amplitude, duration) of three-component seis-
mograms for the period range of interest (2–30 s). For seismogram
comparisons in this paper, we have also included 1-D synthetics,
which tend to fit body waves (e.g. Fig. 9) better than surface waves
(e.g. Fig. 13).

(ii) For each iteration in the tomographic inversion, we obtain a
new model of V S and V B, from which we compute a new set of syn-
thetics seismograms. We subsequently run FLEXWIN (Maggi et al.
2009) to automatically pick a new set of measurement windows.
Using the new measurements, we compute event kernels specific to
the new model.

(iii) The net changes in the V S model are large, locally in excess
of ±30 per cent, but the changes during any one iteration are small,
locally less than ±10 per cent (Figs 6 and 7). The net changes in
the V B model are predominantly negative and confined to the upper
15 km (Fig. 18).

(iv) The areas in the initial model that require changes are highly
variable and generally unknown. For example, it takes more than
10 iterations to isolate the −35 per cent V S anomaly related to the
southern San Joaquin basin (Tape et al. 2009).

(v) Frequency-dependent surface waves are necessary to re-
solve crustal structure. Measurements over multiple period ranges
allow us to apply changes with a vertical scalelength of 3 km
(e.g. Fig. 16a).

(vi) Although only traveltime differences are used in the misfit
function (eq. 6), amplitude differences also decrease in the final
model, partly due to focusing and defocusing induced by the 3-D
model (Figs 8–11).

(vii) Seismic arrivals absent in synthetics for the initial 3-D
model appear in the final synthetics (Figs 10, 11 and 15).

(viii) The new model facilitates more accurate assessments of
seismic hazard. We present examples of improvements of wave-
form fits from regions where major earthquakes (Mw = 7–8) have
occurred in the past (e.g. Figs 5 and 10).

(xi) The new model illuminates several wave speed contrasts
across faults (Section 5.3.1).

(x) The Coast Ranges, southern San Joaquin basin, and Conti-
nental Borderlands are characterized by predominantly slow wave
speeds in the upper 15 km.
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(xi) The relatively fast wave speeds beneath the western Trans-
verse Ranges and the western Mojave may be the signatures of
underplated oceanic crust related to Farallon subduction.

Finally, we summarize three important points regarding the assess-
ment of the final model.

(i) The SEM is used to compute all synthetic seismograms, which
therefore capture all the complexities of wave propagation that are
afforded by the numerical technique. We assess the quality of any
model, for example m00 or m16, by comparing its synthetic seismo-
grams directly with observed seismograms.

(ii) We set aside 91 earthquakes to independently evaluate the
misfit reduction from the initial 3-D model (m00) to the final 3-D
model (m16) (Tape et al. 2009). The misfit reduction, measured
using a direct waveform difference, is essentially the same for the
91 extra earthquakes as it is for the 143 earthquakes used in the
inversion (Figs 22a and c). This demonstrates the high quality of
both the new crustal model and the earthquake source parameters.

(iii) We observe a significant waveform misfit reduction in full-
length seismograms, including portions of seismograms that were
never used in the tomographic inversion (Figs 22b and d).

8.1 The upper 8 km

The seismic wavefield in southern California suggests a vertical
transition in crustal complexity in the vicinity of 8 km depth. We
use this depth to distinguish between ‘shallow’ (<8 km) and ‘deep’
(>8 km) earthquakes.

Surface waves from shallow earthquakes dominate the misfit for
the initial 3-D model (m00) and dominate the residuals for the final
3-D model (m16). We find that the upper 8 km of the crust contain the
strongest heterogeneity, primarily in the form of sedimentary basins.
Although sedimentary basins do not cover all of southern California
(Fig. 1), their signature is inescapable for most paths for the period
range of interest (2–30 s). This is partly due to the concentration
of people—and therefore, stations—in regions of actively forming
basins with adjacent seismogenic faults.

Surface waves from deep earthquakes, which provide a weaker
excitation of the shallowest crust, are fit reasonably well in the
initial model. Similarly, body waves, which spend most of their time

in the lower crust or upper mantle (for the paths in this study), are
also fit reasonably well in the initial model. The relatively less het-
erogeneous lower crust might account for previous success in mod-
elling body wave traveltimes from earthquakes at all depths (e.g.
Hauksson 2000; Lin et al. 2007b), and in modelling full waveforms
from deeper earthquakes (e.g. Hauksson et al. 2008).

8.2 Exotic seismic waveforms

The new crustal model captures several ‘exotic’ seismic waveforms
(Fig. 14), for example, due to basin resonance and laterally reflected
surface waves. We are therefore able to enhance tomographic images
by delving deeper into the seismic records.

Consider the waveforms shown in Fig. 26 for a path from the
San Jacinto fault to station EDW2 in the western Mojave. The
three-component seismograms, filtered between 3 and 30 s, record
structural complexity that lies off the direct path between source
and station. Although the synthetic seismograms do not fit the full
waveforms (in particular the body wave arrivals), there are isolated
time windows of agreement on the vertical and radial components,
suggesting the occurrence of secondary Rayleigh waves.

Using the approach of Liu & Tromp (2006), we can isolate the
volumetric region of sensitivity for a particular waveform. This
is shown in Fig. 27 for the three time windows highlighted in
Fig. 26. The ‘direct’ Rayleigh wave (‘1’) in fact diffracts along
the San Jacinto fault at the surface (Fig. 27d), thereby avoiding
the tomographically slow anomaly at the convergence between the
San Jacinto and San Andreas faults (Fig. 27b). At 4 km depth, the
sensitivity is approximately situated on the direct path (Fig. 27e).
The second time window (‘2’) is a Rayleigh wave that propagates
through the north end of the Salton trough before turning west
towards EDW2 (Fig. 27f). The third time window (‘3’) records
(at least in part) a Rayleigh wave that reflects off a margin of the
Salton trough, then follows a San Jacinto diffracted path (similar
to ‘1’) to EDW2 (Fig. 27g). From the perspective of seismic wave
propagation, Figs 26 and 27 are a beautiful manifestation of crustal
complexity. From the perspective of seismic tomography, we can use
such measurements to sharpen the image of the southern California
crust.

Figure 26. Strong lateral multipathing of Rayleigh waves identified in synthetic seismograms (red) and observed seismograms (black) for the period range
3–30 s for a path from event 14236768 (Mw 4.1, depth 3.8 km) on the San Jacinto fault to station EDW2.CI (distance 257.0 km) in the western Mojave.
The shaded grey time windows denote three time intervals of the vertical (Z) and radial (R) components that arise from three different Rayleigh waves, as
demonstrated in Fig. 27. For comparison, the black outlined time windows are the automated window picks from FLEXWIN (Maggi et al. 2009). The time
interval between 135 s and 150 s contains an additional waveform that is not matched by the synthetic seismograms.
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Figure 27. Sensitivity kernels for the three waveforms in Fig. 26, computed using the final model m16. See Section 8.2 for details. (a) Vertical cross-section
of m16 containing the source (�) and station (∇), as well as the intersections with the San Andreas (SA) and Garlock (G) faults. The dashed line denotes
the 4 km depth of the horizontal cross-section in (c). (b) Horizontal cross-section of m16 at 0 km depth. (c) Horizontal cross-section of m16 at 4 km depth.
(d) Horizontal cross-section of the V S volumetric sensitivity kernel at 0 km depth, for time window 1 in Fig. 26. (e) Same as (d), but for a cross-section cut at
4 km depth. (f) Horizontal cross-section of the V S kernel at 4 km depth, for time window 2 in Fig. 26. (g) Same as (f), but for time window 3.
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A P P E N D I X A : U N C E RTA I N T Y E S T I M AT E F O R M E A S U R E M E N T S

The cross-correlation function is given by

�(τ ) =
∫

s(t − τ ) d(t) dt, (A1)

where d denotes the observed seismogram and s the synthetic. Let τ = �T denote the cross-correlation traveltime anomaly associated with
the maximum of �(τ ). Let �ln A denote the amplitude anomaly (Dahlen & Baig 2002; Maggi et al. 2009, eq. 11):

� ln A = ln

(
Aobs

Asyn

)
= 0.5 ln

[∫
d2(t) dt∫
s2(t) dt

]
. (A2)

We seek to determine σ T and σ A associated with �T and �ln A. Therefore we write

d(t) = [exp(� ln A) ± σA] s(t − �T ± σT) . (A3)

Expanding the second term to first order, we obtain

d(t) ≈ [exp(� ln A) ± σA] [s(t − �T ) ± σT ṡ(t − �T )]
= [exp(� ln A) ± σA] s(t − �T ) ± σT [exp(� ln A) ± σA] ṡ(t − �T )
= exp(� ln A) s(t − �T ) ± σA s(t − �T ) ± σT exp(� ln A) ṡ(t − �T ) ± σT σA ṡ(t − �T ).

To first order in σ T and σ A, this may be written as

d(t) − exp(� ln A) s(t − �T ) = ±σT exp(� ln A) ṡ(t − �T ) ± σA s(t − �T ). (A4)

Squaring (A4) and integrating over time, we obtain∫
[d(t) − exp(� ln A) s(t − �T )]2 dt = σ 2

T

∫
[exp(� ln A) ṡ(t − �T )]2 dt

+ σ 2
A

∫
[s(t − �T )]2 dt

± σT σA

∫
[exp(� ln A) ṡ(t − �T ) s(t − �T )] dt. (A5)

If we assume the errors are uncorrelated, we find that

σ 2
T =

∫
[d(t) − exp(� ln A) s(t − �T )]2 dt∫

[exp(� ln A) ṡ(t − �T )]2 dt
, (A6)

σ 2
A =

∫
[d(t) − exp(� ln A) s(t − �T )]2 dt∫

[s(t − �T )]2 dt
. (A7)

If one is using σ T or σ A in the denominator of the misfit function, then one must specify a non-zero water-level value for each. Otherwise,
for a perfect cross-correlation measurement, σ T = σ A = 0, and the adjoint source (and therefore event kernel) is singular. As discussed in
Section 3.4, we chose σ 0 = 1.0 s for the tomographic inversion. Note that amplitude measurements were not explicitly used in the tomographic
inversion; however, they were used in computing σ T (A6), which appears as σ i in (3).

A P P E N D I X B : M O D E L V E C T O R , M O D E L C OVA R I A N C E M AT R I X , A N D G R A D I E N T

In the tomographic inversion, the entries of m contain log-normalized values of V S and V B, which we define as β and c, respectively:

β = ln(VS/VS0 ), (B1)

c = ln(VB/VB0 ). (B2)

The steepest ascent vector, g, is related to the gradient, ĝ, via (e.g. Tarantola 2005)

g = CM ĝ, (B3)

ĝ = C−1
M g. (B4)

A gradient-based minimization algorithm requires taking norms of m and g. The L2-norm operation requires a covariance matrix, CM:

‖m‖2
2 = mT C−1

M m, (B5)

‖g‖2
2 = gT C−1

M g, (B6)
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∥∥ĝ
∥∥2

2
= ĝT CM ĝ. (B7)

In theory, CM should contain all prior information about the distribution of allowable models. In practice, much of the prior information is
specified in choices of smoothing and regularization (Section 4.1). The diagonal entries of CM must be chosen according to the units of the
entries mj, as well as the ‘weight’ of each mj that is based on the model parametrization.

Considering the two inversion variables V S and V B, we organize the entries of m, ĝ, and the diagonal of CM as follows:

m = [β1 · · · β j · · · βG c1 · · · c j · · · cG]T ,

ĝ = [K β

1 V1 · · · K β

j Vj · · · K β

G VG K c
1 V1 · · · K c

j Vj · · · K c
G VG]T ,

CM j j = [σ 2
β V/ V1 · · · σ 2

β V/ Vj · · · σ 2
β V/ VG σ 2

c V/ V1 · · · σ 2
c V/ Vj · · · σ 2

c V/ VG]T ,

(B8)

where K β and K c are the event kernels corresponding to V S and V B, Vj is the volume corresponding to the jth gridpoint in the mesh, V is
the simulation volume, such that

V =
G∑

j=1

Vj , (B9)

and σβ and σ c are the uncertainty estimates for β and c, which we assume to be fixed. Because the gridpoints in a spectral-element mesh are
not uniformly spaced, it is important to consider the Vj factors.

A P P E N D I X C : VA R I A N C E R E D U C T I O N

The variance reduction, VR, corresponding to the reduction in misfit in going from model m1 to m2, is given by

VR = F(m1) − F(m2)

F(m1)
, (C1)

where F(m) > 0 is a least-squares misfit function, which we assume is positive, that is, there is some water-level minimum misfit value. The
formula for VR is a first-order approximation for a logarithmic difference:

VRL = ln

[
F(m1)

F(m2)

]
. (C2)

The relationship between VR and VRL is given by

VRL = ln

(
1

1 − VR

)
, (C3)

VR = 1 − e−VRL. (C4)
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