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Highly excited heterogeneous complex materials are essential elements of important processes,
ranging from inertial confinement fusion to semiconductor device fabrication. Understanding the
dynamics of these systems has been challenging because of the difficulty in extracting mechanistic
information from either experiment or theory. We describe here the electron force field (eFF)
approximation to quantum mechanics which provides a practical approach to simulating the
dynamics of such systems. eFF includes all the normal electrostatic interactions between electrons
and nuclei and the normal quantum mechanical description of kinetic energy for the electrons, but
contains two severe approximations: first, the individual electrons are represented as floating
Gaussian wave packets whose position and size respond instantaneously to various forces during the
dynamics; and second, these wave packets are combined into a many-body wave function as a
Hartree product without explicit antisymmetrization. The Pauli principle is accounted for by adding
an extra spin-dependent term to the Hamiltonian. These approximations are a logical extension of
existing approaches to simulate the dynamics of fermions, which we review. In this paper, we
discuss the details of the equations of motion and potentials that form eFF, and evaluate the ability
of eFF to describe ground-state systems containing covalent, ionic, multicenter, and/or metallic
bonds. We also summarize two eFF calculations previously reported on electronically excited
systems: (1) the thermodynamics of hydrogen compressed up to ten times liquid density and heated
up to 200 000 K; and (2) the dynamics of Auger fragmentation in a diamond nanoparticle, where
hundreds of electron volts of excitation energy are dissipated over tens of femtoseconds. These cases
represent the first steps toward using eFF to model highly excited electronic processes in complex

materials. © 2009 American Institute of Physics. [doi:10.1063/1.3272671]

I. INTRODUCTION

We wish to understand the processes that occur when
complex materials are subjected to extremes of temperature,
pressure, or radiation, whether at the surface of a fuel pellet
in a fusion reactor, the interior of a giant planet, or the outer
layers of a semiconductor being etched by electrons and
ions. These systems have features that make them challeng-
ing to model: they may be heterogeneous, with extended
interfaces between phases and a reactive volume extending
over tens of thousands of atoms; they may be far from equi-
librium, so that regions with hundreds of electron volts of
excitation might be separated from much colder regions by
only one bond; and they may undergo complex chemical
reactions over time, with rates dependent on the degree of
electronic excitation.

Methods exist to simulate electron dynamics, but their
regime of application clusters around two extremes: cold
systems with few atoms or hot systems with many atoms.
For example, quantum mechanics (QM) methods can simu-
late with high accuracy the dynamics of electronic states in
equilibrium (thermal smearing of the density matrix'), or can
be used to compute a spectrum of excited potentials on
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which nuclear curve-hopping dynamics can be executed.?
The computation of nonadiabatic dynamics using time-
dependent density functional theory (DFT) is feasible but
quite expensive, limited to tens of atoms and short time
scales [<1 ps (Refs. 3-5)]. At another extreme, particle
methods can simulate plasmas with millions of electrons, but
are limited in application to weakly coupled plasmasﬁ—i.e.,
high temperatures and no chemistry.

The method presented here, electron force field (eFF),
can be viewed as an approximation to QM (wave packet
dynamics7’9) or as an elaboration of plasma methods [fermi-
onic molecular dynamics (MD)'®"*], combining the ability
of electronic structure methods to describe atomic structure,
bonding, and chemistry in materials, and of plasma methods
to describe nonequilibrium dynamics of large systems with
highly excited electrons. The practicality of eFF relies on a
drastic simplification of the electronic wave function.

* The electrons are described as floating Gaussian wave
packets whose position and size respond instanta-
neously to the various forces during the dynamics.

e The wave function is taken to be a Hartree product of
the wave packets. A spin-dependent Pauli potential is
added to the Hamiltonian to compensate for the lack of
explicit antisymmetry in the wave function.

© 2009 American Institute of Physics
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Just as conventional force fields average away electronic
motions, to enable the simulation of nuclear dynamics on
large scale (millions of atoms), eFF averages away fine de-
tails of electron structure and motion to enable the simulation
of nuclear and electronic dynamics on a large scale (millions
of electrons).

Substituting the eFF wave function into the time-
dependent Schrodinger equation produces equations of mo-
tion that correspond—to second order—to classical Hamil-
ton relations between electron position and size variables,
and their conjugate momenta;’ these equations can be inte-
grated with conventional MD algorithms. Furthermore, the
interactions between particles reduce to the sum of pairwise
effective potentials—normal electrostatics between electrons
and nuclei, a size-dependent kinetic energy for the electrons
(exactly as in QM), and a spin-dependent Pauli potential—
completing the analogy to conventional MD.

This paper is organized as follows. In Sec. II, we discuss
the equations of motion and potentials that form eFF, with a
particular focus on the functional form and parametrization
of the Pauli potential, and on how the balance of interactions
gives rise to stable atoms and bonds between atoms. We also
discuss the algorithmic speedups that enable large scale cal-
culations.

In Sec. III, we discuss ground-state systems, evaluating
the ability of eFF to reproduce the geometries and energies
of molecules containing covalent, ionic, multicenter, and/or
metallic bonds, e.g., alkanes, both cyclic and acyclic; methyl
radical, cation, and anion; allowed and forbidden reactions of
hydrogen atoms and molecules; hydrides of lithium, beryl-
lium, and boron; and lithium and beryllium metal, as well as
the limiting case of a uniform electron gas. We make com-
parisons to DFT and other reference theories, as well as ex-
periments, to judge the validity of the eFF potentials for
describing different kinds of bonding.

In Sec. IV, we summarize calculations on two electroni-
cally excited systems, the results of which have been previ-
ously communicated.

(1) The thermodynamics and shock behavior of dense hy-
drogen, compressed up to ten times liquid density and
heated up to 200 000 K.'°

(2) The dynamics of Auger fragmentation in a diamond
nanoparticle, where hundreds of electron volts of
excitation energy are dissipated over tens of
femtoseconds."”

These cases represent the first steps toward using eFF to
model highly excited electronic processes in complex mate-
rials.

Il. GENERAL THEORY OF THE eFF
A. Energy expression

The species in eFF are nuclei and electrons, where nuclei
are point charges and electrons are floating spherical Gauss-
ian wave functions (o exp((r—ri)z/sf)). The energy is then
a function of the positions of the nuclei and electrons (r;),
and also the sizes of the electrons (s;). To compute ground
states and adiabatic dynamics, the sizes and positions of the
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electrons are optimized—minimizing the overall energy—for
each configuration of nuclear positions. To obtain excited
state dynamics, a more complex form for the electron wave
function and its associated equations of motion is needed; we
present these in Sec. II B.

The task of computing the electronic energy is compli-
cated by the fact that electrons are fermions. The simplest
antisymmetric wave function, a Slater determinant, contains
N! product terms, and evaluating the energy of such a wave
function requires N* operations, mostly in the computation of
four-center electron-electron repulsion integrals. To avoid
this prohibitive scaling, in eFF we compute instead the en-
ergy of the single-term Hartree product independent particle
wave function, which requires only N? operations. We then
add on a correction term evaluated as an N> pairwise sum
between electrons that approximate the energy difference be-
tween the true antisymmetric wave function and the Hartree
product wave function. Since the antisymmetry of the wave
function is responsible for Pauli repulsion, this term can be
called a “Pauli potential.” This approach of adding Pauli re-
pulsion as a correction makes eFF fast, so that it exhibits the
computational cost of conventional MD rather than that of
Hartree—Fock (HF) or density functional methods.

The Pauli pair potential in eFF is similar to those used in
other fermionic MD methods. "’ Typically these potentials are
formulated to exclude some region in phase space, so that
fermions are well separated in position and momentum over
a wide range of conditions. Pauli potentials have been em-
ployed to study nucleon collisions and reactions,'® proton
stopping by atomic targets,19 and hydrogen plasma dissocia-
tion and ionization."""

However, existing Pauli pair potentials have been limited
in accuracy and scope. For example, one potential used to
describe hydrogen plasma11 can compute interactions be-
tween electrons of different sizes (rather than assuming the
electrons are all the same size)—essential for capturing
changes in bonding during chemical reactions—yet it causes
lithium hydride to be unbound and the valence electrons of
alkanes to collapse onto their cores. Another potential20 has
been applied to create stable atoms with Z up to 94 (Ref. 21)
which have a shell structure, but does not describe the struc-
ture of valence shells with enough accuracy to form reason-
able bonds between atoms.

Our goal was to find a Pauli potential general in scope
and accurate enough to describe energies and geometries of
both ground states and highly excited states, while retaining
sufficient simplicity to allow practical simulations of the
electron dynamics of systems containing tens of thousands of
atoms.

One approach to improve accuracy, although time con-
suming, is to compute the full antisymmetric energy of a
Slater determinant of floating Gaussian orbitals; such a
method is the basis of the floating spherical Gaussian orbital
(FSGO) ab initio method pioneered by Frost in 1964.%* The
method produces good geometries for molecules such as
lithium hydride, beryllium dihydride, first and second row
hydrides, and hydrocarbons. Overall, eFF produces geom-
etries as good or better than FSGO, but with much reduced
computational expense.
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The overall energy in eFF is a sum of a Hartree product
kinetic energy, a Hartree product electrostatic energy, and an
antisymmetrization (Pauli) correction,

E= Eke + Enuonuc + Enuc~elec + Eelec-elec + EPauli> (])

where the terms are defined as follows:
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where s; are the sizes of the electrons, o; are the (fixed) spins
of the electrons, Z; are the charges on the nuclei, R;; are the
distances between the nuclei in Eq. (2b) and between the
nuclei and electrons in Eq. (2¢), and r;; are the distances
between electrons.

The potentials E,cnues Enucelees aNd Eglecclec i1 Egs.
(2b)—(2d) are simply the electrostatic energy between a set of
delocalized charges, and would not be out of place in a clas-
sical force field. On the other hand, the potentials E}, and
Ep,i in Egs. (2a) and (2e) represent quantum mechanical
effects, as suggested by the presence of both the electron
mass m, and Planck’s constant 7. Typically we use atomic
units, setting m,=1, A=1, and 1/(47e;)=1.

The Pauli potential Ep,,; is the sum of spin-dependent
terms E(77) and E(7]), which act between same spin and
opposite spin pairs of electrons, respectively, and are defined
as follows:

ij

ﬁ 52
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where AT is a measure of the kinetic energy change upon
antisymmetrization and S is the overlap between two wave
packets,
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where p=-0.2, Xx;;=x;;-1.125, and §;=s,-0.9, corresponding
to the three universal parameters in the force field.
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Section II C explains the consequences of the combined
kinetic energy and electrostatics terms for chemical bonding,
and Sec. II D provides further motivation for the Pauli
expression above. Further details of the derivation of the
energy expressions are provided in the supporting
information.”

B. Time evolution and equations of motion

To simulate materials at finite temperatures, we propa-
gate semiclassical electron dynamics,7’13 allowing the posi-
tions of the nuclei and electrons, as well as the sizes of the
electrons, to change over time. In this formulation, nuclei are
point particles and electrons are spherical Gaussian wave
packets, termed “thawed” functions by Heller,7

2p, i )(r X) }exp[ﬁ r]. (6)

In the above expression, X and s are the position and size of
the wave packet, while p, and p, are the corresponding con-
jugate momenta, representing the translational motion and
radial expansion/shrinking of the wave packet over time.
Substituting the wave function into the time-dependent
Schrodinger equation and assuming a locally harmonic po-
tential produces the semiclassical equations of motion,

W(r) o exp[— (sl

py=-V,V, (7a)
X = m;lpx, (7b)
py=—3dV/ds, (7¢)
§=03m/4)p,. (7d)

The radial mass factor 3m,/4 in Eq. (7d) depends on the
dimensionality of the wave packet, and becomes 2m,/4 for a
two-dimensional wave packet and m,/4 for a one-
dimensional wave packet. Overall, the average position of
the wave packet obeys classical dynamics (Ehrenfest’s theo-
rem) with the addition that the size of the wave packet obeys
classical dynamics as well.

The kinetic energy of the wave packet separates into two
components, one related to the spatial oscillations of the
wave function, determined by the translational and radial
momenta, and the other related to the envelope of the wave
function, determined by the size s. We call the first compo-
nent a kinetic energy of motion,

1 1/3
T= 2[ Eme|)ii|2 + E(ZWZL)S,Z, (8)

and call the second component an electronic kinetic energy,

£%31
—=, )

ke = B
m,2 s;

which is identical to the kinetic energy of a stationary Gauss-
ian wave function, as defined in Eq. (2a). To permit a closer
analogy to classical force fields, we include the electronic
kinetic energy as part of the potential energy V of the system,
since it is nonzero even when the wave packet is stationary.
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The two components of kinetic energy can interconvert—as
an example, a localized electron in free space expands radi-
ally outward over time, transforming its electronic kinetic
energy into a kinetic energy of motion. The total energy
T+V is a constant of motion.

The mass of the electron m, appears in three places: first,
in the electronic kinetic energy (2a); second, in the Pauli
energy (2e); and third, in the equations of motion (7a). We
now consider the effect of modifying m, in these three loca-
tions. In the first two cases, changing m, affects the sizes of
electrons in atoms, and the lengths of bonds in molecules—
hence, we always keep m, in Egs. (2a) and (2¢) fixed, so as
to not disrupt the chemistry of the system. On the other hand,
changing m, in Eq. (7a) has the more subtle effect of varying
the overall time scale of excited electron motions, with the
time scale of excitation relaxations and energy transfer pro-
portional to mi’z. In some cases, it is useful to modify m, in
Eq. (7a) while leaving m, in Egs. (2a) and (2e) fixed; we
refer to this operation as changing the dynamic masses of the
electrons.

There were two situations where changing the dynamic
masses of the electrons proved useful. The first situation
arose in simulating adiabatic dynamics, where the forces
were determined from the wave function, as in
Car—Parrinello molecular dynamics, where the mass of the
electron is typically taken to be ~500 a.u. The second situ-
ation arose in simulating the dynamics of the Auger process
(Sec. IV B); in that sequence of events, the dynamics of the
electrons is dominated by a single characteristic time scale,
and eFF shortens the time scale by roughly a factor of 40,
essentially because the localized nature of the eFF wave
function allows too fast relaxation (low electronic friction).
In that case, we found that a dynamic mass of ~1836 a.u.
led to the same time scale as experiment.

C. Bonding comes from balancing kinetic energy
and electrostatics

Atoms have finite size, and bonds finite extent, because
kinetic energy pressure and electrostatics exert opposing
forces on the sizes of electrons. As an example, consider a
hydrogenic atom with a nucleus of charge Z and an electron,
where the electron wave function is defined as a single
Gaussian function of size s. As we vary s, the kinetic energy
changes as [|V|>’dV(1/s)?, while the potential energy
changes as —1/s. With the constants of proportionality in-
cluded, and using atomic units, the total energy is

p2l | [82 (10)
242 TS

The physical interpretation of the two terms is as follows:
electrostatics attempts to squeeze the electron into a point on
top of the nucleus, while kinetic energy pressure prevents
this collapse, as implied by Heisenberg’s uncertainty prin-
ciple. The balance of the two radial forces creates an atom
with a stationary size of s=(3/ 2\1’%)Z‘lx 1.88Z°! bohr,
and E=—(4/3m)2>~-0.424 X Z* hartree.

The hydrogenic atom energy is ~15% above the exact
value of E=-(1/2)Z? hartree because a single Gaussian
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FIG. 1. H, potential energy surface (kcal/mol); eFF properly dissociates H,,
but the simplicity of the basis, as well as the neglect of electron correlation,
leads to underbinding.

function does not have a sharp cusp at the nucleus (needed to
cancel to Coulomb singularity), and it also falls off too
quickly at large distances. However, since most applications
involve energy differences between states containing the
same core electrons, and with atoms in moderate to close
proximity to each other, there errors cancel to a large degree.

The extent and polarity of covalent bonds are also gov-
erned by a balance of kinetic energy and electrostatics. In
molecules the eFF bonding electrons are shifted away from
the nuclear centers to lie between multiple nuclei, with the
precise position reflecting the relative electronegativities of
the atoms. Thus in H,, the two eFF orbitals sit at the mid-
point of the nuclei. The electrons shrink to interact more
strongly with both protons (s=1.77 bohr versus 1.88 bohr in
the atoms), and the decreased potential energy of having
each electron interact with two protons instead of one makes
the bond stable (Fig. 1).

Pulling the protons apart decreases the mutual attraction
of electrons and nuclei, and weakens the bond. As the length
of the bond is increased past 2.1 bohr, it becomes favorable
for the electrons to become centered on the nuclei. The en-
ergy varies smoothly as the different spin electrons separate,
breaking symmetry, and the wave function goes from a
closed shell to an open shell form. In HF theory, the analo-
gous transition between restricted and unrestricted wave
functions occurs at 2.3 bohr. Comparing eFF with exact val-
ues, we find that the optimum bond length is nearly correct
(1.47 A eFF versus 1.40 A exact”® and 1.38 A for HF), while
the binding energy is underestimated (67 kcal/mol eFF ver-
sus 109 kcal/mol exact and 86 kcal/mol for HF).

There are several reasons for the energy discrepancy. In
H, molecule, the true electron density is doubly peaked,
reaching a maximum at the nuclear centers. Because the
single Gaussian wave function cannot become multiply
peaked, the bond energy is underestimated. Also, a measure
of static correlation is missing in both eFF and HF due to the
single configuration nature of the underlying wave functions;
as made explicit in valence bond (VB) or generalized va-
lence bond (GVB) descriptions, in H, there is a resonance
stabilization between having the spin up electron on the right
and the spin down electron on the left, and vice versa. The
neglect of this resonance in eFF and HF makes the energy
fall to zero too quickly as the bond is stretched. Finally, the
dynamic correlation of the two electrons of H, instanta-
neously avoiding each other to reduce their mutual repulsion
is missing. This correlation effect stabilizes H, molecule
relative to H atoms, and its neglect contributes to the H,
underbinding.
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Issues of underbinding aside, the floating Gaussian de-
scription of electrons gives a potential energy curve for hy-
drogen molecule dissociation that has a proper inner wall,
bonding region, long range tail, and a correct transition be-
tween closed and open shell wave functions.

D. Pauli principle causes same spin electrons
to repel; a parametrization

The Pauli principle effectively forces same spin orbitals
on neighboring atoms to be orthogonal to each other;>> we
review this interpretation below. When a system is com-
pressed, this orthogonality effect causes the kinetic energy of
the orbitals to increase dramatically as the electrons are
squeezed together.26 This repulsive force is the dominant in-
teraction between neutral molecules at short range—it is the
basis of the steric effect in chemistry, it prevents stars from
collapsing, and it prevents the reader from falling through
the Earth. Within molecules, the Pauli principle drives core
and valence electrons into separate shells, and controls the
hybridization of electron around atoms, and hence the bond-
ing between atoms. Thus an accurate description of the Pauli
principle is a key; yet it is potentially the most time-
consuming energy contribution to compute.

The Pauli potential is defined as the difference in energy
between a Slater determinant of orbitals and a Hartree prod-
uct of the same orbitals,

Epguil{d}] = E(A(dy -+ dy) — E(y -+ ), (11)

where ¢; are the orbitals and A is the antisymmetrizer. This
energy difference is also termed the exchange energy of the
system.

Consider the kinetic energy contribution to Ep,,;, where
the kinetic energy of a wave function W is given by
KE(¥)=(| —%V2|\If>. For a Hartree product,

KE(¢; - ¢y) =KE(¢y) + -+ + KE(¢by), (12)

while for a Slater determinant,

KE(A(¢; -+ ¢y) =KE(A(x; - xn)
=KE(x;) + -+ KE(xy), (13)

where {x;} are orthogonal orbitals, related to {¢,} through a
matrix U (many are possible),

Xi=2 Uij¢j- (14)
j

Since y are linear combinations of ¢, the determinant is
unaffected, and since (x;| x;)=6,;, cross terms in the kinetic
energy expression (13) vanish, making the above separation
of terms possible. Hence the kinetic energy portion of the

Pauli energy is simply

AKE = X KE(x;) - KE(), (15)

which is commonly called an “orthogonalization energy.”

When two nodeless orbitals approach each other, the ex-
pression (15) produces a Pauli repulsion. To understand why,
consider two orbitals ¢; and ¢, and their orthogonalized
counterparts,

J. Chem. Phys. 131, 244501 (2009)
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FIG. 2. Pauli repulsion comes from the kinetic energy increase upon making
orbitals orthogonal to each other. This effect increases with the overlap
between orbitals, and is the dominant contribution to the Pauli energy when
the interacting electrons are nodeless and spherical.

X1= P, (16)

X2= b= S, (17)

where S1,=(¢,| ¢,) is the overlap between the orbitals. Fig-
ure 2 shows that as the overlap increases, the slope of ¢, in
the interaction region increases sharply, leading to an in-
crease in kinetic energy, which translates into a repulsive
force.

Kinetic energy difference-based Pauli potentials have
been obtained and used by Boal and Glosli,27 who consid-
ered the case of same size nucleons; and by Klakow,ll who
considered the more general case of Pauli repulsion between
different size electrons. The forms of these potentials bear
some resemblance to earlier Pauli potentials for nucleons®®?

n
—ax

that decay as e™*, where x is the distance between electron
centers and @ and n are arbitrary parameters.

When the electrons involved are nearly spherical and
nodeless, the kinetic energy effects described above account
for the majority of the Pauli interaction, and we approximate
the Pauli energy by the kinetic energy contribution alone.
This is a reasonable description of the electrons in many
systems with low nuclear charge (Z=1-6); lithium hydride,
for example, has s-like electrons shifted slightly away from
the nuclei, befitting its ionic nature, while methane can be
described in terms of four localized and covalent bonds.

This approximation breaks down when electrons have
substantial density on both sides of the nucleus, as in the
lone pairs of neon, the 7 bond of ethylene, or the unpaired
electron of methyl radical. In those cases, the p electrons are
already orthogonal to each other, their overlap is zero, and
the kinetic energy contribution to the Pauli interaction be-
comes zero. Other terms then dominate, and a more complex
Pauli potential is needed; this will be the subject of a future
paper. For the purpose of this article, we restrict ourselves to
systems where electrons are s-like, or contain p character
only insofar as a single lobe of electron density is shifted
away from the nuclear center.

In deriving the Pauli potential of eFF, we assume that
kinetic energy effects dominate and add in a pairwise fash-
ion. For a pair of same spin electrons, the Hartree product
wave function is W'=¢,(r;)p,(r,), while the Slater determi-
nant wave function is

1

. m(ﬁﬁl(m)(ﬁz(h) — &y (r) (1)), (18)

where the factor containing S=[¢,¢,dV ensures that the
wave function is normalized. Then we estimate the Pauli
energy between wave functions ¢; and ¢, as the kinetic
energy difference
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FIG. 3. Comparison of Pauli repulsion and electrostatic repulsion between
two wave functions with s=1. The Pauli repulsion rises more sharply with
increasing electron overlap than electrostatic repulsion, acting almost as a
hard-sphere potential. This behavior gives rise to the basic rules of Lewis
bonding and hybridization, which we discuss in greater depth in Sec. III B.

E,=(W'| - VW) —(W| - IV2|T), (19)

52 2t
=1_S2<f11+f22—%>, (20)

where t[j=<¢i|—%V2|z,bj> [detailed derivation given in sup-
porting information S1 (Ref. 23)].

The Pauli potential due to Klakow'' uses E(11)=E, and
E(71)=0. To obtain our expression, we use VB wave func-
tion

1
WVBzm(¢l(rl)¢2(r2)+ dy(r) (1)) (21)

Then we compute

E, = (Wyg| - V2 Wyp) — (¥ - 3 VW), (22)
S2 2t

which can be considered a static correlation energy. We mix
E, and E, together, and scale the electron sizes and distance
between electrons by a set of fixed and universal parameters
s/s and 7/r, whose values are given below. Finally we cal-
culate the functions

E(T T) =Eu_ (1 +P)E 5

E(1])=pE,,

which include a mixing parameter p. Figure 3 shows that the
effect of the £, term is to make the Pauli potential between
both opposite and same spin electrons more repulsive; this
reduces the known tendency for floating orbitals to coalesce
into each other and become linearly dependent.

The parameter p and the scaling factors a=s/s and S
=r/r were fixed to produce correct geometries for a range of
test structures such as LiH, CH,, and C,H¢ and B,H. Their
values are

J. Chem. Phys. 131, 244501 (2009)

a=5/s=0.9,
B=rlr=1.125,
p=—-0.2.

These Pauli parameters are universal—they are not adjusted
further in any of the ground state or electronically excited
systems studied below.

E. Evaluation of long range forces

In traditional MD, cutoffs are often used to minimize the
number of pairwise interactions that must be considered.
Electrostatic interactions pose a particular challenge, as they
decay slowly (~1/r), and in small periodic systems, mul-
tiple charge replicas must be considered. Typically, methods
such as particle-mesh Ewald or multigrid solutions to Pois-
son’s equation are used to efficiently evaluate the contribu-
tion from long-range electrostatics. In principle, such
schemes could be applied to compute eFF energies as well.
Instead, we have chosen to implement two simpler methods,
one suited for the computation of small periodic systems
(L<50 bohr), and the other suited for the computation of all
other system types.

The first approach is an Ewald method generalized to
Gaussian charge densities. We define a threshold charge
width Sy eenolq=3.54 bohr. Charges with §<<Sgeenolq are
summed over real space with multiple replicas, while
charges with a larger width are summed over reciprocal
space, leaving an equal and opposite combination of charges
to be summed over real space. More details are provided in
the Appendix.

The second approach multiplies an absolute cutoff func-
tion to the electron-electron, electron-nuclear, and Pauli pair-
wise interactions. A similar scheme to replace long-range
electrostatic interactions with shorter-range potentials has
been proposed recently.30 The cutoff function used here is a
seventh order spline that goes from 1 to O over the radial
distance range 7., o;r=0—20 bohr, and is defined so that the
first, second, and third derivatives at the end points are zero;
the expression is

Feutofr = 20x" = 70x® + 84x° - 35x* + 1, (24)

where x=r/rof By multiplying a cutoff function over such
an extended range, we avoid artifacts due to sharp changes in
forces or energies over short distances. Also, by restricting
the application of this method to large unit cells, we enable
the use of the minimum-image convention, which greatly
accelerates the computation of periodic electrostatics. In tests
on nonperiodic lithium solids (cohesive energy of
~60 kcal/mol/atom), a cutoff of 20 bohr resulted in an er-
ror of 2.1 kcal/mol/atom, while a larger cutoff of 50 bohr
resulted in an error of only 0.06 kcal/mol/atom.

When the second approach is used, we divide the simu-
lation space into bins that are the size of the cutoff length,
and only evaluate interactions inside bins and between near-
est neighbor bins. This results in a linear-scaling algorithm
that makes computations with millions of electrons feasible
(Fig. 4).
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(a)

75 electrons
0.0021 sec/step

88,704 electrons
78 sec/step

3,792 electrons
2.9 sec/step

J. Chem. Phys. 131, 244501 (2009)

(b) 400} CPU time

per iteration
300F (in seconds)

200

100
number of electrons

200,000 600,000 1,000,000

FIG. 4. (a) Timings on a 2.33 GHz Xeon for the Auger fragmentation of C;,H,4, plasma etching of a diamond surface, and proton stopping in beryllium. (b)
Linear scaling of calculation time using a 10 A force cutoff; shown is the time spent on an energy/force evaluation on bulk lithium solid. The memory required

also scales linearly with the number of electrons and nuclei.

lll. RESULTS FOR GROUND STATE SYSTEMS
A. Reference calculations

For the sake of consistency, we compare relative ener-
gies and geometries of ground state systems with a single
reference level of theory, density functional theory in the
form of unrestricted B3LYP/6-311 g**,31 which we abbrevi-
ate as DFT for the remainder of the paper. In situations
where DFT may be less accurate, e.g., investigating the re-
action of H, with H atom and the stability of methyl carban-
ion, we have included the results of high level ab initio cal-
culations from the literature as well. In cases where there is a
great difference between eFF and DFT, we have also in-
cluded the results of HF (HF/6-311g™) computations to
judge the magnitude of the error that may have been incurred
by not explicitly including the effects of electron correlation.

B. Tetrahedral carbon forms bonds to other carbons
and hydrogen

In atoms and molecules optimized with eFF, we observe
(1) pairing of opposite spin electrons into the same spatial
orbital (2) separation of electrons into nucleus-centered core
electrons and nucleus-distant valence electrons (for Z>2)
and (3) nearest-neighbor packing of valence electrons into
configurations with a maximum of four electron pairs around
each core (“octet rule”). These basic rules of Lewis bonding
and hybridization arise as a natural result of minimizing the
sum of electrostatic potential, kinetic energy pressure, and
Pauli repulsion.

For example, in saturated hydrocarbons, the eFF valence
electrons properly arrange themselves into a tetrahedral sp*
packing (Fig. 5). In methane, the eFF valence electrons sit
between the carbon and hydrogen nuclei, but at ~80% of the

H H

den —;E
|-|/HFC|-|3 H™\ CHs

dec CH3

distance from the core center to the proton, reflecting the
greater electronegativity of carbon versus hydrogen. In
ethane, by contrast, the carbon-carbon bonding electrons are
centered exactly halfway between the two nuclei, since the
two atoms have equal electronegativity.

eFF properly finds that C—C bonds are longer than C-H
bonds (Table I), which are in turn longer than the H-H bond
(0.75 A). This difference in bond lengths arises as a conse-
quence of Pauli repulsion between the electrons of the sigma
bond and the electrons of the 15 core of a carbon atom. The
correct ordering of bond lengths persists and occurs over a
wide range of Pauli parameters, but to obtain the precise
C—C and C-H bond distances requires that the Pauli param-
eters o and B be fine tuned (Sec. II D).

There are some deviations in bond angles and in C-H
bond lengths for highly substituted carbons, which arise be-
cause C—C bonding electrons in eFF are too small and cen-
tralized, causing them to repel each other too much (Table I),
pushing together and lengthening the C—H bonds. For ex-
ample, isobutane (CH(CHj;);) has a too-small HCC angle
(101.8° instead of 109.4° DFT) and a too-long carbon-
hydrogen bond length (1.42 A versus 1.10 A DFT). There is
a cancellation of errors, though, which causes the variations
in C—H bond energies to be modest, as shown in Sec. IIT F.
Also, carbon-carbon bond lengths are relatively independent
of substitution, as they should be.

Figure 6 shows that eFF can describe a variety of
bridged, fused-cyclic, and strained carbon skeletons with
largely correct carbon-carbon distances. The exception is
compounds containing quaternary carbons, which have C-C
bonds that are too long, due to the too-strong repulsion of
C—C bonds outlined above. For example, ‘Bu-'Bu has a C—C

H CH;
H3C/FCH3 H3C/FCH3
CH; CH;

FIG. 5. eFF geometries of simple substituted hydrocarbons. The valence electrons spin pair into matching spatial orbitals, shown here as gray spheres. The
basic rules of Lewis bonding and hybridization arise as a natural result of minimizing the sum of electrostatic potential, kinetic energy pressure, and Pauli

repulsion. Geometries are in Table I.
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TABLE 1. Geometries of primary, secondary, and tertiary-substituted car-
bon. The deviations highlighted in boldface are caused by a too-strong re-
pulsion between C—C bonding electrons.

d(;C d(ﬂIH GHCH
(A) (A) (deg)

eFF DFT eFF DFT eFF DFT

CH, 1143 1.091

CH,(CH,) 1501 1531 1.173  1.093 1108 1113
CH,(CH,), 1513 1532 1229  1.095 1079 1094
CH(CH,), 1520 1534 1424  1.098 1018  107.8
C(CH,), 1573 1.540

bond length of 1.71 A versus 1.59 A DFT, and diamond has
a C—C bond length of 1.68 A versus 1.55 A DFT.*

C. Carbon can form multiple bonds of the o- type,
but poorly

When two electron pairs are squeezed into the space
between the carbon nuclei of ethylene, they may avoid each
other by forming “banana bonds” (electron pairs above and
below the plane), or by forming o-7 bonds. In the HF de-
scription, the two pictures are equivalent because of the in-
variance of the antisymmetrized product to unitary transfor-
mations.

In eFF, there is no mixing of orbitals, and we expected
banana bonding might be preferred, since no provision had
been made for electrons to attain p character. Another possi-
bility, observed previously in FSGO calculations, is that the
two electron pairs might draw arbitrarily close together to
form a p function when antisymmetrized,

1.570
1.597
(1.545) CH3 (1.557)
H3c l CH3 H
H,;C 1.708 'CH3
(1.592) 118 H oy 1.183
CHs (1.091) (1.093)
H 1.181 1.583
(1.089) (1.543)
1624 H
o 1245 H (1.096)
(1.096) H

J. Chem. Phys. 131, 244501 (2009)

ethylene acetylene
o-1 banana o-1 banana
(more stable) (more stable)

FIG. 7. Multiple bonds can split o-7 or form symmetric “banana” pairs. In
eFF, o-7 bonding is strongly preferred, but the resulting p-like function is
polarized and too diffuse, and incapable of providing substantive additional
bonding strength.

e—a(x + A/Z)2 _ e—a(x - A/2)2 . 2axe—ax2’ (25)

as A— 0. The coalescence of orbitals in this fashion is prob-
lematic, as it creates a negligible barrier to rotation about the
7 bond of ethylene, which is unphysical. It also results in a
linearly dependent set of functions, which can cause numeri-
cal difficulties.

Neither of these outcomes is observed with eFF. There is
no catastrophic coalescence of orbitals and no banana bonds.
Indeed, contrary to our expectations, eFF prefers o-7 bond-
ing. But it achieves this bonding in a curious way: a sigma
electron pair sits in between the carbons, then the electrons
of the other electron pair split, so that an electron of one spin
sits above the plane, and an electron of the other spin sits
below the plane (Fig. 7). This spin-polarized bond creates a
diffuse p-like function; this mode of sigma-pi bonding
is stabilized over equivalent banana bonding in eFF by a
colossal 160 kcal/mol for double bonds and 183 kcal/mol for
triple bonds.

The p-like functions thus created in eFF are too diffuse
in the region above and below the plane, which causes inap-

1.650 1.206
1559 —> /| _— 1.583 (1.575)  H (1.093)
(1.558) (1.541) 1.570
(1.560) H 1187
H (1.092)
1250 H H 1.204 1.572f
(1.095) (1.095) (1.552)  H 1.204(1.091)
1.681
(1.545)
diamond,
periodic

FIG. 6. eFF geometries of larger hydrocarbons. Bond lengths are in angstrom, and DFT values are given in parentheses for comparison. Overall, the bond
lengths and angles of the carbon-carbon framework are correct, although carbon-carbon bonds attached to quaternary carbons are uniformly too long.
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TABLE II. Geometries of double and triple bonds with bond lengths in
angstrom.

J. Chem. Phys. 131, 244501 (2009)

TABLE III. Energy differences between conformers examined. Overall, the
agreement between eFF and DFT is excellent.

Ethylene Acetylene
dec eFF-om 1.517 1.383
eFF-banana 1.442 1.334
DFT 1.327 1.198
dey eFF-om 1.089 1.052
eFF-banana 1.125 1.064
DFT 1.086 1.063

propriate steric clashes with any elements approaching above
and below the 7 bond. They also do not contribute much to
the overall strength of the bond: the multiple bonds in ethyl-
ene and acetylene are too long (Table II) and far too readily
hydrogenated (for ethylene, AEjyqrogenation 15 — 142 kecal/mol
versus —39 kcal/mol DFT, and for acetylene, —407 versus
—50 kcal/mol DFT).

In short, the current eFF does not properly describe mul-
tiple bonds, which arises as a corollary of a more general
inability to describe electrons that have substantial p charac-
ter, especially when electron density is expected to be
present on both sides of the nucleus. In its present form, eFF
should be used to model systems containing sigma-type elec-
trons only.

D. Conformational analysis of alkanes proves quite
accurate

Hydrocarbons often exist in a variety of stable confor-
mations that differ by the extent of torsional rotation about
carbon-carbon single bonds in the molecule. We now con-
sider whether eFF can accurately reproduce the geometries
and relative energies of these different conformations.

Figure 8 shows a series of cyclic hydrocarbons opti-
mized with eFF. In the smallest molecule, cyclopropane, the
carbon-carbon bonds are known to be curved, a compromise
between the geometrical requirements of the molecule (60°)
and the hybridization of orbitals on carbon (109.5°). Accord-
ing to eFF, the bonding electrons lie outside the perimeter of
a line drawn connecting the carbons, with an angle between

y
p fb
1.560 1.564
1.508) T; (1.554)
‘d'f ) P s dihedral =
(/ 0.3°(18.0°)

cyclopropane

, dihedral =
21.5°(33.29)

cyclobutane cyclopentane

1.536 1.545

: (1.536)
dihedral =

(v
(@) o 577566

dihedral =
o 340°(3239)

cyclohexane (chair) cyclohexane (twist-boat)

FIG. 8. Geometry optimization of a series of cyclic hydrocarbons. eFF
reproduces the curved bonds of cyclopropane and the puckered (nonplanar)
geometry of cyclopentane and cyclohexane; it also reproduces the energy
difference between twist boat and chair conformations of cyclohexane.

AE
(kcal/mol)

System Energy of Relative to eFF DFT
Ethane Eclipsed Staggered 2.1 2.7
Butane Gauche trans 1.6 0.9
Cyclohexane Twist-boat Chair 4.7 6.3
1,3-dimet.-cyclhex. Ax-ax Eq-eq 5.8 59

Ax-eq Eq-eq 2.7 2.1
Decalin cis trans 12.1 32
2-pentene Major Minor 5.5 4.6

“Gauche butane is not a local minimum and is constrained at 60°.

bonding electrons of 98°; GVB calculations® show similarly
curved bonds with an interorbital angle of 110°. Curved
bonds appear naturally in eFF as a consequence of the repul-
sion between the three carbon-carbon bonding electron pairs.

Proceeding to larger rings, it is known that cyclobutane
and cyclopentane ‘“pucker,” placing atoms out of plane so
that the orbitals on each atom can relax to their preferred
tetrahedral configuration. eFF reproduces this pucker in cy-
clopentane (dihedral 21.5° versus 33.2° DFT) but not in cy-
clobutane (dihedral 0.3° versus 18.0° DFT)—this may be
acceptable, given that the energy difference between puck-
ered and planar cyclobutane is known to be small
(~1.5 kcal/mol DFT).

In cyclohexane, there are two conformers—chair and
twist boat—with a more substantial energy difference of
6.3 kcal/mol (DFT, Table III). eFF obtains an energy differ-
ence of 4.7 kcal/mol and dihedral angles that compare well
to known values (57.7° versus 56.6° DFT for the chair and
34.0° versus 32.3° DFT for the twist-boat). The agreement of
cyclohexane energies and geometries with B3LYP values is
remarkable, considering that it involves a balance between
the torsional barriers of rotation about carbon-carbon bonds
and steric repulsions between axial hydrogens. To test
whether the agreement is fortuitous, or the result of summing
accurately computed quantities, we examine the conforma-
tional preferences of some simpler systems (Fig. 9 and
Table III).

In ethane, the energy difference between eclipsed and
staggered conformations—known to be a consequence of
Pauli repulsion between C—H bond electrons—is slightly too
low (2.1 versus 2.7 kcal/mol DFT). In butane, we find the
difference between gauche and trans forms, which arises
from the repulsion between methyl groups, to be slightly too
high (1.6 versus 0.9 kcal/mol DFT). This difference is not
surprising given our previous observation that carbon-carbon
bonds repel carbon-hydrogen bonds more than they should.
The combination of large methyl-methyl repulsions and
small barriers for hydrogen eclipsing causes the energy bar-
rier between gauche and trans butane to improperly vanish.

In substituted cyclohexanes, axial substituents can be-
come equatorial through a “chair flip.” The stability of a
cyclohexane conformer is particularly affected by repulsions
between axial substituents, since they are close to each other
(2.66 A DFT) and oriented in the same direction. To quantify
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ethane butane
e ML
© 1501  1.508
(1.530) (1.544)
eclipsed staggered

1,3-dimethyl-cyclohexane

decalin

trans

FIG. 9. eFF reproduces steric repulsions within a series of acyclic, cyclic,
and fused cyclic alkanes. Overall the agreement with DFT relative energies
is good, although there is slightly too much repulsion between carbon-
carbon bonds.

the magnitude of these 1,3-diaxial interactions, we consider
the relative energetics of axial-axial, axial-equatorial, and
equatorial-equatorial 1,3-dimethylcyclohexane. The axial-
equatorial and axial-axial geometries adopt an overly twisted
geometry, a consequence of the too-large repulsion between
axial methyl and axial hydrogen. Nonetheless the energy dif-
ferences between these conformers closely match the DFT
values (5.8 versus 5.9 kcal/mol DFT and 2.7 versus 2.1 kcal/
mol DFT).

We also examine cis versus trans decalin. These two
hydrocarbon conformers also differ in the number of interac-
tions between axial substituents, but they are more rigid and
less able to relax. In this case the energy difference is larger
than the exact value (12.1 versus 3.2 kcal/mol DFT).

When a single bond is connected to a substituted double
bond, a particularly strong steric interaction termed allylic
1,3-strain restricts the rotation about the single bond. > We
consider two conformers of 2-pentene, noting that the minor
form is substantially destabilized by the repulsion between
methyl groups (Fig. 10). eFF estimates the energy difference

Z DN"=CH, ST
HsC I CHj closely spaced

methyls clash

126.4°

(130.1°) 183

(119.3°)

major conformer minor conformer

FIG. 10. A single bond attached to a substituted double bond finds its
rotation severely restricted due to a steric interaction called allylic 1,3-strain.
eFF reproduces the magnitude of this effect well.

J. Chem. Phys. 131, 244501 (2009)

between conformers to be slightly higher than the DFT value
(5.5 versus 4.6 kcal/mol DFT). In this case, the too-high
repulsion between methyl groups in eFF is balanced by the
too-long double bond to give a value that agrees well with
the known value.

Overall, eFF gives remarkably good estimates of the en-
ergy differences between hydrocarbon conformers. It is en-
couraging that the simple eFF functions can describe subtle
conformational preferences of hydrocarbons as well as
coarse properties such as bond formation and atom hybrid-
ization. This is noteworthy, considering the number of terms
and parameters in a conventional force field* devoted solely
to the task of computing preferred bond lengths, angles, and
torsions within molecules.

E. Comparison of methyl cation, radical, and anion
confirms difficulty handling p-like electrons

Although the discussion so far has focused on neutral
closed-shell molecules, eFF can also describe cationic and
anionic species and radicals. Since these species are the ones
left over when bonds are broken, they need to be described
accurately if we are to compute correct bond dissociation
energies. As prototype molecules, we consider methyl cation,
radical, and anion. We find that the geometric parameters of
these species are reasonably close to exact values, but that
the relative energetics of the methyl radical and anion is
inaccurate due to the difficulty outlined in Sec. III C of rep-
resenting p-like electrons.

As reference calculations, we cite high-level ab initio
theory [CCSD(T)/aug-cc-pVTZ (Ref. 37)] in addition to
DFT, since in DFT self-interaction effects may make it dif-
ficult to compute accurately the relative energies of mol-
ecules with orbitals containing one versus two electrons.

In terms of geometry, methyl cation is found to be planar
by eFF, in agreement with DFT and CCSD(T), and the CH
bond length matches the value from higher level theory as
well [1.10 A versus 1.09 A DFT and 1.09 A CCSD(T)].
Methyl radical is also found to be planar by eFF, DFT, and
CCSD(T), and the CH bond length computed by the three
methods is in good agreement as well [1.09 A eFF versus
1.08 A DFT and 1.08 A CCSD(T)].

However, in methyl radical, eFF has difficulty describing
the p-like unpaired electron, and as with the 7 electrons in
ethylene, eFF makes the unpaired electron very diffuse
(s=4.44 bohr) and places it above the molecular plane. This
causes the adiabatic ionization potential to be substantially
too low [64 kcal/mol eFF versus 227.4 kcal/mol DFT versus
226.8 CCSD(T)/aug-cc-pVTZ].

Methyl carbanion in eFF is unstable with a negative ion-
ization potential for one of the lone pair electrons (—93 kcal/
mol). Experimentally, in contrast, methyl carbanion is more
stable than methyl radical, but only by 1.8 keal/mol.*® How-
ever, a very accurate description of electron correlation is
required to capture this stability—CCSD(T) computes the
energy difference properly (1.6 kcal/mol) but B3LYP fails to
do so (—15.6 kcal/mol)—so it is not surprising that eFF fails
to make methyl carbanion properly stable.

The overall instability of carbon radical and anion spe-
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cies in eFF leads to an overestimation of carbon-carbon bond
dissociation energy strengths, as we discuss further in
Sec. IIT F.

F. Bond dissociation energy accuracy depends on
nature of fragments

In eFF, the energy required to cleave a carbon-carbon
bond into two radicals is too high, e.g., D(H;C—CHjs)
=163.5 kcal/mol versus 934 kcal/mol DFT and
D((CH3);C—CH3)=121.4 kcal/mol versus 86.0 kcal/mol
DFT. This results primarily from the poor description of CH,
radical. In contrast, the eFF bond dissociation energy of H, is
too low, 67.2 kcal/mol versus 110.0 kcal/mol DFT. We elabo-
rate on these two cases further below.

Errors in homolytic bond dissociation energies arise
from differences in how well the eFF wave functions repre-
sent the true electron density in the molecule versus sepa-
rated fragments. For hydrogen molecule, the true electron
density is a doubly peaked nucleus-centered function, which
eFF describes as a singly peaked bond-centered function.
Hydrogen atom in contrast is represented well, because in
both eFF and in the true case, the electron density has a
maximum at the nucleus.

In the ethane carbon-carbon bond, the errors in basis
representation are reversed. Carbon-carbon sigma bonds
have an electron density that is concentrated in the region
between the nuclei; hence the eFF bond-centered representa-
tion is a good one. On the other hand, methyl radical is
poorly represented because, as discussed in Sec. IIT E, eFF
does not have the proper p functions to describe the radical
electron. Hence the relative error is in the opposite direction
compared with the H, case, and ethane is overbound.

For carbon-hydrogen bonds, the basis representation er-
rors of the molecule versus the dissociated fragments cancel,
and the bond dissociation energy is near the correct value
[D(H;C-H)=119.9 kcal/mol versus 111.6 kcal/mol DFT].
This good agreement persists even when additional substitu-
ents are present, e.g., D((CH3);C—H)=108.2 kcal/mol ver-
sus 100.0 kcal/mol DFT.

Heterolytic bond dissociation can be described as well,
where electron pairs split asymmetrically, so that one species
is left with two electrons while the other is left with none at
all. For the simplest protonation, the species HeH* has a
bond dissociation energy near the exact value (44.1 kcal/mol
versus 45.4 kcal/mol DFT). This excellent agreement comes
about because the electron pair of HeH* is mainly centered
on the helium, making the singly peaked eFF density a good
approximation to the true electron density.

G. Reactions involving hydrogen; allowed versus
forbidden reactions can be distinguished

Figure 11 shows two simple reactions involving rear-
rangements of hydrogen molecules and/or atoms; one is al-
lowed, while the other is forbidden, where “forbidden”
means that the energy of the transition state is greater than
the energy needed to break all the bonds of the reactants. The

J. Chem. Phys. 131, 244501 (2009)

H,+H—>H+H,

H,+D,— HD +HD

0 0
(@ © 1 2 (A () O 1 2 A

FIG. 11. eFF properly distinguishes between (a) the allowed H+H,—H,
+H reaction and (b) the forbidden H,+D,— 2HD reaction. In the first case
there is a low energy linear transition state with partial bonds to both hy-
drogens, while in the second case, both reactant bonds must be simulta-
neously broken in forming the transition state, making it prohibitively high
in energy. Contour lines are separated by 10 kcal/mol in (a) and 20 kcal/mol
in (b).

energy barrier of the “allowed reaction” is overestimated, but
overall, eFF is able to determine the correct classification for
the two reactions.

The allowed reaction is H+H, —H,+H. We find cor-
rectly that the transition state is collinear with a symmetric
saddle point [at 7=1.04 A eFF versus 0.93 A DFT, 0.93 A
HF/6-311g**, and 0.95 A quantum Monte Carlo (exact)’’].
The predicted energy barrier is 42 kcal/mol eFF versus 4.3
kcal/mol DFT, 17.5 kcal/mol HF/6-311g™, and 9.7 kcal/mol
quantum Monte Carlo.

The forbidden reaction is H,+D,—2HD. All of the
paths that can lead from reactant to product are highly
unstable, " as suggested by the Woodward—Hoffmann
rules*! for thermal [2+2] concerted processes—for the sake
of comparison, we constrain the reaction geometry to be rect-
angular. We find a square transition state with a relative en-
ergy of 132 kcal/mol, which can be compared with 209 kcal/
mol DFT, 191 kcal/mol HF/6-311g™, and 147 kcal/mol
multireference configuration interaction (MRD-CI, exact).*?
The transition state bond length is 2.21 A for eFF versus 1.13
A DFT, 1.11 A HF/6-311g**, and 1.22 A for MRD-CL.

Not all four-center metathesis reactions are forbidden; if
an electropositive element is involved, the transition state
becomes ionic in nature, and the reaction is allowed. For
example, the reaction LiH+D, — LiD+HD has a low energy
barrier (6.9 kcal/mol DFT), and is the basis for a process to
create isotopically labeled lithium hydride.43

eFF correctly reproduces the trapezoidal geometry of the
transition state, as well as the linear geometry of the precom-
plex intermediate (Fig. 12). As befits the ionic nature of the
transition state, the eFF bonding electrons are localized along

+
1702 1605 1729 B
(1.595) (2123) H (1'685)./ 1517
H—Li-----==-- ! —> Li H (1.548)
H 418°
0.792 3799
(0.748)

FIG. 12. Lithium hydride exchange reaction proceeds via formation of a
precomplex intermediate, then exchange of atoms via a low barrier transi-
tion state with ionic character. eFF correctly reproduces the trapezoidal ge-
ometry of the transition state, but somewhat overestimates the barrier height
for the reaction.
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Li LiH

+Hatom

1.689 (1.596)

+Hatom w+Hatom E » E

1.402 (1.343) 1.413(1.334)

1.347(1.331) H

N 6
—— %1243 (1.207)

1.252(1.190) 1.744 (1.757)

FIG. 13. Lithium, beryllium, and boron hydrides containing ionic and/or
electron-deficient multicenter bonds. Bond lengths are in angstrom with
DFT values in parentheses for comparison. eFF obtains correct geometries
and dissociation energies for these systems—not surprising, as the electrons
are s-like and well represented by eFF.

the Li—H bonds above and below the central hydrogen. eFF
recognizes that the reaction is allowed, finding a reaction
barrier of 13.4 kcal/mol relative to separated species, which
is—as in the case with H,+H-—somewhat higher than the
value from DFT (6.9 kcal/mol).

H. lonic and multicenter bonds are well described

The elements lithium, beryllium, and boron often partici-
pate in ionic bonds, since they are electropositive; and also
participate in electron deficient multicenter bonds, since they
lack enough electrons to complete a full octet. Examples
include lithium hydride, beryllium dihydride, and diborane
(Fig. 13), which eFF generally describes well, as the bonding
electrons are shifted only slightly away from the nuclei, and
are thus to a good first approximation spherical and s-like.

Lithium atom with eFF adopts a 1s*2s' configuration
with a valence electron much larger (s=7.45 bohr) than the
spin-paired core electrons (s=0.71 bohr). Lithium hydride
has a bond length that is slightly too long (1.69 A eFF versus
1.59 A DFT) and a dipole moment that is slightly too high
(6.51 D versus 5.70 D). The dissociation energy is very near
the exact value (58.1 kcal/mol versus 58.2 kcal/mol DFT)

Beryllium dihydride is linear with a bond length of
1.41 A eFF versus 1.33 A DFT. The energy needed to break
BeH, into BeH and H is near the DFT value (113.0 kcal/mol
versus 97.5 kcal/mol DFT); however, the energy of breaking
BeH into Be and H atoms is too high (109.6 kcal/mol versus
57.7 kcal/mol DFT). This too-high energy is a consequence
of a well-known difficulty in describing the valence electrons
of beryllium atom as a single configuration wave function*
(in eFF, the 25 electrons in Be shift apart from each other as
in a GVB wave function, but without any accompanying
resonance stabilization).

The boron compound BH; dimerizes into the borane
B,H¢, which is stabilized by two three-center two-electron
bonds. eFF describes nearly all aspects of the BH; and B,Hg

J. Chem. Phys. 131, 244501 (2009)
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FIG. 14. Bonding in lithium bulk solid, showing single spin electrons
nestled in octahedral interstices between fcc ions; the EOS is also shown
and compared with DFT (Ref. 46).

geometries correctly (see Fig. 13). However, the dimeriza-

tion energy is too low (27.6 kcal/mol versus 39.0 kcal/mol
45

exact™).

I. Metals described accurately using interstitial
electrons; the limiting case of a uniform electron gas

In eFF, metallic electrons are represented by diffuse
electrons that nestle into the interstices between the ions.
Interstitial sites in lithium metal are occupied by single elec-
trons with random up- or down-spins (Fig. 14), while analo-
gous sites in beryllium are occupied by electron pairs (Fig.
15). In the case of beryllium, the electron density distribution
predicted by eFF agrees with those observed by x-ray
crystalloglraphy47 and calculated in two separate periodic
DFT studies.*>*

eFF geometries and elastic constants of Li and Be metal
agree well with experimental values (Table IV), but cohesive
energies are too high, since the 2s electrons of isolated Li
and Be atoms are poorly represented in eFF. There is prece-
dent to describing metallic bonding using localized electrons,
as in the interstitial electron model developed by McAdon
and Goddard™ and by Li and Goddard.” In these models,
the valence electrons occupy interstices between crystal lat-
tice sites, and interact as classical particles via effective po-
tentials. Phonon dispersion relations in a variety of face-

a Energy per atom (kcal/mol)

bonding in layers between layers
FIG. 15. Bonding in beryllium bulk solid, showing electron pairs forming
strong bonds within and between layers in a hexagonal close packed array of
ions; the EOS is also shown as a function of lattice parameters a and c.
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TABLE IV. Lithium and beryllium parameters with a comparison of eFF
and experimental values. Lattice constants are somewhat too large—we ex-
plain this after considering the energetics of a uniform electron gas—and
cohesive energies are too high, because the bulk solid is represented more
properly than the free atoms making up the metal. Elastic constants are
nearly perfect.

eFF Expt.
Lithium Lattice constant (A) 4.42 4.40
Bulk modulus (GPa) 12.2 13.0
Cohesive energy (kcal/mol) 60 38
Beryllium Lattice constant a (A) 2.43 2.29
Lattice constant ¢ (A) 3.72 3.59
Bulk modulus (GPa) 121.9 110-127
Poisson ratio 0.092 0.032
Cohesive energy (kcal/mol) 138 77

centered cubic (fcc) metals were predicted and shown to
agree well with experiment.

In the eFF description of bulk lithium, the Li* ions as-
sume fcc lattice positions, and individual valence electrons
occupy octahedral interstitial positions in between the ions.
To optimize the overall spin configuration, we used a spin-
swapping simulated annealing procedure (from 10000 to
0 K over 10* steps), resulting in a net decrease in energy of
only 2 kcal/mol/atom from an initial layered spin-polarized
arrangement. The energy of the solid is only slightly depen-
dent on the spin configuration of the system because of the
relatively low overlap (S=[,1,=0.18) between the intersti-
tial electrons.

In bulk beryllium, the nuclei form a hexagonal close-
packed structure, both in eFF and experiment. We observe
strong bonding between atoms in the XY plane, the result of
closed-shell electron pairs that occupy alternating threefold
sites between Be2* ions; this is reflected in the >100 GPa
bulk modulus of the metal. The bonding between layers is
strong as well, the result of vertical columns of alternating
electrons and nuclei in the Z direction. The strong interlayer
bonding results in an c/a ratio that is unusually small for
hexagonal close-packed metals (1.53 versus the ideal value
1.66). e¢FF finds a ratio of 1.57, close to the experimental
value [and DFT finds a ¢/a of 1.59 (Ref. 48)].

eFF can also be judged by its ability to reproduce the
energetics of a uniform electron gas, the limiting case of
electrons in a uniform neutralizing background charge. This
system is defined by a single parameter, the Wigner—Seitz
radius r,, related to the electron density p by pz(%wri)_l

eFF describes the uniform electron gas as a close-packed
lattice of localized electrons analogous to a Wigner5 2 crystal
packing, only stable at much higher electron densities. We
considered several lattices, all of which led to similar ener-
gies [in hartrees per electron, open-shell NaCl (—0.047),
open-shell  sphalerite  (—0.043), and closed-shell fcc
(—0.041)], suggesting that the uniform electron gas in eFF
has a fluxional character.

Figure 16 shows the energetics of the eFF NaCl-packed
uniform electron gas compared with HF energies and exact
energies taken from accurate quantum Monte Carlo
calculations.”>* We find that eFF differs from the exact

J. Chem. Phys. 131, 244501 (2009)
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FIG. 16. Potential energy of a uniform electron gas with respect to the
density parameter r,. eFF agrees with the binding energy from HF, but
neglects the correlation energy which would cause it to agree with the exact
curve.

curve, but matches the well depth of the HF to within
0.005 hartree/electron, consistent with the mean-field nature
of, and consequent neglect of electron correlation in, both
HF and eFF. Additionally, the eFF curve is stretched out so
that the minimum energy occurs at r;~6.1 bohr compared
with 4.8 bohr for HF. This may explain the slightly expanded
lattice constants observed in eFF-optimized bulk lithium and
beryllium.

IV. RESULTS FOR ELECTRONICALLY EXCITED
SYSTEMS

A. Thermodynamics of warm dense hydrogen

We summarize here the results reported previously in
Ref. 16 and also add new comparisons to recent experimen-
tal data.® The behavior of hydrogen at extreme pressures
(hundreds of gigapascals) and moderate temperatures (thou-
sands of degrees) has relevance to the phase partitioning of
giant planetary interiors,” as well as the design of systems
for inertial confinement fusion.”” Warm dense hydrogen has
been discovered to have metallic properties (3000 K, 140
GPa),”® and it has been proposed that its enhanced conduc-
tivity may involve the participation of electronically excited
mixtures of H, molecules, H atoms, and other species along
with free protons and electrons.”® It has also been proposed
that at somewhat higher temperatures and lower densities
(T=15300 K and r,=2 bohr), a plasma phase transition
occurs, where dissociation of molecules and ionization of
atoms occur simultaneously.59 However, the properties of
warm dense hydrogen remain poorly understood, due to the
challenges of producing and characterizing hydrogen under
such conditions, and the difficulty in modeling systems that
may contain complex mixtures of molecules, atoms, ions,
and excited electrons.

We have used eFF to study the thermodynamics of dense
hydrogen over pressure and temperature ranges that include
the warm dense state of interest. Pressures and temperatures
are extracted from dynamics simulations using classical
virial expressions, e.g., %kBTz 1/Nnuc<2,~%m,~vi2> and PV
=NnuckBT+%<E,-x,~~&E/ dx;), where we sum over all nuclear
and electronic degrees of freedom and take m...=m1,, [since
we are primarily interested in equilibrium thermodynamics;
Mg Was decreased with no effect on the equation of state
(EOS)].

As validation, we have compared eFF EOSs with those
obtained from static and dynamic compression experiments.
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FIG. 17. Comparison of eFF EOS to the ones from experiments where
hydrogen is compressed (a) statically or (b) dynamically. In (a), the eFF
EOS of solid hydrogen at 300 K matches the data from diamond anvil
experiments (Ref. 60). In (b) the eFF single shock Hugoniot curve for liquid
H, (solid black line) agrees with the data from many experiments: gas gun
(Ref. 62) (red dots), Z machine (Ref. 63) (green dots), convergence geom-
etry (Ref. 64) (orange), and laser ablation (Ref. 55) (blue). Note that the eFF
results were published in 2007, while the results from laser ablation experi-
ments (which agree well with eFF but not path integral theory) were pub-
lished in 2009.

In static experiments, hydrogen is compressed in a diamond
anvil cell to extremely high densities (greater than ten times
liquid density,ﬁo’61 at 300 K, and over the density range r,
=1.4-2.2 bohr (i.e., solid hydrogen), we found excellent
agreement between the EOS from eFF and that from experi-
ment [Fig. 17(a)].

In dynamic experiments, hydrogen is compressed using
shock waves produced by chemical explosives, magnetic
pinching, or laser ablation; the maximum compression is less
than in static experiments (four to five times liquid density in
a single shock), but higher temperatures can be reached
[30 000-50 000 K (Ref. 55)], making it possible to probe the
hydrogen dissociation/ionization regime. A shock wave pass-
ing through a material with internal energy E,, density p,
and pressure p, causes a jump in these parameters ahead of
the shock front. If a thermodynamic equilibrium is estab-
lished in the bulk material on both sides of the shock front,
the new E, p, and p satisfy the Rankine-Hugoniot relations

1

E—EQ+_<l—i)(p+p0)=0. (26)
2\p po

We computed a single shock Hugoniot curve using eFF and
found excellent agreement with all available experimental
results [Fig. 17(b)].

Hugoniot curves, plotted as density versus pressure, take
on a characteristic form: they curve gently upward, then in-

J. Chem. Phys. 131, 244501 (2009)

flect up sharply at a maximum compressibility determined by
the nature of bonding in the material. As a reference point, an
ideal gas of diatomic molecules has p,../py=6, while an
ideal gas of atoms has p,,,./po=4. At the time we published
our communication (2007), diverse experiments (shocks
from gas gun,62 Z-machine,” and convergent explosives64)
supported a Hugoniot that inflected upward by 50 GPa to a
compressibility of p/py~4=*=0.6. The experimental data
were limited to pressures less than 100 GPa; however, path
integral Monte Carlo [PIMC (Refs. 65-67)] calculations sug-
gested that the compressibility remained near 4 up to a pres-
sure of at least 500 GPa.

Our calculations, however, predicted a maximum com-
pressibility of 4.94 at 179 GPa; although this appeared to be
a discrepancy, the lack of experimental data at higher pres-
sures (>100 GPa) made it difficult to say whether or not
eFF was correct. Very recently (2009), measurements at
higher pressures—220 GPa—have been made using laser ab-
lation as a shock source,55 which indicate a compressibility
of ~4.2 below 110 GPa, rising to a maximum compression
of 5 at 160 GPa, in excellent agreement with our prior pre-
diction. Indeed, the eFF single shock Hugoniot curves
smoothly in such a way that it passes through the error mar-
gins of nearly all of the available experimental data.

To understand the origin of the higher maximum com-
pressibility predicted by eFF, we analyzed the composition
of hydrogen at different points along the Hugoniot curve,
studying the proportions of molecules, atoms, and plasma
present. We find, in particular, that the region over which
hydrogen atoms interact strongly with each other extends to
quite high temperatures and pressures, the result being that at
400 GPa and 75000 K, the compressibility remains high
(p/ py=4.84), intermediate between an ideal monoatomic and
an ideal diatomic fluid. The heightened stability of a molecu-
larlike phase may result from the transient formation of a
metallic phase, where electrons hop freely between hydrogen
atoms and molecules; we can observe with eFF this electron
hopping behavior. Overall, the phenomenon of electron hop-
ping provides an explanation for the enhanced reflectivity of
dense hydrogen observed above 25 GPa in several
experiments,ss’68 and may contribute to the enhanced com-
pressibility of dense hydrogen (relative to an ideal gas of
atoms) along the primary shock Hugoniot.

It remains to explain the discrepancy between the
Hugoniot obtained with eFF versus other theoretical methods
such as PIMC. In order to determine the regimes over which
eFF might be expected to be most accurate, we computed
isothermal EOS at different densities with eFF, and com-
pared them with EOS from two theories: (1) the Saumon—
Chabrier model,”® a linear-mixing model that interpolates be-
tween molecular, atomic, and plasma EOSs—we expect it to
be most accurate in its extremes, i.e., the limits of purely
molecular or weakly coupled plasma phases, and (2)
PIMC,%%" which is expected to be more accurate at high
temperatures due to the improved convergence of the thermal
density matrix and simplified nodal structure for the trial
wave function. We find that for the molecular and atomic
phases, eFF agrees quite well with the chemical model and
with the PIMC model in their respective regimes of validity

Downloaded 15 Jan 2010 to 131.215.193.213. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



244501-15  eFF

1000 F ~—— eFF,+correction (dashed, red) .f":/ r= 1.86 bohr
500 F chemical model r,=2bohr
O @ PIMC, +correction (filled)
r,=2.6 bohr

200

50

Pressure (GPa)

20

10

molecules

20,000 50,000 100,000 200,000
Temperature (Kelvin)

5 -
5,000 10,000

FIG. 18. Comparison of EOS from eFF to other theoretical methods for
fixed densities (r,=1.86,2,2.6 bohr, corresponding to  p/pjqia
=4.9,3.9,1.8) and varying temperatures, showing good agreement in the
regimes where the other theories are expected to be the most accurate.
Specifically, eFF (solid line) matches the EOS from the Saumon-Chabrier
chemical model [dotted line (Ref. 59)] in the molecular regime, and the EOS
from PIMC calculations [circles, where solid indicates the EOS with energy
and pressure corrections to obtain the correct dissociation energy for hydro-
gen molecules (Refs. 65-67)] in the atomic regime.

(Fig. 18); for the plasma phase, the agreement is good if we
use an ideal gas correction to account for the pressure from
fully ionized electrons.

There are two limits where the eFF EOS is less accurate
due to the limitations of the Gaussian wave packet represen-
tation: low densities (r,>2.6 bohr) at low temperatures
(molecular) and high temperatures (weakly coupled plasma
limit); both these limits lie well outside the domain of the
Hugoniot curve plotted in Fig. 17(b). Particularly accurate
from eFF is the transition between molecular and atomic
phases, which is difficult to capture with PIMC due to its
inaccuracy at lower temperatures, and also difficult to cap-
ture with the chemical model, due to the uncertainty of mix-
ing parameters in that regime.

In conclusion, the simple eFF, with no special parametri-
zation for hydrogen, provides a unified and continuous de-
scription of solid molecular, liquid molecular, atomic, and
ionized phases of hydrogen over temperatures from 300 to
200 000 K, and densities from 0.34 to 1.7 g/cm?® (two to ten
times liquid density). The eFF EOS appears to be particularly
accurate in the intermediate regime corresponding to the
controversial region of the Hugoniot (100-300 GPa and
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15 000-50 000 K), which we predict represents a complex
mixture of phases: the end of a transition from a molecular to
an atomic fluid, the start of a transition from an atomic fluid
to a plasma, and metallic character in that bound electrons
can hop freely between atoms via transient formation of
polyatomic species.

B. Auger relaxation in core-ionized diamondoids

We summarize here the results reported previously in
Ref. 17. In the Auger process, a core electron is removed
from an atom, which in turn causes a valence electron to
collapse inward into the core, and another valence electron
(the Auger electron) to be ejected.”” We examine two phe-
nomena associated with the Auger process. First, when the
Auger process is triggered in a material by high energy pho-
tons or electrons, Auger electrons are released from surface
layers, but not from the bulk of the solid [Fig. 19(b)]—thus,
Auger spectroscopy, where the energy distribution of the
emitted electrons is examined, is a useful surface character-
ization method. Second, selective bond breaking71 may occur
at the site of the core hole as it relaxes [Fig. 19(a)]; under-
standing this process better would be useful for developing
semiconductor fabrication methods where electrons rather
than heavy ions are used to etch fine features into
materials.”>"

eFF describes both bond breaking and electron emission
in the Auger process. As a model system, we considered a
diamond nanoparticle C;9;H;,, which is fully saturated on
the surface with hydrogen atoms and roughly spherical. This
nanoparticle contains six distinct layers, ranging in depth
from the center of the particle to the surface.” By ionizing
core electrons from atoms in each of these layers, we study
surface versus bulk effects, in particular, how readily Auger
electrons can be trapped inside a bulk material, and over
what ranges surface bonds can be broken as a result of a core
ionization.

In C,97H;;,, we ionized core electrons from carbon at-
oms at different depths in the particle, which contained six
different layers of carbons; 5940 dynamics trajectories were
simulated. We found clear evidence of Auger-induced bond
breaking: ionizing a surface carbon atom would cause at-
tached hydrogens to be ejected over less than 10 fs, and

hvore

hvore

2° ejected

FIG. 19. Phenomena associated with Auger processes modeled using eFF: (a) bond breaking and desorption of surface fragments as a result of core-hole
relaxation, which may occur via an intermediate state containing two valence holes [Knotek—Feibelman mechanism (Ref. 70)]; and (b) the surface selectivity
of Auger spectroscopy, which exists because secondary Auger electrons arising from surface layers are ejected and subsequently detected, while those from
bulk atoms are trapped in the solid.
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FIG. 20. eFF predicted Auger fragmentation of core-ionized adamantane, showing a single trajectory in which the molecule was equilibrated at 300 K for
500 fs (time step of 5 as), a 1s core electron was instantaneously removed, and the dynamics was propagated for 100 fs (time step of 1 as).

sometimes the heavy atom itself would detach as well. This
led to the production of H* ions and H atoms, as well as CH
and CH, molecular fragments.

Ionizing subsurface atoms caused surface bonds to break
as well via a remote heating effect. In these cases, we ob-
served H™ ions exclusively and found that they separated at
arbitrary times over the 100 fs duration of the simulations.
This effect was hinted at in an experiment involving the
photon-stimulated desorption of H* and H™ ions from
hydrogen-terminated diamond surfaces.” The experimental
results suggested that H™ ions were released via an indirect
mechanism involving secondary electrons as an intermediary
versus H* ions which were produced via a direct mechanism
related to the core excitation, both consistent with the eFF
simulation results.

In addition to bond breaking, we also observed electron
emission in the Auger process—once electrons are ejected,
their size grows linearly with time, as expected from a free
electron wave packet. Plotting the distribution of free elec-
tron energies, we found an Auger peak of fast electrons pro-
duced when carbons in the outer three layers (~3 A) were
ionized. Ionizations deeper down created excited valence
electrons, but they were trapped and equilibrated by the sur-
rounding bulk over tens of femtoseconds. This is consistent
with the known surface selectivity of Auger spectroscopy.74

To study the detailed mechanism of Auger-induced bond
breaking, we examined the coupled electron and nuclear mo-
tions of core-ionized adamantane (C,oH,¢), as shown in Figs.
20 and 21. At time zero, a 1s core electron is instantaneously
removed from a carbon atom, which causes the four sur-
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FIG. 21. Electron dynamics during the Auger process. The red valence
electron fills the core hole after 7 fs, the green electron is ejected after 12 fs,
and the blue and purple electrons remain excited but bound over 50 fs.

rounding valence electrons with the same spin as the ionized
electron to collapse inward. These four electrons fall in to-
ward the core hole together until one electron fills the hole,
causing the other three to bounce away from the core as a
result of Pauli repulsion. This leads to the escape of one
electron and the excitation of the other two electrons, and at
~20 fs, the fragmentation of the bonds surrounding the
original core ionization. An adjustable parameter—the dy-
namic electron mass—fixes the overall time scale of these
events, but the nature and sequence of the events themselves
are independent of this parameter.

From 410 core-ionized adamantane trajectories, we
found three mechanisms for bond breaking via electron ex-
citation (Fig. 22). In 61% of the cases, a direct Auger process
occurred where the hydrogen bound to the excited carbon
was ejected either as a highly excited atom or as an H* ion.
This resulted from a transient disruption of the electron den-
sity which persisted long enough for the bond to break, fol-
lowed by limited recombination with the departing fragments
to produce both neutral and ionic species.

In another 32% of the trajectories, an indirect thermal
process occurred where general electron excitations caused
hydrides to slowly leak off the surface during the entire
100 fs trajectory. Finally, in 7% of the cases, a secondary
impact process occurred where an ejected or excited Auger
electron scattered off CH bonding electrons, leading to ion-
ization of the electrons and release of H*.

Hence with eFF we reproduce the microscopic dynamics
of Auger fragmentation: core hole filling, secondary electron
ejection, and bond breaking in excellent agreement with
available data. This procedure makes it possible to study the
details of chemistry and electron energy redistribution pro-
cesses that were previously impractical to simulate on a large
scale.

V. CONCLUSION

We have presented a simple method for describing ex-
cited electronic systems in terms of the dynamics of Gauss-
ian wave packets. The key improvement over existing fermi-
onic MD methods is our parametrization of a spin-dependent
Pauli potential that is both simple and fast to compute, and
accurate enough to describe a variety of materials containing
covalent, ionic, multicenter. and/or metallic bonds. eFF oc-
cupies a niche between conventional electronic structure and
classical plasma methods: it can simulate moderate excita-
tions (tens to hundreds of electron volts) that vary sharply
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FIG. 22. Mechanisms of hydrogen desorption summarized. (a) The analysis was based on 410 trajectories of core-ionized adamantane (C;oH5). We
distinguish three mechanisms using the following decision tree: if the ejected hydrogen was bound to the core-ionized atom, classify the event as the result
of a direct Auger process. If not, examine whether more than two electrons were ever associated with the ejected proton at any point in the trajectory. If yes,
classify the event as the result of a secondary impact process, otherwise classify it as a thermal process. (b) Direct Auger processes involve a transient
(10-20 fs) depletion of charge to form a two valence-hole state, followed by limited recombination to produce H* ions or H atoms. (c) Thermal processes
involve a slow leakage of H™ ions from the molecule. (d) Secondary impact processes involve the scattering of an excited electron off an adjacent pair of
bonding electrons, resulting in ionization of the bonding electrons and prompt ejection of an H* ion.

over space and time, in large systems (tens of thousands of
atoms) where strong couplings between nuclei and electrons
exist, and chemistry occurs. It is particularly well suited to
study interfaces between highly excited and nonexcited ma-
terials, heterogeneous mixtures of phases, and nonequilib-
rium excitations driven by extremes of temperature, pressure,
or radiation.

In one application of eFF, we characterized the transfor-
mation of dense hydrogen from a solid to a molecular liquid
to an atomic liquid to a plasma over temperatures from 300
to 200 000 K, and densities from 0.34 to 1.7 g/cm3 (two to
ten times liquid density). We found that eFF is particularly
accurate in describing the thermodynamics of the atomic lig-
uid phase, probed by recent dynamic compression experi-
ments; we find this phase is composed of a complex mixture
of atoms, molecules, plasma, and electrons that hop from one
nucleus to another, suggestive of a metallic character.

In another application, we examined the Auger decay
process in a diamond nanoparticle. In this study, we created
core holes (>200 eV) in the particle, which violently ex-
cited and ionized surrounding valence electrons, and heated
the remaining electrons in the particle by tens of thousands
of degrees. Core holes created at different depths from the
surface induced dramatically different effects in the solid,
both in terms of electron trapping versus emission—
secondary electrons in the inner three layers were trapped,
while those created in the outer three layers were ejected—
and in terms of fragmentation of surface bonds—bulk exci-
tations released hydride ions by indirect and nonspecific
heating, while surface excitations ejected protons and hydro-
gen atoms by direct excitation, ionization, or scattering away
of bonding electrons.

These results suggest that eFF can be used to probe the

properties of complex highly excited systems, with the ex-
pectation of qualitative accuracy sufficient to understand
mechanisms, and in some cases even semiquantitative or
quantitative accuracy. We expect that further improvements
to eFF are necessary to describe a wider range of excitations
more accurately, and to describe a wider range of materials
more accurately.

For excitations, in the Auger study, eFF captured the
microscopic steps and overall outcome of the Auger process
well, but with a too-fast overall time scale. Increasing the
dynamic mass of the electron helps to compensate, but a
more general scheme may be needed to describe systems in
which excitations are characterized by several time scales.

For materials, eFF assumes that kinetic energy differ-
ences dominate the overall exchange energy, which is true
only when the electrons present are nearly spherical and
nodeless. This assumption is valid for covalent compounds
such as dense hydrogen, hydrocarbons, and diamond; alkali
metals such as lithium and beryllium and semimetals such as
boron; and various compounds containing ionic and/or mul-
ticenter bonds, such as boron dihydride.

However, electrons with substantial p character are
poorly described, both because of limitations in the underly-
ing wave packet representation, and also because kinetic en-
ergy differences no longer dominate exchange, so that the
Pauli potential becomes inaccurate. Hence multiple bonds,
radical electrons, and lone pairs are not properly
represented—they are too diffuse, too easily ionized, and
generally less stable than they should be (e.g., neon will
spontaneously ionize).

One consequence of the instability of radicals, and of the
limitations in basis functions, is that bond dissociation ener-
gies are inaccurate, and also relative transition state energies
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for reactions where bonds are being broken and reformed.
For example, in reactions between H, and H, allowed versus
forbidden reactions can be distinguished, but the transition
state energies are in error by tens of kcal/mol. At this point,
eFF would have difficulty describing accurately most chemi-
cal reactions.

There are two tasks at which the current eFF excels. The
first is computing the relative thermochemistry of isodemic
reactions and conformational changes, where the bonds of
the reactants are of the same type as the bonds of the prod-
ucts. For example, the section on conformational analysis
illustrated that eFF could compute accurately both barrier
hindering the internal rotation of ethane, as well as the rela-
tive energy difference between chair and boat conformations
of cyclohexane. However, existing ab initio and density
functional methods have solved this problem essentially ex-
actly, so there is not much to be gained at applying eFF to
this class of problems, except for validation purposes.

The second task is the one we have focused on in this
paper—computing the properties of materials at extreme
conditions, where electron excitations can change signifi-
cantly the nature of bonding in the system. eFF can capture
with surprising accuracy the behavior of such systems be-
cause it describes consistently and in an unbiased fashion
many different kinds of bonds—covalent, ionic, multicenter,
ionic, plasma—and how they interconvert and/or change
when they become excited. Consider, for example, how eFF
represents compressed lithium being heated from a solid to a
liquid, and then a plasma: the electrons initially pack regu-
larly between the ions, then become more irregularly distrib-
uted and expand as the metal liquefies, and finally move
freely among the ions in the dense plasma. In contrast, in a
conventional electronic structure calculation, an extensive set
of high angular momentum and diffuse basis functions would
be needed to capture the transition, possibly augmented with
plane waves, and the computation would likely be biased
toward one state or the other. The underlying concept behind
eFF is that the basis representation and potentials may be
overly simplistic, but they are consistent enough (“consis-
tently bad”) that a significant cancellation of errors takes
place, and the overall result is quite accurate.

Future improvements to the accuracy and scope of eFF
we expect will be made along two directions. First, we wish
to develop better orbital-dependent exchange and correlation
functions to describe lone pairs, multiple bonding, and
higher Z atoms with chemical accuracy. These functions
would be parametrized to reproduce the thermochemistry of
a variety of materials in their ground state. Second, we wish
to obtain a better understanding of multibody interactions in
excited systems to discover how to appropriately set param-
eters like effective electron masses. We hope that the formu-
lation presented here, as well as its successors, will enable
the simulation of a wide range of interesting excited electron
chemistry on realistic systems.
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APPENDIX: EWALD SUM FOR GAUSSIAN CHARGE
DENSITIES

The goal is to compute the electrostatic interaction en-
ergy of a periodic set of Gaussian charge densities

pilr) =g, > T n TR,
Ry,

(A1)

where Ry, is a set of periodic lattice vectors. The Ewald sum
is

E= Ek—space + Er—space + Eself + Euniform + Edipole' (AZ)

To compute Ej gpoce and E;_gp0ce, We break the density down
into p=p;+p,, where

— Ne_ar2 — N i e_amaxrz, (A3)
P1 max

o

pP2= Nmaxe maxt, (A4)

and where «a,,,, is a threshold exponent; the default value for
Qax i 1/(3.54 bohr?). We sum p, over a real space lattice
and sum p, over a reciprocal space lattice. Since p; is neutral
for large r and localized to a small region of real space, the
real space sum converges quickly in r. Since p, is diffuse for
a small enough «,,,,, the reciprocal space sum converges
quickly in k.
The reciprocal space energy Ey g 1s defined as

2T
Eicspace =~ 20 PR (), (A5)
k
where
p(k) = X g ik, (A6)
P(K)|ga_  for a;> ap,
pmax(k) = l * . (A7)
p(Kk) otherwise
The real space energy E, g, is defined as
Er-space = E 2 Eij(rij - RL)’
Ry, i#)
where
1 s
Ej=—erf\| — L, (A8)
rij a; + aj
1 ;o™
- _erf max rl'j. (A9)
rij a; + aj

In the real space sum, only interactions between a charge and
another charge with a> «a,,, are considered.
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The self energy E; is the energy of a Gaussian charge
with itself—this quantity must be subtracted out, since in
reality, charges do not repel themselves. It is computed as

follows:
| & Oy
a; < Amax
Q; + Amax
o .
\/———  otherwise.
a; + a;

The uniform energy E,irorm represents the interaction of each
Gaussian charge with the uniform neutralizing background
charge,

1 2
Ear== 52,4, = (A10)
NTT

i

1 af 1 1
E niform = ZQE _(_ - _> for a; > apyy- (All)

Viops o

Finally, the dipole energy Egjyo. neutralizes the net dipole of
the unit cell,

2

(A12)

2m
E dipole = 5/

2 qiXi
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