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FIGURE 5. Graphical representation of the solution procedure using the pseudo-arclength 

continuation method. 

The method used to solve the discrete form of the QC equations is described in the 
Appendix. 

When used with continuation, Newton's method is a robust algorithm for 
computing solutions to systems of equations such as (35). The algorithm is iterative. 
Given A and an initial approximation to the solution vector, xn, one Newton iterate 
consists of the computation of an improved approximation, xn+l, obtained by solving 
the linear system of equations, 

(36) 

Successive Newton iterates were computed until the weighted L2 norm of the 
residuals, 

became less than 5 x 10-5 • 

The linear operator in (36) is the Jacobian matrix, the elements of which are given 
by 

In this study, Jacobian matrices were computed by evaluating analytically derived 
expressions for matrix elements at the current solution estimate. If the Jacobian 
matrix is nonsingular at the solution, x*, and if the initial guess, x n , is sufficiently 
good, then Newton's method is guaranteed to converge with a quadratic convergence 
rate. The systems of linear equations encountered with each Newton iterate were 
solved to machine precision by Gaussian elimination with partial pivoting. The 
Jacobian matrix was defined to be singular if in the process of solving (36), the 
maximum pivot had a magnitude ofless than about 100 times machine precision. No 
singular matrices were encountered in this study. 

The continuation method used in this study to compute successive solution points 
on the solution path x(A) was Keller's (1977) pseudo-arclength continuation method. 
To facilitate the description of Keller's method, refer to figure 5, which shows the 
solution path as it would appear when the norm of the solution vector is plotted 
against A. 
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The arclength, s, is chosen to parameterize the path, so that on the path, x = x(s), 
A = A(S) and F = F(s) = O. The continuation process begins with the computation of 
the vector tangent to the path at a known solution point. From 

and the chain-rule 

where 

d 
ds F(x(s); A(S)) = 0, 

x(s) == dx (s), 
ds 

. dy of 
A(S) == ds (s), FA == OA' 

The definition of arclength is 
X(S)"X(S)+,\2(S) = 1. 

Conditions (38) and (40) are solved for the tangent vector, 

T,( ) == (~(S)) 
s A(S) , 

at points on the solution path for which the Jacobian matrix is non-singular: 

'\(s) = ±l/(l+cJ).lP)!, 

x(s) = -A(S) lP, 

lP == F;l(S) FA(s). 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

(44) 

The sign in (42) is indeterminate because the tangent can point in either the direction 
of increasing s or decreasing s. 

Given a known solution point, P, a neighbouring solution point, Q, is required to 
lie on a planar manifold perpendicular to the path tangent projected from the known 
solution point (see figure 5). The parameter d fixes the distance between the point P 
and the intersection point, Qo' of the path tangent and the planar manifold 
perpendicular to the tangent. Thus, 

The condition that Q lie on a planar manifold perpendicular to the path tangent 
at Qo is 

(45) 

and is added to (35) to form an enlarged system of nonlinear equations. The solution 
Q is computed through Newton iteration until a converged solution to F = 0 and 
D = d is found. Qo is used as an initial approximation. With the computation of Q, 
additional points on the path are found by repeating the process outlined above. 

3.4. Diagnostics 

Axial velocity on the centreline, wc(z) == w(z, 0), is a good measure of the behaviour 
of the core flow and gives a direct indication of where vortex breakdown occurs. 
Furthermore, the quantity 

(46) 

was used to represent computed solutions in the presentation of solution paths. 
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At a particular axial station, we is computed using the relationship 

We = lim (! Vr r) . 
r~O r 

(47) 

For we to remain bounded on the centreline, we must have Vrr(z,O) = 0, and 
consequently 

We = Vr rrIT~o' 
we(z) is computed to second-order accuracy through examination of two Taylor series 
expansions of Vr evaluated at r = 0: 

Vri.3 = !(WC )i r;.3+!VrTrr rf.3+ 0 [ri,3]. 
(48a, b) 

(49) 
And, since ri . 3 = 2ri . 2 , 

Vri,3 = 2(We )i r;, 2 + ~Vr rrr rf, 2 + O[ri, 2]. 

Equations (48a and (49) yield 

(50) 

4. Results 
Results were obtained for several different values of the vortex strength, V, the 

Reynolds number, Re, the constriction parameter, IX, the axial node spacing, ~f' and 
the radial node spacing, ~s. The length of the first and second stages of the pipe were 
held constant at 10 and 20, respectively, and the inlet radius, Ro' was held constant 
at 2 (the physical domain defined by this choice of Z and Ro will be referred to as the 
'standard' domain). Solutions of the Navier-Stokes equations were calculated with 
the pseudo-arclength continuation method using Vas a free parameter. This process 
was repeated for 

four values of Re: 250, 500, 1000, and 2000 (with I = 301 and J = 27); 
three values of IX: 0.0, 0.025, and 0.05 (with I = 301 and J = 27); 
two values of I: 151 and 301 (with IX = 0.05 and Re = 250, 500, 1000 and 2000); 
two values of K: 27 and 40 (with IX = 0.05 and Re = 250, 500, 1000 and 2000). 

In addition, four solution paths were computed for each of three modified domains: 

an elongated pipe (G8) to assess solution sensitivity to the parameter Z; 
a widened pipe (G7) to assess solution sensitivity to the parameter Ro; 
a very elongated pipe (G9) to observe solution behaviour at large Reynolds 
numbers. 

Calculations were carried out on Stardent GS-2000 and Cray-YMP super­
computers. Solutions of the QC equations were also obtained, following the procedure 
outlined 'in the Appendix, to correlate with the solutions of the Navier-Stokes 
equations. The QC equations were integrated using grids G 10, G 11 and G 12 for which 
1= 901 and grid G 13 for which 1=3601. 

A very small axial node spacing was found necessary to compensate for the first­
order accuracy of the integration scheme. 

4.1. Procedure 

Solution paths of the Navier-Stokes equations were calculated through the following 
procedure: 
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(i) for a specified Reynolds number, a starting solution point was computed at 
a relatively small value of the circulation (where solution uniqueness was 
assumed) using as an initial guess 

l/I(s,(,) = g-2, r(S, S) = V( 1-exp [ - ~?]), 1}(S, S) = 0; 

(ii) the pseudo-arclength continuation method was employed to compute 
additional points on the solution path using the starting point; 

(iii) continuation was performed until a sufficient number of points had been 
computed or until Newton's method failed to converge to a point on the 
solution path. 

Several of the computed paths are well represented by the solution diagram 
illustrated in figure 1 (e.g. see figure 15b). On the typical path, the continuation 
method traced, in the direction of increasing V, the uppermost branch of solution 
points, for which reversed flow did not occur. As can be seen in figure 1, this branch 
ends in a limit point (termed the' primary' limit point by the authors, since it is the 
first limit point encountered during continuation), upon which the path folds back 
on itself. Following passage through the primary limit point, the continuation 
method traced the path in the direction of decreasing V, leading eventually to the 
development of reversed flow and the formation of a second limit point (the 
'secondary' limit point). At large Reynolds numbers, secondary limit points were 
sometimes not calculated owing to the inability of the continuation method to 
converge to points on the solution path. 

We considered the continuation method to have 'failed' when more than five 
Newton iterates were required to satisfy the convergence criterion, IIFII < 5 x 10-5

. 

Invariably, convergence was slower when the solution was in the vicinity of a limit 
point. For such solutions, if the chosen length, d, was too large, then continuation 
would fail. When it was clear that the solution was smooth and that failure was due 
to a poor choice of d, then the value of d was reduced and the continuation process 
reattempted. Convergence to spurious solutions that lacked smoothness was also 
very poor. Non-smooth solutions were characterized by high-frequency, spatial 
oscillations of vortex properties (in the axial direction), referred to as 'wiggles' by 
Anderson, Tannehill & Pletcher (1984). These dispersive errors were most severe 
between the inflow boundary and the axial station at which a minimum was achieved 
zQ' and were only evident when the mesh Reynolds number (defined here as Re!).r) 
was sufficiently large. In addition, the appearance of numerical oscillations was 
highly dependent o~ the circulation, since they were only observed when the flow 
structure in the neighbourhood of Z = zQ was not well resolved by the grid (i.e. when 
the flow had experienced, or nearly experienced, breakdown). The development of 
numerical oscillations, and an associated inability to precisely locate breakdown 
structures owing to grid coarseness, led to non-smooth behaviour of the solution 
path, as is illustrated in figure 8 for 1 = 151 and Re = 500. On such path segments, 
numerous limit points were computed, convergence was poor and the continuation 
method would usually fail. Grid refinement, through reduction in axial node spacing, 
was found to eliminate some, but not all, ofthe spurious behaviour. This is described 
further below when solution sensitivity to node spacing is assessed. 

At selected Reynolds numbers, solutions of the QC equations were computed at 
successively larger circulations until it become evident that the integration process 
had 'failed'. The authors observed two types of failure. In the first failure mode, 
radial velocity grows dramatically over a very short axial distance, leading to 
numerical divergence of the integration. In the second mode, the behaviour of the 
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Solution path Grid IX Re Path range (V) VIP Vc 

SP1 G3 0.050 250 1.20-1.6146 Absent 1.429 
SP2 G4 0.025 250 1.20-1.6337 Absent 1.470 
SP3 G5 0.0 250 1.20-1.6074 1.6209 1.565 
SP4 G3 0.050 500 1.20-1.5724 1.4813 1.459 
SP5 G4 0.025 500 1.20-1.5631 1.5132 1.486 
SP6 G5 0.0 500 1.20-1.5500 1.6044 1.565 
SP7 G3 0.050 1000 1.20-1.5725 1.5069 1.514 
SP8 G4 0.025 1000 1.20-1.4956 1.5299 1.530 
SP9 G5 0.0 1000 1.20-1.5196 1.5989 1.566 
SP10 G3 0.050 2000 1.20-1.4731 1.5419 1.557 
SP11 G4 0.025 2000 1.20-1.4847 1.5564 1.558 
SP12 G5 0.0 2000 1.20-1.4529 1.5591 1.567 
SP13 G1 0.050 250 1.45-1.5559 Absent 
SP14 G1 0.050 500 1.45-1.5085 1.4816 
SP15 G1 0.050 1000 1.45-1.4832 1.5071 
SP16 G1 0.050 2000 1.45-1.5103 1.5417 
SP17 G2 0.050 250 1.45-1.5649 Absent 
SP18 G2 0.050 500 1.45-1.4752 1.4821 
SP19 G2 0.050 1000 1.45-1.4847 1.5078 
SP20 G2 0.050 2000 1.45-1.5113 1.5426 
SP21 G6 0.050 250 1.45-1.5296 Absent 
SP22 G6 0.050 500 1.45-1.4738 1.4818 
SP23 G6 0.050 1000 1.45-1.4729 1.5077 
SP24 G6 0.050 2000 1.45-1.5245 1.5427 

TABLE 3. Solution paths computed by varying vortex strength (standard domain) 

Solution path Grid IX Re Path range (V) VIP Vc 

SP25 G8 0.050 250 1.20-1.5968 Absent 
SP26 G8 0.050 500 1.20-1.5662 1.4808 
SP27 G8 0.050 1000 1.45-1.5530 1.5068 
SP28 G8 0.050 2000 1.45-1.4831 1.5419 
SP29 G7 0.050 250 1.20-1.5685 Absent 
SP30 G7 0.050 500 1.20-1.6506 1.4818 
SP31 G7 0.050 1000 1.20-1.5569 1.5075 
SP32 G7 0.050 2000 1.20-1.5379 1.5427 
SP33 G9 0.050 6000 0.00-1.5348 1.5739 1.580 
SP34 G9 0.050 5000 0.00-1.5293 1.5698 1.579 
SP35 G9 0.050 4000 0.00-1.5230 1.5639 1.577 
SP36 G9 0.050 3000 1.20-1.5131 1.5542 1.575 

TABLE 4. Solution paths computed by varying vortex strength (modified domains) 

computed solution changes over a similarly small axial distance in a way that is non-
physical. This anomalous behaviour, observed by Beran (1989), does not involve 
large values of u({;) or numerical divergence. 

4.2. Tabulated results 

The parameter values used in the calculation of solution paths of the Navier~Stokes 
equations are summarized in table 3 (standard domain) and table 4 (modified 
domains). Also included are the locations of primary limit points, Vip, on the solution 
paths, the starting and end points of the paths, and the critical value of V beyond 
which the QC equations fail, Y". 
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FIGURE 6. Solution diagrams for the Navier-Stokes equations with ---, Re = 250 and --, 
Re = 500 and the QC equations with •. Re = 250 and •. Re = 500: (a) IX = 0.0; (b) IX = 0.025; 
(e) IX = 0.05. 

The authors did not find any evidence to indicate that the starting points of paths 
were non-unique. However, the potential for solution multiplicity at the starting 
values of V cannot be ruled out based on the results of this study. As one check of 
the assumption of uniqueness, paths SP33-SP35 were started at V = 0, where it is 
reasonable to expect solutions to be unique. Points on these three paths for non-zero 
values of V were identical (up to the primary limit points) to those obtained by 
.starting the continuation process at the same values of V. Also, continuation in Re did 
not reveal solution branches different to those collectively implied by paths 
SP1-SP36. 

4.3. Continuation run.s 

The solution paths SP1-SP12 are presented in figures 6 and 7 as represented by Q, 
the minimum value of the centreline axial velocity. Solutions of the QC equations at 
selected values of the vortex strength are also included. By definition, breakdown 

17 FLM 242 
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FIGURE 7. Solution diagrams for the Navier-Stokes equations with ---, Re = 1000 and --, 
Re = 2000 and the QC equations with ., Re = 1000 and .0 Re = 2000: (a) a = 0.0; (b) a = 0.025; 
(e) a = 0.05. 

takes place when Q < O. The plots serve to illustrate several points. First, for the 
three largest values of the Reynolds number examined, non-unique solutions of the 
Navier-Stokes equations were computed over varying ranges of the vortex 
circulation for all three values of a. When Re = 250, non-uniqueness was only 
observed for the straight pipe (a = 0). Reversed flow was found in all cases when the 
vortex was specified to be sufficiently strong. However, all solutions corresponding 
to primary limit points were observed to be free of recirculation, indicating that the 
onset of reversed flow is neither a necessary nor sufficient condition for large changes 
in flow behaviour. As Reynolds number was increased, the value of Q at the primary 
limit point was found to also increase. 

With the relatively coarse grids that were used to calculate the paths SP1-SP12, 
convergence was a common problem once the flow had become reversed. 
Continuation could only be extended by taking very small values of the continuation 
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FIGURE 8. Solution sensitivity to axial node spacing, Llz , using ., 1= 151 and -~, 1=301 
with ex = 0.05, J = 27, and (a) Be = 250 (b) Be = 500 (e) Be = 1000 (d) Be = 2000. 

parameter, d. In some cases, this did not seem worthwhile, because the solution paths 
showed signs of spurious behaviour through the development of numerous minor 
limit points, and because ofthe increased computational expense. Spurious behaviour 
was eliminated when the axial node spacing was reduced, as will be described below. 

The point at which the QC equations first failed with increasing circulation was 
found to correlate reasonably well with the location of the primary limit point when 
the Reynolds number was 1000 or 2000. At the lowest Reynolds number examined, 
250, there is least agreement, which may be attributable to the loss of accuracy of the 
QC equations at low Reynolds numbers where the boundary-layer approximation is 
weakest. In compar~ng the profiles of figures 7 (b) and 7 (c), there also appears to be 
some loss of correlation between the QC and Navier-Stokes equations with increased 
a. This is again consistent with loss of accuracy ofthe QC equations as axial gradients 
become more pronounced. In this case, axial gradients are caused by the changing 
pipe geometry. 

It is evident in both figures 6 and 7 that the effect of increasing a was the 
development of reversed flow at lower values of vortex strength. This observation is 
consistent with the finding of Sarpkaya (1974) that an adverse pressure gradient 
encourages the formation of vortex breakdown. In this study, an adverse pressure 
gradient is imposed on the flow downstream of the throat owing to the expansion of 
the pipe. 

4.4. Solution sensitivity to node spacing 

For a specified pipe geometry (a = 0.05), the node spacing was varied to assess the 
sensitivity of solutions ofthe N avier-Stokes equations to ~s and ~s. To determine the 
sensitivity to axial node spacing, solution paths were computed for I = 151 and four 

17·2 
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FIGURE 9. Solution sensitivity to radial node spacing, ~" using., J = 27 and --, J = 40 
with IX = 0.05, 1= 105, and (a) Re = 250 (b) Re = 500 (c) Re = 1000 (d) Re = 2000. 

different values of Reynolds number and then compared with the' fine-grid' paths: 
SP1, SP4, SP7 and SPlO. A similar comparison was made for the effects of decreased 
radial node spacing by computing solutions with J = 40 and 1= 151. Finally, 
solutions were obtained with the most refined grid, G6, and compared with those 
computed on coarser grids. 

Solution paths are compared in figures 8 and 9. Figure 8 shows that the increase 
of L1s had little effect on the qualitative or quantitative behaviour of any of the 
coarse-grid paths, except in the vicinity of secondary limit points. With the fine grid, 
a distinct secondary limit point, free of spurious behaviour, is computed for 
Re = 500. With coarse grids, convergence was generally difficult to achieve and 
calculations were halted prior to computation of secondary limit points. However, 
for Re = 500, calculations were continued beyond a pronounced secondary limit 
point, after which the solution path was found to exhibit spurious behaviour. This 
behaviour was marked by the formation of a large number of successive limit points. 

When L1b' was decreased by increasing J with 1= 151, some small quantitative 
differences between the fine-grid and coarse-grid results were observed for all four 
values of Reynolds number. These differences were typically in a direction opposite 
to the smaller differences observed in figure 8. In contrast to results obtained through 
variation of L1s' the decrease of L1b' did not remove the spurious behaviour near 
secondary limit points. 

To further confirm the ineffectiveness of decreased L1b' in reducing spurious 
behaviour, solutions paths were computed for J = 27 and J = 40 at four different 
Reynolds numbers with 1= 301. These paths are compared in figure 10. At Re = 500, 
the two solution paths are free of spurious behaviour; increased J has little effect on 
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Solution point Solution path Grid Re V 

P1 SP1 G3 250 1.45 
P2 SPt G3 250 1.50 
P3 SP1 G3 250 1.55 
P4 SP7 G3 1000 1.48 
P5 SP7 G3 1000 1.48 
P6 SP7 G3 1000 1.48 
P7 SP9 G5 1000 1.53 
P8 SP9 G5 1000 1.53 

TABLE 5. Selected solution points on three paths: SP1, SP7 and SP9 

computed solution points. At the largest Reynolds number, Re = 2000, increasing J 
has a small effect on the location of the primary limit point, but does not improve 
convergence; with J = 40 the continuation procedure fails at approximately 
V = 1.525. 

We anticipate that for Re below approximately 2000, accuracy of smooth solutions 
obtained with 1=301 and J = 27 would be minimally improved through grid 
refinement. Also, the large computational requirements imposed by the solution 
technique prevented the use of grids finer than that already described. However, we 
expect the accuracy and smoothness of spurious solutions to be improved by a 
reduction of .1£"' 
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FIGURE 11. Profiles of centreline axial velocity for --, the Navier-Stokes equations and ---, the 
QC equations with Be = 250 at three different vortex strengths: (a) V = 1.45; (b) V = 1.50; (e) 
V = 1.55; (d) three solution points located on the solution path. 

4.5. Solution points 

Eight points on three solutions paths of the Navier-Stokes equations, SPl and SP7 
(a = 0.05), and SP9 (a = 0.0), were examined in detail. The positions of these points 
and the paths they correspond to are summarized in table 5. For Re = 1000, V = 1.48 
and a = 0.05, three solutions were computed: before the primary limit point (P4); 
before the secondary limit point (P5), and after the secondary limit point (P6). 
Solutions P5 and P6 have regions of recirculation. For Re = 1000, V = 1.53 and 
a = 0.0, two solutions were computed: before the primary limit point (P7), and after 
the primary limit point (P8). The Re = 250, limit points are not observed and 
solutions are unique. 

Figures 11 and 12 provide profiles of centreline axial velocity, we' and contour 
plots of streamfunction, respectively, for three points on the path SP1 (Re = 250). 
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FIGURE 12. Streamsurfaces corresponding to the three points selected in figure 11 (Re = 250). 

Figure 11 (d) shows a portion of the path on which the solution points are located. 
Figures 11 (a)-l1 (c) also include profiles of We obtained through integration of the 
QC equations up to the point of failure (indicated by dashed lines). 

The profiles in figures 11 (a) and 11 (b) are quite similar in character; the reversed 
flow at V = 1.50 apparently evolves through a simple reduction in centreline axial 
velocity in the vicinity of the global velocity minimum without any other important 
change in behaviour. As V is increased to 1.55, the reversed flow region grows in size 
and takes on a shape that indicates a tendency towards flow entrainment near the 
aft portion of the breakdown bubble as observed by Grabowski (1974). The profiles 
in figures 11 (a)-l1 (c) are nearly identical in the vicinity of the inflow boundary. 
Also, when reversed flow develops the recirculation region is far from the same 
boundary, indicating that pipe constriction was successful in isolating this region 
from the inflow boundary. Furthermore, the QC equations provide a reasonable 
approximation to flow behaviour near the inflow boundary, indicating that in this 
region the flow remains quasi-cylindrical despite the low value of the Reynolds 
number. 

The QC equations fail between one to two core radii upstream of the point at which 
the flow first becomes reversed. This result is consistent with the situation described 
by Leibovich (1989): 'The flow must have first become subcritical to axisymmetric 
disturbances before the station at which the stagnation point is located.' The critical 
point at which the flow changes from super critical to sub critical is the station at 
which the QC equations become singular and numerical integration fails (Hall 1972; 
Trigub 1985). The QC equations also have the undesirable property of predicting 
breakdown when V is sufficiently close to VIp, before recirculation is evident (e.g. at 
V = 1.45). In these cases, flows have become subcritical at some stations without 
developing axial stagnation points. 

Figures 13 and 14 provide profiles of We and contour plots of ljf, respectively, for 
three points on the path SP7 (Re = 1000). Figure 13 (d) shows a portion of the path 
on which the solution points are located. This path has a very different character to 
that of SP1, for which no limit points were computed. For SP7, three equilibrium 
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FIGURE 13. Profiles of centreline axial velocity for ~-, the Navier-Stokes equations and ---, the 
QC equations with Re = 1000 and V = 1.48 at three different solutions points: (a) upper branch; (b) 
lower branch; (c) intermediate branch; (d) three solution points located on the solution path. 

solutions are available for vortex strengths ranging between 1.4666 and 1.5069. 
Figures 13 (a )-13 (c) also include profiles of We obtained through integration of the QC 
equations (indicated by dashed lines). 

As was found true for Be = 250, there is little qualitative difference between the 
profiles of We corresponding to solutions P4 and P5, even though solution P5 contains 
reversed flow. Although smaller, the bubble seen in figure 14(b) is also quite similar 
to that shown in figure 12 (b). As arclength is increased along the path from solution 
P5 to P6, the reversed flow region grows dramatically and becomes nearly 
disconnected from the centreline of the pipe, causing we to be negative for only a 
small axial distance. The recirculation region also moves upstream with increased 
circulation, in agreement with other physical and numerical experiments (e.g. 
Lambourne & Bryer 1961; Grabowski 1974). However, the breakdown region does 
not move far enough upstream to have a noticeable effect on we near the inflow 
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FIGURE 14. Stream surfaces corresponding to the three points selected in figure 13 (Re = 1000). 

boundary where core fluid elements are accelerated. This point is illustrated in figure 
15 (a) whcre we is compared for all three solution points. Again, the QC equations 
provide a reasonable approximation to flow behaviour near the inflow boundary, 
although as the core flow decelerates, the QC equations ultimately fail. 

Diagnostic parameters other than Q may be used to present computed paths in 
solution diagrams. As an example, the minimum value of the azimuthal component 
of vorticity. 

Q.q == min [1J(Sk' Sk)]' 
k 

is plotted against V in figure 15 (b) for paths SP7 and SP9. Use of the diagnostic Q~ 
yields a path shape close to the one depicted in figure 1 and somewhat different to 
the one shown in figure 13 (d). 

Figure 15 (b) also serves to illustrate the effects of a variation on path shape and 
solution behaviour. When the pipe is straight (a = 0), the solution path SP9 
maintains the characteristic reversed'S' -shape of SP7. However, as illustrated in 
figure 15(c), the solutions P7 and P8 (their relative positions are shown in figure 
16b) do not have the property that the centreline axial velocity near the inflow 
boundary is independent of path position at constant V. The primary reason for the 
examination of pipes with varying radius (a > 0) lies in the removal, in the minds of 
the authors, of the inflow conditions as potential causes for the existence of multiple 
flow states. For example, it is unclear from the velocity profiles plotted in figure 15 (c) 
(or others obtainable at different Reynolds numbers and circulations) whether the 
close proximity of the reversed flow region to the inflow boundary influences the 
behaviour of the emerging breakdown structure. With a = 0.05, a sizeable region of 
supercritical flow exists between the breakdown structure and the inflow boundary, 
so that the presence of the reversed flow region is not reflected in the conditions 
specified at the inlet. 

As observed in several numerical studies of vortex breakdown, including Krause 
et al. (1983), Brown & Lopez (1988) and Salas & Kuruvila (1989), breakdown in a 
straight pipe inevitable occurs near the inlet. In a time-dependent sense, once a 
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points examined in figure 15 (b): --, P7; ---, P8. 

stagnation point forms, the breakdown structure grows and moves upstream until 
reaching the inlet. Consequently, axial gradients in this region are large. When the 
pipe is constricted (ex> 0), the breakdown structure is prevented from moving past 
the throat. The plots of streamsurface in figures 12 and 14 indicate that breakdown 
occurs at or just upstream of the end of the pipe's first stage (z ::::::: 10). Although not 
reported in detail herein, the authors investigated flows in pipes with first stages five 
and six times longer than that of the standard domain. This was done to better model 
the long divergence sections of tubes used in vortex breakdown experiments (e.g. 
Faler & Leibovich 1977). It was found that breakdown also occurred just upstream 
of z = L for these pipes. 

4.6. Behaviour at low Reynolds number 

A bifurcation diagram showing calculated positions of primary and secondary limit 
points in the Re-V parameter space (assuming ex = 0.05) is provided in figure 16 for 
low Reynolds numbers (Re ~ 1000). It is seen that the two branches of limit points 
converge to nearly a cusp at a critical Reynolds number, Rec , of approximately 360. 
When Re < Rec , only unique solutions are computed. 
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4.7. Solution sensitivity to pipe length 

A study of solution sensitivity to domain length, Z, with L fixed for relatively low 
Reynolds numbers (Re ::::; 2000) was performed. Solution sensitivity to Z was not 
investigated for larger Reynolds numbers owing to the greatly increased com-
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putational expense associated with performing calculations over very long physical 
domains. Solution paths were computed for a = 0.05 with a lengthened pipe, 
Z = 6L = 60 (grid G8), at four Reynolds numbers: 250 (SP25), 500 (SP26), 1000 
(SP27) and 2000 (SP28). Figure 17 shows the solution diagrams for all four cases; 
solution paths are compared to those obtained with a pipe oflength 3L (grid G3). The 
comparison indicates that for Reynolds numbers not exceeding 1000, vortex 
behaviour can be effectively modelled with the shorter pipe. When Re = 2000, there 
are quantitative differences in Q that arise from the inability of the shorter pipe to 
capture the full extent of vortex decay. At smaller values of Q, comparison is better, 
since then the axial flow is most decelerated far upstream of the outflow boundary. 

4.8. Solution sensitivity to pipe radius 

Solution sensitivity to domain radius, Ro, was examined for relatively low Reynolds 
numbers (Re ~ 2000) by comparing solutions for Ro = 3 with those computed 
assuming Ro = 2. Solution paths were computed for a = 0.05 andRo = 3 with grid G7 
at four Reynolds numbers: 250 (SP29), 500 (SP30), 1000 (SP31) and (SP32). These 
paths are compared in figure 18 to paths SP1, SP4, SP7 and SP10. Comparison 
indicates that for the range of Reynolds numbers and pipe radii examined, vortex 
behaviour is insensitive to pipe radius. Pipes wider than Ro = 3 were prohibitively 
expensive to examine, assuming L\s = is· 

4.9. Comparison with results of the Euler equations 

The Euler equations governing the axisymmtric, swirling flow of an inviscid fluid 
may be simplified to a single, nonlinear equation for the streamfunction, ljf. This 
equation, attributed by Leibovich & Kribus (1990) to Bragg & Hawthorne (1950), 
will be referred to as the BRE and is given by 

(51) 

The circulation, r (defined in (5a)), is solely a function ofljf in inviscid flow. The total 
head, H, is also a function of ljf only: 

(52) 

The explicit dependence of the right-hand side of (51) on ljf is obtained through the 
specification of the flow state at a particular axial station. The flow field, of which the 
flow state is a component, is termed the' specifying flow' by Leibovich & Kribus and 
is typically chosen to be columnar. Through construction, the specifying flow 
identically satisfies the BRE. 

Non-unique solutions of the BRE have been previously computed for swirling 
flows in straight pipes by Taasan (1986) and Leibovich & Kribus (1990). Figure 19 
is a characterization of the composite solution space revealed by both investigations. 
Taasan identified a solution branch (branch III in figure 19) of soliton solutions of the 
BRE, which bifurcates from the path of specifying flow solutions (branch I in figure 
19). A bifurcation point (point A in figure 19) marks the critical state, separating 
'supercritical' flow states (columnar solutions at vortex strengths below the critical 
value from 'subcritical' flow states (columnar solutions at vortex strengths above 
the critical value). Soliton solutions experience flow deceleration in the vortex core 
and ultimately achieve flow reversal when the vortex strength becomes sufficiently 
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FIGURE 19. Characteristic solution diagram for the Bragg-Hawthorne equation, including four 
selection branches: (I) trivial branch; (II) principal conjugate branch; (III) soliton wave branch; 
(IV) wavetrain branch, and two bifurcation points; (A) primary; (B) secondary. 

small. Leibovich & Kribus explored the solution space for a similar class of specifying 
flows and discovered two additional solution branches: a branch of columnar 
solutions (branch II in figure 19) representing the principal conjugate flows (in the 
sense defined by Benjamin (1962) and Benjamin (1967)), and a branch composed of 
wavetrain solutions (branch IV in figure 19). Branches I and IV intersect at a 
secondary bifurcation point (point B in figure 19) where the flow is subcritical. 

Solution paths of the Navier-Stokes equations are found in this investigation to be 
distinctly different to those of the Euler equations owing to the presence of limit 
points and the absence of bifurcation points. Flow behaviour at high Reynolds 
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number is examined with four solution paths (ex = 0.05): SP33 (Be = 6000), 
SP34 (Be = 5000), SP35 (Be = 4000), and SP36 (Be = 3000). At such large Reynolds 
numbers, the authors found it necessary to use grid G9, which has a second stage long 
enough to capture most significant flow features. However, to maintain a sufficiently 
small axial node spacing while limiting the total number of nodes to a manageable 
number, it was also found necessary to decrease the number of nodes in the radial 
direction to 14. The effects of this reduction were not examined, although, as seen in 
figure 10, solutions show little dependence on J beyond J = 27. The effects of varying 
ex over the same ranges of Be and V were also not investigated. 

The paths SP33-SP36 are presented in figure 20 along with' trivial " but non­
columnar solutions of the BHE for ex = 0.05 (points lying on the path defined by the 
family of specifying flows). These solutions were computed on grid G9 in a manner 
similar to that described in §3. The boundary conditions enforced on ljf are 
equivalent to those used in the analysis of the viscous flow equations. The specified 
profiles of rand rJ at the inflow boundary (( 21 b) and (23)) were used to determine the 
form of the right-hand side of (51). The purpose of examining the BRE in this 
investigation was to compute the location of the primary bifurcation point on the 
trivial path (corresponding to point A in figure 19). Calculation of this location was 
achieved by-examining the sign of the determinant of the Jacobian computed at each 
Newton iterate as vortex strength was systematically varied. For the family of 
specifying flows studied here, the location of the primary bifurcation point was found 
to be V = 1.7325 (as plotted in figure 20). 

Each of the four solution paths of the N avier-Stokes equations shown in figure 20 
display markedly different behaviours in three distinct path segments. At small 
vortex strengths (Q ~ 1) the centreline axial velocity, we' is found to decrease 
monotonically from the peak value (achieved at the pipe throat) with increasing z. 
vVhen V increases beyond T~r' where l{r is approximately 1.55, a wave train forms on 
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the vortex. The wavetrain becomes more prominent with further increases in V. 
Development of wavetrain behaviour is accompanied by a rather abrupt change in 
the slope of the paths shown in figure 20. At a critical value of the vortex strength, 
V;p' a limit point is encountered, beyond which the solution path turns back on itself. 
Thc branch' below' the limit point is composed of solutions that are intermediate 
states between flow states that exhibit solitary and wave train behaviour. 

At Reynolds numbers below about 1000 (assuming a = 0.05), solution paths 
computed through the variation of V do no display a marked change in slope before 
the primary limit point. Wavetrain solutions are also not observed. Solution paths 
were not computed for Reynolds numbers exceeding 6000, since at such large values 
thc continuation process would often fail. 

Thc values of V;r at which the solution paths began to develop a wave train 
behaviour are ncarly equivalent to V;p and the values of V at which the QC equations 
first become singular, v". This observation is illustrated in figure 21, which shows the 
solution path SP33 (Re = 6000) plotted against solution points obtained through 
integration of the QC equations (using grid G13). In comparison with the results of 
the Euler equations characterized in figure 19, solutions of the Navier-Stokes 
equations exhibit a behaviour that would be expected from the movement of the 
seeondary bifureation point (point B) to a supercriticallocation before the primary 
bifurcation point (VB < VA)' In this scenario, SP33 is attracted to the branch of 
wavetrain solutions (IV), preferentially choosing the lower portion of branch IV 
owing to the viscous decay of the vortex core. 

Failure ofthe QC equations at a value of V near the circulation at which wave train 
behaviour first develops is consistent with the contrasting wave propagation 
characteristics of supercritical and subcritical flows. Flows that are entirely 
supercritical cannot support standing waves (Benjamin 1962), and can be calculated 
through integration of the QC equations. Flows that become subcritical over a 
portion of their extent support standing waves, and must possess a critical state 
where the flow changes from supercritical to sub critical. Thus, failure of the QC 
equations and wavetrain development are manifestations of the same event: the 
formation of subcritical flow. At the critical state, the QC equations are singular 
through an inviscid mechanism (Hall 1972; Trigub 1985). The inviscid nature of the 
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singularity is evident here through the relative insensitivity of Vc to changes in Re. 
The results above suggest that the inviscid mechanism is a singularity present in the 
Euler equations, the secondary bifurcation point, B. 

Wavetrain behaviour in solutions ofthe Navier-Stokes equations at high Reynolds 
numbers has been reported by Beran (1989) for trailing vortex flows. In that study, 
the wave train developed downstream of a region in which the vortex slowly decayed; 
the point at which the vortex changes behaviour was termed the' transition' point. 
Beran found that following the appearance of a wavetrain in the solution, further 
increases of V served to increase wavetrain length and the amplitude of wavetrain 
oscillations, and caused the transition point to occur closer to the inflow boundary. 

These observations are consistent with the findings of this study, as illustrated in 
figure 22, which provides profiles of centreline axial velocity for the six solution 
points (a-f) on the path SP33 (Re = 6000) marked in figure 20. As V is increased from 
1.5617 (point b) to 1.5714 (point c), the wave train grows from two to five minima in 
extent, the oscillations grow in amplitude, and the wavetrain moves upstream. 
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Solutions band c do not involve reversed flow, yet the effects of changes in Von the 
position of the transition point in these two solutions is qualitatively the same as the 
effect of circulation on the breakdown position of tube vortices. As V is increased, a 
breakdown bubble in the tube moves upstream, while a decrease in V leads to the 
opposite result (Faler & Leibovich 1977). The shapes of wavetrain components 
computed in this study are also in qualitative agreement with those described by 
Leibovich & Kribus (1990): wave troughs (as reflected in the We profiles) are 
relatively sharp, while wave crests are 'broad and flat '. 

Continuation in V beyond point c on path SP33 leads ultimately to the calculation 
of a limit point at V = 1.57:39. Solutions d, e and f below the limit were selected to 
represent the third path segment. In figure 22, it is seen that with decrease of V, the 
wavetrain splits apart, leaving a solitary wave near the end of the first pipe stage. 
The bulk of the wavetrain moves downstream with decreasing V. It is evident that 
for points e and 1, grid G9 does not adequately capture the full extent of the 
retreating wavetrain; a lengthened pipe is required to determine the sensitivity of 
wa vetrain behaviour to change in Z. 

On the path segment below the limit point, solutions possess an emerging 
behaviour similar to solutions on branch III, the branch of soliton solutions 
computed by Leibovich & Kribus (1990). With decreasing V, the wave near the 
inflow boundary becomes more isolated and is strengthened, as manifested through 
a continued drop in Q. A reasonable explanation for this trend is that branch III 
(placed hypothetically in figure 21 as a dashed line) serves as an attractor for 
solutions of the Navier-Stokes equations, and that the attraction is stronger as the 
viscous flow solutions' move away' from the branch of inviscid, wave train solutions, 
branch IV. 

At large Reynolds numbers (3000-6000), the authors were unable to compute 
secondary limit points; the continuation method would fail before these points were 
reached. Thus, solutions for V > ~P were inaccessible. (We also found that 
continuation in Re, starting at a very small Reynolds number with V> Vip, would fail 
at a Reynolds number below 3000.) 

5. Conclusions 
The numerical simulation of swirling flows in pipes indicates that when the 

Reynolds number is suffieiently large, vortex breakdown oecurs abruptly with 
inereased circulation as a consequenee of the existence of non-unique solutions. For 
a given pipe geometry, multiple solutions of the Navier-Stokes equations arise 
through the development of folds in a three-parameter spaee defined by the free 
parameters vortex cireulation, V, and Reynolds number, Re, and a sealar that 
represents the observed flow state. In this study, the minimum value ofthe centreline 
axial velocity, Q, served as a convenient scalar parameter to monitor. 
~When the Reynolds number exeeeds a critical value, Ree (Re e :::::; 360 when the 

eontraction parameter, a, is 0.05), the impaet of solution non-uniqueness becomes 
evident after a limit point is encountered on a solution path computed through 
variation of V. The authors do not propose that the existence of the limit point causes 
vortex breakdown; this phenomenon appears to be an inevitable consequence of 
increased vortex eireulation. However, the results prediet an abrupt change in 
vortex behaviour, from a state with no reversed flow to a state with at least one large 
region of recirculation, as V is increased beyond the circulation at the primary limit 
point V;p. 



524 P. S. Beran and F. E. O. Oulick 

At large Reynolds numbers, computed solution paths are composed of points 
characterized by three flow types: quasi-cylindrical, soliton and wavetrain. The 
quasi-cylindrical and wave train solutions exist at larger values of the minimum 
centreline velocity, Q, and when V < V;p. Thesc flow states do not exhibit reversed 
flow; however, Q decreases with increasing V for these solutions, eventually 
achieving a value of Q]P at the limit point. Solutions primarily of a solitary nature 
also exist for V < vip, but on a branch of non-unique solutions for which Q continues 
to decrease: Q < Q]p. Solutions at large Re and at circulations exceeding l~p could not 
be computed owing to failure of the continuation method. At smaller Reynolds 
numbers, wavetrain solutions are not readily apparent (their emergence with 
increasing Re is evident in figure 15a for Re = 1000), while solitary-wave solutions 
are calculable for V> V;p. When Re < Rec , viscous forces are apparently strong 
enough to damp out wavetrain and limit-point behaviour; only unique solutions are 
computed. 

Previous investigations, including that of Salas & Kuruvila (1989) and Beran 
(1989), have revealed wavetrain solutions with multiple, large regions of reversed 
flow, apparently free of dispersion errors. Such solutions were not observed in this 
study; the authors can only speculate that the inability to compute them is due to 
insufficient grid refinement or the boundary conditions applied. 

The computation of three classes of viscous flow is consistent with the three types 
of in viscid solutions of the BHE computed by Leibovich & Kribus (1990): columnar, 
soliton and wavetrain. The results of this study suggest that the eharacteristie shape 
of the solution paths computed at large Re arises through the attraction of viscous 
flow solutions to various points in the space of in viscid solutions. The authors intend 
to study the evolution of a path, as Re is increased, towards a particular arrangement 
of inviscid solution branches by computing the solution space of the BHE for pipes 
with varying radius (a > 0). 

Limit-point behaviour is observed when the pipe is either straight (a = 0) or 
constricted (a > 0) - a dependence on the qualitative characteristics of the solution 
space on the constriction parameter, a, was not observed. However, by using a pipe 
with a convergent-divergent section, the breakdown structurc was prevented from 
moving to a point close to the inflow boundary and causing large axial gradients in 
flow quantities at that location. With small axial gradients near the inflow boundary, 
the solution remained consistent with the assumption of quasi-cylindrical flow 
implied by the enforcement of the Dirichlet condition on vorticity at that boundary. 
Thus, the development of limit points and non-unique solutions at sufficiently large 
values of Re and V is not an artifact of a non-physical boundary condition. 

As V is increased from a small value with Reynolds number fixed (> Ree), the 
development of a primary limit point on the solution path of solutions to the 
N"avier-Stokes equations is well predicted by the failure ofthe integration of the QC 
equations. In other words. the first appearance of the critical point of Hall's 
boundary-layer separation theory, the point of failure of the QC equations, is a good 
approximation· of the limit point in the ~avier-Stokes equations. Thus, the QC 
equations serve as an efficient means to determine at what point, in a parameter 
space, that breakdown will first occur. Furthermore, upstream of breakdown, where 
the flow is generally supercritical, the QC equations provide a reasonable 
approximation of the flow behaviour. 

There are several limitations of this work that require further investigation. First, 
and most important, the role of three-dimensionality has not been assessed. Three­
dimensional effects would most probably be significant to the flow state in the 



Non-uniqueness in the development of vortex breakdown in tubes 525 

vicinity of limit points and when reversed flow develops. Also, stability of the 
rotationally symmetric solutions was not determined, so that the applicability of this 
analysis is uncertain. Finally, a physical mechanism responsible for the development 
of limit points was not identified. 
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Appendix 
As the QC equations are parabolic, the axial gradients of flow quantities at an axial 

station may be computed using known flow quantities. Expressions for 1fz(r) and 
rz(r), in terms of functions determinable at specified axial stations, are developed 
below. Expressions for 1fr,((,) and rt;(f,) are also provided. These results are 
incorporated into a first-order, explicit algorithm used to integrate the QC equations 
(Beran 1989). 

With the quasi-cylindrical assumption, the streamfunction equation can be 
expressed as 

(A 1) 

Equation (A 1) indicates that 7J is solely dependent on the local state of the 
streamfunction at a particular station. Thus, integration of the QC equations is 
ultimately based on two time like equations, which are used to determine the axial 
gradients of streamfunction and circulation from the local flow state. Vorticity serves 
only as an intermediate coupling variable, much like pressure in the time-dependent, 
incompressible flow equations. Differentiation of (A 1) with respect to axial position 
yields 

(A2) 

With the definition of streamfunction, u == -1fz/r, (A 2) becomes 

(A 3) 

Equation (7) can be solved for the axial gradient of circulation, 

(A 4) 

Equations (8) and (A 4) are now used in (A 3) to arrive at a second-order, ordinary 
differential equation for u in the independent variable r: 

ur [1 ( 7J) 2rrr 1] _ 1 [( 7Jr 7J) 2r ( rr)] urr+-+u - 7Jr-- +-2-3 -2" - ---xi""" 7Jrr+--2" +-3 rrr-- . (A 5) 
r w r w r r w.He r r wr r 

Equation (A 5) can be solved as a two-point boundary-value problem for u(r) at a 
particular axial station for which 1f(r) and r(r) are known. (w(r) and 7J(r) are then also 
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known through the definition of streamfunction, (4b), and the streamfunction 
equation, (6), respectively.) 

The calculation of u from (A 5) allows the determination of the axial gradients of 
1/f and r at particular stations. This calculation can be carried out in the transformed, 
computational domain by modifying (A 5) in an appropriate manner: 

Axial derivatives of rt and r may be computed with 

1/f;; = -ru-rhr1/f~ = -r(u+rh1/f~), (A 7) 

r;; = ~[~; (rss-1)-mursl-rhrr~. (A 8) 

Based on (A 7) and (A 8), the following procedure is used to integrate the QC 
equations (the j subscript is dropped for convenience): 

(i) On a rectangular mesh in the (s, s)-plane, the discrete quantities 1/fi = 1/f(Si) 
and r i = r(Si) are assumed known at a particular axial station. Wi and rti are 
computed using second-order accurate, central-difference approximations 
to (4b) and (6). 

(ii) Solve (A 6) as a two-point, boundary-value problem for u, 

(A9) 

where f and g are obtained using central-difference approximations to 
derivatives of rt and r. Equation (A 9) is cast into discrete form using 
central-difference expressions and supplemented with the axial and radial 
boundary conditions 

u i = 0 (~= 0), 

ui = - rh1/f~ (S = Ro)· 

(A 10) 

(A 11) 

The latter condition is approximated with a second-order accurate, one­
sided approximation. 

(iii) 1/ff, and rf, are computed at mesh points using (A 7) and (A 8). 
(iv) 1/f and r are computed at the next axial station with first-order accurate, 

Euler approximations: 

1/fi+l = 1/fi + A;; 1/ff,+ O[Ar,J, 
ri+l = r i + Af, rf, + o [Af,J. 
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