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Figure 1: A guitar is Surface Drawn by forming its shape with the hand.

Abstract

We present Surface Drawing, a medium which provides direct con-
trol over the creation of a wide range of intricate shapes. Sur-
face Drawing addresses several key issues in creative expression
and perceptual thinking by providing a direct link between the mo-
tions of the hand and the forging of shapes. Surfaces are created by
moving a hand, instrumented with a special glove, through space
in a semi-immersive 3D display and interaction environment (the
Responsive Workbench). This technique allows both novices and
experts to create intricate forms without the perceptual constraints
of a rigid mathematical structure, large toolset, or a reduction of
modeling to editing. In Surface Drawing the design space can be
freely explored during the modeling process without the need to
plan the construction of the final shape. In particular it supports un-
constrained erasing and buildup of new geometry. This is achieved
through the use of a novel incremental construction method for tri-
angulated meshes, the Cookie Cutter algorithm. It allows the user
to freely grow, join, and erase surfaces based on hand motions. We
report on our experiences with the system and present results cre-
ated by artists and designers exploring problems in industrial de-
sign, character design, and fine art.
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1 Introduction

The state of the art in three-dimensional modeling can represent
a variety of complex smooth surfaces. When artists and design-
ers create shapes with these techniques, we observe that often the
method of surface representation restricts the ways in which a shape
can be modeled. Consider traditional spline-based modeling [8].
While splines can represent many different shapes, a user often has
to think of the most efficient way to represent a shape before begin-
ning the modeling process. Changing directions midway through
the design process often requires such a drastic change in the under-
lying placement of patches that the user must return to the drawing
board, essentially starting from scratch [9].

The traditional shape modeling approach of the graphics and
CAGD communities is fundamentally different from the approach
taken by the artistic community. Consider the perhaps simplest
of all modeling tools: the pencil. It is an extraordinarily effec-
tive conduit for artistic expression. Part of the reason for this is
its simplicity. Another reason for its success is the close relation
between an artist’s perception and action and the forms the pencil
produces. This link yields direct control over all aspects of form.
Surface Drawing, which we introduce, provides direct control over
three-dimensional space in the same way a pencil commands two-
dimensional space.

The key to Surface Drawing is the use of motions of the human



hand to describe shapes, as in Figures 1 and 4. As the hand is moved
in a semi-immersive environment, a surface is grown by adding the
shape of the hand at each sampling interval. The versatility and
natural understanding of the hand, combined with the simplicity
of this process, allows for an intuitive modeling process in which
the user can think perceptually about a shape while constructing it.
While the resulting surface might not meet certain analytic criteria,
such as curvature continuity, forms can be constructed with gestu-
ral, emotive qualities that are difficult to achieve with traditional
surface modeling tools. This system has both the ease of use that
novices expect and the control that experts demand. We emphasize
that the goal of our work is the creation of tools which support con-
ceptual design and the artistic process. These methods are distinct
from those focusing on exact specification of geometry, as needed
in traditional CAD.

To better understand why Surface Drawing works, we introduce
the concept of perceptual thinking. This idea describes how thought
and interface are intimately related. By reducing the distance be-
tween the actions of the modeling system and the perceptions and
actions of a user, the cognitive overhead of a modeling system is
greatly reduced, freeing up resources to think about the form being
created.

We represent our surfaces as meshes, and develop the Cookie
Cutter algorithm for incrementally constructing a surface as it is
being created.

Our principal contributions are (a) the formulation of the princi-
ple of perceptual thinking, (b) the Surface Drawing method, which
leverages perceptual thinking, and (c) the Cookie Cutter incremen-
tal surface construction algorithm which we use in our implemen-
tation of the Surface Drawing method. These topics are presented
as follows:

• Section 2: Understanding modeling through perceptual think-
ing. Specific guidelines for creative perceptual thinking are pre-
sented. Previous work is evaluated using these guidelines.

• Section 3: The Surface Drawing paradigm is described in detail.

• Section 4: The Cookie Cutter algorithm, an interactive incre-
mental surface construction technique, is presented.

• Section 5: Description of the ways in which the hand is sampled
and the tools we provide for modeling.

• Section 6: Applications of Surface Drawing to industrial de-
sign, character design, and fine art are presented.

• Section 7: We discuss the benefits and shortcomings of the
present work. Future areas of research are proposed.

Figure 2: Perceptual interaction with a surface in the semi-
immersive environment of the Responsive Workbench.

2 Perceptual Thinking

In his seminal text Visual Thinking [4], Arnheim describes the im-
portance of perception in our thought processes:

The cognitive operations called thinking are not the priv-
ilege of mental processes above and beyond perception,
but the essential ingredients of perception itself.

Arnheim finds vision to be the most important of the senses, and
shows how thinking through images pervades society. McKim [17]
applies the concept of visual thinking to the problem-solving pro-
cess. He cites the difficulties of materials and techniques that draw
attention away from the thinking process, and the need for direct
interaction to support rapid ideation.

Visual thinking can be expanded to include all of the senses (in-
cluding proprioception) in what we call perceptual thinking. Per-
ceptual thinking is a process in which understanding is achieved
through direct perception, without being translated into a higher
linguistic or mathematical form. In a problem solving environment,
application of perceptual thinking minimizes the distance between
perception and the artifact being created.

Consider the example of describing a set of points on a two-
dimensional grid for later display. A weak perceptual interface for
this task would be to write down coordinates for these points or
enter them with a keyboard, only allowing the user to see them
after the input is complete. A strong perceptual interface would be
to draw the points on a piece of paper, or allow the user to enter
them with a touch-sensitive computer display. The latter form of
interaction gives the user a much stronger aesthetic control over the
points being described.

Applying these principles, we develop the following guidelines
for an interactive modeling system:

Invisible mathematical structure The behavior of the mod-
eling system should be based upon simple physical interactions that
are understood via direct perception. The user should think primar-
ily in terms of the model being created, instead of a structure that
must be created to support that model. Any mathematical structure
that exists must support arbitrary changes in the model in a way that
is transparent to the user.

Direct primitives Presenting an artist with a series of complex
primitives (sphere, cube, cone, etc.) forces thought in terms of these
primitives. Unless the solution space inherently consists of these
primitives (packing oranges or stacking bricks) they will only take
the user a step away from the form of a model. Primitives should
be the essential constituent parts of the modeling space.

Full dimension The interface should make it easy for the user
to observe the object being modeled in the number of dimensions
it has. The modeling tool should have easy control over all of its
degrees of freedom.

Small toolset The modeling operations should consist of a few
tools. If the number of such tools is large, thought must be used to
decide which tool to use, instead of contemplating the object being
modeled.

Direct creation Requiring an artist to create a simple object and
then edit it repeatedly to get the shape they desire forces many un-
necessary intermediate perceptions which have little to do with the
final product. We seek tools that are capable of sophisticated cre-
ation during the early stages of design.



Sensory completeness The visual, haptic, and other senses
should be used to better understand the model being created.

2.1 Consider the Pencil

To better understand what a perceptual, creative computer model-
ing tool might be, consider an exemplary traditional tool: the pencil.
The movements of the hand across the page are closely tied to the
resulting lines that are displayed. This single tool can be used to
make a range of shapes, from simple to intricate. The pencil does
not require the user to work within a mathematical structure. The
pencil does not force images to be understood through primitives
that are not related to the drawing task. The pencil allows highly
complex shapes to be directly created without tedious editing. The
pencil allows the creation and viewing of drawings in their full di-
mension. Users are presented with direct control over the lines they
are making, and nothing more. The pencil is successful because
it allows users to think perceptually about a drawing as it is being
constructed.

Even when presented with sophisticated modeling tools, artists
often use pencils to think about models before specifying them with
software. This process forces a three-dimensional problem to be
thought about in two dimensions. Since the object being created is
three-dimensional, this thought process would ideally take place in
three dimensions. We present such a solution in this paper.

2.2 Related Work

Modeling is one of the oldest problems in computer graphics [22].
Most successful commercial systems for three-dimensional mod-
eling are based on the use of tensor-product spline surfaces [8].
These surfaces have nice curvature properties, but unfortunately
require a very complex toolsuite for effective manipulation [2].
Such techniques force artists to think in terms of mathematical
structures which they often find counterintuitive. Once such com-
plex systems are in place, it is difficult to make changes to parts
of a model without restructuring. Current interfaces for spline-
based modelers are typically based around two-dimensional views
and two-dimensional input via a mouse. Consequently, the three-
dimensional structure of the product being created is not an inherent
part of the modeling process.

Another well-studied modeling technique is the use of deforma-
tions. Global deformations, introduced by Barr [5], apply func-
tions to deform space, and carry an underlying surface with them.
Local deformations, such as the free-form deformations developed
by Sederberg and Parry [21] allow users to make small, detailed
changes to an object. These techniques are limited because they
require users to start with simple shapes and work them into more
complex forms. The sequence of changes is dictated by the under-
lying mathematics and is not an inherent part of the final form.

Alternative methods of surface representation, such as Grimm’s
manifold work [11], and Szeliski and Tonneson’s oriented particles
paradigm [23] are promising in their ability to represent a great
variety of shapes, but their interactive potential for intricate shapes
has not been demonstrated.

Some recent work has focused on different methods of interac-
tion to solve some of the above problems. Zeleznik’s SKETCH
paradigm [27] utilizes two-dimensional gestural input to describe
and place objects in three-dimensional space. While SKETCH
makes efficient use of a two-dimensional input device, many of its
complicated gesture sequences would not be necessary if the user
had a three-dimensional interface. SKETCH allows users to work
primarily in three orthogonal directions. While this is useful for the
creation of many manufactured parts, SKETCH does not immedi-
ately extend to intricate organic forms.

Two-dimensional input is used to create three-dimensional fig-
ures in the work of Han [13] and van Overveld [25]. These vision-
based techniques try to infer three-dimensional structure from a se-
ries of two-dimensional motions, requiring the user to think in two
dimensions about a problem that is inherently three-dimensional.
They do however provide means to leverage traditional drawing ex-
pertise.

The HoloSketch work of Deering [6] and the 3-Draw system of
Sachs et al. [19] allow users to work in three-dimensional space,
but they allow only the placement of lines and, in Deering’s case,
primitives such as transformed spheres. These approaches work
well for models that are made of theses primitives but do not readily
extend to the larger class of all surfaces.

Finally, volume sculpting, as presented by Galyean [10] and
Wang [26] comes closest to meeting our guidelines. Their tech-
niques are limited by the choice of initial volume which must con-
tain the finished shape. Shapes must be formed by repeated sub-
traction steps which are somewhat indirect. In Surface Drawing we
instead opt for an additive process, providing for the direct creation
of intricate geometry.

Figure 3: An artist drawing a figure holds a pencil so that the region
of contact between the pencil and paper is a line.

3 Surface Drawing

The goal of the Surface Drawing approach is to extend the tra-
ditional system of drawing lines with a pencil to the creation of
freeform surfaces. As discussed in Section 2.1 the pencil is an ex-
cellent tool for perceptual thinking. The key to understanding a
pencil is to analyze the way in which it is used by experts. Figure 3
shows how a trained artist holds a pencil. Note that the contact be-
tween the pencil and the paper (two-dimensional space) is in the
form of a line. Surface Drawing is an extension of this metaphor
where the contact between the user and three-dimensional space
is a plane. There is an interesting connection between this view
of drawing and manifold theory (see [1]). Drawing with a pencil
is much like adding locally one-dimensional coordinate patches to
a one-manifold. Modeling surfaces is the process of making two-
manifolds, and Surface Drawing does this via the natural extension
of adding two-dimensional coordinate patches. In short, we view
drawing as the development of a manifold with codimension one.

We can summarize our paradigm with the following definition:

Surface Drawing: A method for creating shape in which sur-
faces are created by moving a locally two-dimensional object
through three-dimensional space.

A locally two-dimensional object that is very versatile and inti-
mately entwined with human perception is the inside surface of the
hand. Our implementation of Surface Drawing uses the motion of
the hand to define portions of surfaces (see Figure 4). Notice that
the hand is moving in the tangent plane of the surface being created,
much as a pencil moves in the tangent line of a curve drawing. A
few hand motions can be combined rapidly to form a much more
elaborate surface, such as the guitar depicted in Figure 1.

To realize these ideas, we need an interactive environment
which supports the sensing of an oriented plane at a point in
three-dimensional space. The traditional mouse/monitor interface



Figure 4: A simple drawing motion produces a small surface patch.

scheme would not be fully dimensional. A system which does sup-
port five degrees of freedom on input and three-dimensional view-
ing of objects is the Responsive Workbench [15, 14] (see Figure 2).
Its horizontal top surface (measuring 1.8 x 1.35 m) displays alter-
nating left/right stereo images which are viewed through magneti-
cally tracked shutter glasses. The position and orientation of the in-
terface tools (stylus and glove) are also sensed with magnetic track-
ers. The hand configuration is sensed with a CyberGlove.

In this fully dimensional environment, there is a perceptual con-
nection between the form of the hand as it moves through space and
the surface that is generated. This perceptual creation, along with
the perceptual viewing of the model, allows shapes to be understood
at a deep level while they are created.

Figure 5: In the primary drawing mode, we sample position and
orientation at five locations along the index finger and palm.

4 Surface Construction

Data from the tracker and glove is used to create a mesh of triangles
that describes the surface being drawn. From the user’s perspective,
the hand is acting as a guide for a plane. To construct a surface
efficiently, we view the hand as a group of samples consisting of
position and orientation (see Figure 5 for a depiction of the samples
we use). Placing these samples as points in three space without
connecting them does not give a strong sense of the underlying sur-
face being formed. We present a method, which we call the Cookie
Cutter algorithm, that incrementally constructs a surface from these
samples.

This problem is similar to the well-studied surface reconstruc-
tion problem (for a review see [18]). Three key differences exist
between the traditional reconstruction setting and ours:

• Input Data: normal vectors, in addition to positions, are given;

• Locality: since the sample points are added interactively, global
information about the sample set cannot be used;

• Speed: the construction must be performed within tight delay
and update limits to sustain the illusion of virtual reality.

Approaches to reconstruction that use three-dimensional triangu-
lation such as Edelsbrunner’s alpha shapes [7] and Amenta’s crust
algorithm [3] suffer from high computational costs. The Cookie

Figure 6: An overview of the Cookie Cutter algorithm. A surface
patch (shaded) near the new sample is identified. Then it is (a)
projected onto R2, (b) retriangulated, and (c) moved back to the
original mesh.

Cutter technique avoids this overhead by retriangulating in two di-
mensions. An overview of the construction process is shown in
Figure 6. To add a new sample to the mesh, the affected surface
neighborhood is removed and retriangulated, taking the new data
into account. By adding the notion of orientability to our system,
this algorithm also allows self-intersecting surfaces of high curva-
ture to be formed.

The following section describes this process in detail.

4.1 The Cookie Cutter Algorithm

The incremental Cookie Cutter algorithm takes an existing mesh of
samples, edges, and triangles, M = (S,E, T ), and changes it to
reflect the addition of a new sample x. A sample is a position in
R3 and a corresponding unit normal vector (direction), which we
write x = (xp, xd). After receiving x, the Cookie Cutter algorithm
performs the following seven steps:

1. Find neighborhood: identify a neighborhood of samples,
Ns(x) ⊂ S to which the new sample x should be added;

2. Find surface region: the triangles Nt(x) ⊂ T that corre-
spond to this neighborhood, along with a number of bound-
ary edges Ne(x) ⊂ E describing the boundary of the surface
region being removed are identified;

3. Ensuring non-degenerate projection: if any of the triangles
Nt(x) will be flipped upon projection into the plane defined
by xd, the neighborhood Ns(x) is reduced, andNt(x) as well
as Ne(x) are updated;

4. Cut: the triangles Nt(x) are removed from the mesh;

5. Project: each sample in Ns(x) and each boundary edge in
Ne(x) are projected into the plane defined by xd;

6. Triangulate: the projection of Ns(x) is triangulated using a
two-dimensional Delaunay triangulation with some modifica-
tions;

7. Unproject: each resulting Delaunay triangle is mapped back
toR3 by the implicit association through Ns(x).

Each of these seven steps is now described in detail.



Figure 7: A neighborhood (circled points) is taken around a new
sample (in square). Using a simple dot product test, neighborhoods
on (a) surfaces with high curvature and (b) intersecting or almost-
touching surfaces can be formed correctly.

Find neighborhood Given a new sample x, its sample neigh-
borhood Ns(x) consists of all samples si that satisfy the following
two conditions:

‖xp − sip‖ < dmax and |xd · sid| > cos(θmax)

where ‖ · ‖ is the standard Euclidean metric. Samples satisfying
these conditions are shown as heavy dots in the example of Fig-
ure 8. In practice, we found dmax = 5cm and θmax = 60o to
work well. These conditions choose a neighborhood that is near the
new sample both in terms of position and orientation. As shown in
Figure 7, this mixed distance/orientation criterion allows us to deal
effectively with regions of high curvature or multiple surfaces inter-
secting. We can also handle surface parts with opposite orientations
that are arbitrarily close to one another.

Find surface region The triangle neighborhood Nt(x) con-
sists of triangles whose vertices are all in Ns(x). Nt(x) (shaded
in Figure 8) represent the set of triangles that might be changed
when Ns(x) is retriangulated. While finding Nt(x), an array of
signed edges, which we call boundary edges (denoted Ne(x)), is
filled with edges of triangles that contain only two points inNs(x).
Boundary edges are represented as arrows in Figure 8 (a). A bound-
ary edge is a segment of the boundary between the surface neigh-
borhood of x and the remainder of M , and the set of boundary
edges around a given sample forms our cookie cutter. We orient
each boundary edge using the third vertex of the triangle that was
found to contain only two neighborhood samples. This orientation
is used to prune triangles formed outside of the boundary in the
retriangulation process and to ensure a non-degenerate projection.

Ensure non-degenerate projection In cases of high curva-
ture and sample noise, projection onto the tangent plane of x can
flip triangles (see Figure 9). In practice, this situation occurs quite
rarely. However, when it does happen, it causes a hole in our mesh.
We check for this problem by storing an orientation tid for each tri-
angle in T . Each triangle normal tid is chosen using the orientation
of M . If tid · xd < 0 for any triangle in T , dmax is reduced and
Ns(x),Nt(x), and Ne(x) are recomputed.

Cut The cutting step removes the triangles in Nt(x) from the
meshM .

Project After correctly calculating a neighborhood, the local sur-
face region (cookie) is ready for retriangulation. Basis vectors on
the tangent plane of x are chosen, and each point inNs(x) is given
coordinates in terms of these vectors. The edges Ne(x) that define
the boundary are also projected onto the tangent plane at x. The ori-
entation of any boundary edge ei ∈ Ne(x) can flip upon projection,
in a fashion similar to that of a triangle flipping. A dot product test
similar to that for triangles is performed. However, this time test

Figure 8: A portion of the mesh is cut out and replaced by a mesh
region that contains the new sample. (a) After the addition of a new
sample, the samples in the neighborhood (heavy dots) and bound-
ary edges (with arrows) are identified. The triangles in the neigh-
borhood Nt(x) (shaded) are removed. (b) The sample neighbor-
hood is retriangulated. (c) Triangles (shaded) that are neither on
the wrong side of a boundary edge, nor have large circumcircle, are
identified. (d) The identified triangles are added to the mesh.

failure is dealt with by changing the orientation of the associated
boundary edge to ensure correct behavior.

Triangulate Figure 8 (b) shows an example of a two-dimen-
sional Delaunay triangulation [16, 12]. Note that it may contain tri-
angles that are outside of a boundary edge (see Figure 8 (c)). These
are removed to preserve the cookie cutter outline of the neighbor-
hood that was originally removed from the mesh. After this cleanup
the triangles are ready to be reinserted into the original mesh (see
Figure 8 (d)). A problem with traditional Delaunay triangulations is

Figure 9: In this cross-section of a mesh, the triangle containing p
and q is flipped when it is projected onto the tangent plane of the
new sample x



that the resulting triangulation is always convex. Users often make
planar regions with concave boundaries which should be reflected
in the mesh. Removing triangles (such as the triangle in the lower
right-hand corner of Figure 8 (c)) whose associated circumcircles
have prohibitively large radii (in practice we used 2.5cm) allows
the boundaries of meshes to be concave.

Unproject The vertices of triangles in the retriangulation are all
associated with samples in the original mesh through the tangent
plane projection. We map each of these samples back to their orig-
inal locations in R3, moving the new triangulation into the three-
dimensional space in which the user is working.

4.2 Discussion

The key elements of the Cookie Cutter approach are sample neigh-
borhood construction and boundary computation. Using orienta-
tion information to prune the Euclidean neighborhood allows pla-
nar subsets to be found in many difficult regions, such as neigh-
borhoods with intersecting or almost-touching surfaces. Storing a
boundary allows a very efficient local retriangulation process. The
Delaunay triangulation is O(n log n) with a typically small n. The
other steps are all O(n) with the same small n. The construction
of the sample neighborhood Ns(x) is optimized with a regular grid
spatial data structure.

Unlike the surface reconstruction setting, where the data can be
assumed to come from a clean surface, the Cookie Cutter algorithm
has to deal with “messy” samples. This is due to the inherent noise
in the tracking system and the unsteadiness of users’ hands in this
environment. While the triangulation algorithm is provably correct
in two dimensions (see [20]), this proof does not extend to the three-
dimensional case. Despite these issues, the algorithm manages to
form clean surfaces the majority of the time. Holes and nonmani-
fold topology occur about one percent of the time (one bad vertex
per 100 vertices). While these situations can be easily fixed by a
user, automatic mending will be treated in future research. Noise
also causes the meshes to be quite bumpy at times. Thus, we apply
a simple Laplacian mesh smoother [24] as a post-process.

Figure 10: Three hand positions are identified: (a) the user draws
with the index finger and palm; (b) an eraser is placed at the end
of the index and middle fingers; (c) fine details are added with the
tip of the finger. In all three situations, the thumb is used to activate
and deactivate the operation.

5 Implementation

The interface to our Surface Drawing implementation consists of
two methods for adding geometry, an eraser to remove geometry,
and a simple manipulation tool. The three tools that affect geometry
are accessed with three hand configurations (see Figure 10). The
manipulation tool is assigned to a magnetically tracked stylus.

Primary input The choice of hand samples is important in al-
lowing geometry to be placed effectively. We sample the index

finger and the palm of the inside surface of the hand (see Figure 5).
Normals are taken as the normals of the outer surface of the hand.
The user moves the hand as if running it across the object being cre-
ated, in a direction perpendicular to the plane along which the finger
bends (see Figure 4). This allows the description of surfaces with a
considerable range of curvature. With this system, drawing can be
easily started and stopped by pressing the thumb against the index
finger (see Figure 10 (a)). Since the elastic tension in the Cyber-
Glove naturally holds the thumb in the “off” position, users rarely
draw accidentally. We find that users learn this on/off mechanism
quite readily.

Eraser Users often want to correct or remove regions of a sur-
face. Rather than introducing complex editing semantics, we pro-
vide the user with only a simple spherical eraser tool. It is moved
through space, deleting geometry in its wake. We remove all the
samples and their associated triangles that are within the sphere of
the eraser. The user switches from draw mode to erase mode by
bending the metacarpophalangeal joints on the 4th and 5th fingers
while keeping the other fingers straight (see Figure 10 (b)). Erasing
is also activated pressing the thumb against the index finger. Since
geometry can be added with ease, this simple means of editing is
sufficient.

Manipulation The user frequently needs to work on the model
from different views, requiring the ability to translate and rotate. In
a 3D semi-immersive environment it is quite natural to accomplish
this with a virtual stick which can be “poked” into the object. The
object then follows the position and orientation of the stick, provid-
ing a direct manipulation ability. In our implementation this was
accomplished by providing a tracked stylus, which the user holds
in the subdominant hand while creating geometry with the domi-
nant hand.

Detail input Users often want to add small details to their mod-
els. Our current system allows users to add small pieces of surface
with the tip of the index finger. This mode is accessed by bending
the 3rd, 4th, and 5th fingers while keeping the index finger straight
(see Figure 10(c)). We sample the hand as before but only use the
samples from the distal phalanx.

5.1 Discussion

In our experiments we found that this interface was learned quite
readily. One of the nice features of this system is that there is no
stored interface state. The hand configuration affects how the draw-
ing happens, and the user is never asked to perform a mode switch-
ing action requiring a movement away from the object. The ma-
nipulation task, which does not require high precision, is assigned
to the subdominant hand. Moving geometry is necessary for both
drawing and erasing, and this two-handed interface ensures that the
stick is always accessible.

6 Results

The prototype system presented in this paper has been used by four
practicing artists and designers, ranging from computer modeling
experts to fine artists with no prior exposure to semi-immersive
technologies. In this section we present some of the models cre-
ated by them and discuss observations made during the use of the
Surface Drawing tool.

The iris in Figure 12 demonstrates the control of surface form
and flow that Surface Drawing yields. The delicate bend of the
petals was under complete control of the artist at every point dur-
ing the creation process. The basic form was created in half an



Figure 11: A series of three-dimensional gestures, each drawn in less than one minute

hour. The final shape was acheived through a series of localized
refinements. A similar model could have been created with a more
traditional NURBS modeling tool, but the process would require
initial planning of the layout of patches. Surface Drawing can be
started and finished without such planning. After placing the gen-
eral spline patches, a NURBS user would then have to push and
pull control vertices (often with unexpected results [9]) to achieve
the final form. The final Surface Drawing was refined through di-
rect, predictable manipulations by the hand.

Figure 12: An articulated iris.

Figure 13: Fallen leaves.

The leaves in Figure 13 are another example of an intricately
formed surface whose undulations were intuitively grasped during
the creative process.

Both of these works began as rough drawings. Portions of the
figure were erased and recreated to accentuate the desired affect.
The eraser allows partial removal followed by reworking.

The character of the leaning bird in Figure 16 emerged during
the modeling process. The model is leaning in an exaggerated fash-
ion. This pose was not initially planned, but rather was the result
of an insight that occured during the modeling process. Because
the artist was working intimately with the shape, this way of repre-
senting a graceful and playful character emerged. The model was
conceptualized and Surface Drawn in 45 minutes.

The aesthetic subtlety of the wings of the soaring bird in Fig-
ure 16 would be quite difficult to plan and specify in advance. Sur-
face Drawing allowed these wings to be created with the natural
language of their motion. The graceful emotional nature of these
models demonstrates the potential of Surface Drawing for three-
dimensional character design.

Surface Drawing is a powerful tool for capturing gestural form,
as indicated by the three-dimensional gesture drawings shown in
Figure 11. These figures were drawn by an artist viewing a live
model. Each drawing took one minute to complete. These works
show the strength of Surface Drawing in capturing emotive quali-
ties in a manner similar to that of line gesture drawing. The short
modeling time of these figures demonstrates that Surface Drawing
can easily be used as a rapid conceptualization tool.

The furniture in Figures 14 and 15 was made by a designer seek-
ing to explore new furniture ideas. The gentle curve of the chair’s
seat was modified until the designer found the desired balance. The
creation of the sofa was a somewhat more time consuming pro-
cess. These shapes demonstrate how a considerable number of dif-
ferent forms are tied together in each piece in a three dimensional
harmony. This complex relation was felt and understood easily in
the Surface Drawing framework since the creative process was not
slowed by the need to manipulate complex tools or understand the
nuances of an underlying mathematical machinery.

Finally, the human torso in Figure 16, created by an artist with
two weeks of Surface Drawing experience, is the most intricate
Surface Drawing done to date. After performing some gestural
sketches, the artist drew a torso from a live model. Once the basic
gestural form was Surface Drawn to the artist’s liking, he further
refined the model by adding musculature.

7 Discussion

Our experience to date with Surface Drawing has demonstrated that
this paradigm is easily understood by artists and non-artists alike.



Figure 14: Stretched metal chair.

Figure 15: Fuzz bubble sofa.

We found that the tool was quickly comprehended because it is in-
herently related to fundamental perceptual abilities.

In the following paragraphs we revisit the modeling guidelines
we laid out at the beginning of this paper and discuss how well the
current implementation of Surface Drawing follows them.

Invisible mathematical structure There is no underlying
structure on our mesh. The user does not have to think about coor-
dinate systems or control vertices. The only structure that is present
is orientation. With tracker noise and a modest sampling rate, this
is necessary to enable surfaces to touch without merging. Shading
the two sides of surfaces differently gives a direct perceptual cue to
this orientation, and we found that the concept was understood by
users.

Direct primitives No predefined surfaces are used as starting
points for modeling, nor are they combined to form more complex
objects. The primitive in this approach, from the user’s point of
view, is a small locally two-dimensional patch which, as manifold
theory indicates, is the elemental component of a surface.

Full dimensions The tracked hand moving in space together
with the stereo view give our implementation full dimension.

Small toolset Our entire interface for manipulating and creat-
ing geometry consists of four modes/tools: primary input, erasing,

manipulation, and detail input. These modes are easily accessible
via a change in hand position, and do not require any operations,
such as selecting a menu, before a tool can be used.

Direct creation Our system provides a highly versatile method
for creating form. Changing models during the early stages of
ideation is more a process of creation than editing. In our system
there is essentially no dependence of the final shape on the history
of its creation, fully supporting users changing their minds as they
model.

Sensory completeness The use of the hand allows the sense
of proprioception to be used. The visual image of the model
matches the positions of the hand, forming a sensory loop. How-
ever, since the hand moves through empty space there is no hap-
tic feedback. The latter is an integral part of sketching on paper.
Current force feedback technology is much too constraining for the
Surface Drawing environment but will be of great interest as it ma-
tures.

8 Summary and Future Work

In this paper we have presented the idea of perceptual thinking and
proposed a number of principles which reflect this idea in the con-
text of three dimensional modeling. Surface Drawing is a method
which satisfies these principles, and we described an implementa-
tion using a semi-immersive environment to achieve the full dimen-
sion requirement. The surfaces are realized as meshes which are
built incrementally with the help of the Cookie Cutter algorithm.

We have begun the exploration of the potential of Surface Draw-
ing with our prototype implementation and a small group of artists
and designers as users. Many of the underlying ideas were devel-
oped directly out of the experience of using the system. There are
many possible directions for future work suggested by these explo-
rations.

• User interface: So far we have deliberately focused on us-
ing the smallest number of tools possible to create interesting
shapes. As our users build more shapes they have expressed a
desire to integrate other facilities, e.g., grouping and replication,
into the Surface Drawing environment. Future user interface
work will address the range of capabilities accessible through
the glove, while keeping the cognitive load low.

• Multiple resolutions: Many objects have features at multiple
resolutions. To more effectively support creation of such ob-
jects the Cookie Cutter algorithm will be modified to continually
adapt the sampling density of the surface through local subdivi-
sion or mesh simplification.

• Topological inconsistencies: Occasionally, topological incon-
sistencies are created in the mesh. These can be troublesome
when using Surface Drawn geometry in other systems. We have
found some heuristics to work well without limiting the user’s
perceived freedom of creation, and we will pursue more work in
this direction.

• Cookie Cutter algorithm: One can think of the Cookie Cutter
algorithm as an online reconstruction algorithm for unknown
and changing geometry. Developing this potential further could
lead to applications in surface reconstruction settings such as
those presented by range sensing devices and contact digitiza-
tion tools.

The original goal of Surface Drawing was to enable rough sketches
of shapes to be made in the exploratory phase. However, the results
lead us to believe that this tool is capable of much more. We look
forward to the future development of this paradigm.
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Figure 16: Three intricate models: soaring bird, human torso, and a whimsical, leaning bird.


