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Figure 11. Marginalized posterior density contours (68.3 per cent, 95.5
per cent, 99.7 per cent) for CFHTLenS (blue contours), WMAP7 (green),
CFHTLenS+WMAP7 (magenta) and CFHTLenS+WMAP7+BOSS+R09
(black). The model is flat wCDM.

following tests are all performed under a flat �CDM model. The
results are listed in Table 5.

6.1 Derived second-order functions

As expected, the constraints from the derived second-order estima-
tors are less tight than from the 2PCFs, since they always involve in-
formation loss. Moreover, we use a smaller range of angular scales,
cutting off both on the lower and higher end, as discussed before.
All estimators give consistent results.

Aperture-mass dispersion and top-hat shear rms give very similar
constraints compared to the 2PCFs. The position and slope of the
banana are nearly identical, although the width is larger by a factor
of 2 (see Table 2). For 〈|γ |2〉, we analyse two approaches of dealing
with the finite survey–size E-/B-mode leakage:

(i) Ignoring the leakage. We fit theoretical models of the top-hat
shear rms (equations 7, A3) directly to the measured E-mode data
points 〈|γ |2〉(θ i). Since power is lost due to the leakage, we expect
σ8 �α

m to be biased low.

Figure 12. Marginalized posterior density contours (68.3 per cent, 95.5
per cent, 99.7 per cent) for CFHTLenS (blue contours), WMAP7 (green),
CFHTLenS+WMAP7 (magenta) and CFHTLenS+WMAP7+BOSS+R09
(black). The model is curved wCDM.

Table 5. Constraints from CFHTLenS orthogonal to the �m–σ 8

degeneracy direction. The main results from the 2PCF (first row)
are compared to other estimators.

Data α σ 8 (�m/0.27)α

2PCF 0.59 ± 0.02 0.79 ± 0.03

〈M2
ap〉 0.70 ± 0.02 0.79 ± 0.06

〈|γ |2〉 (ignoring offset) 0.60 ± 0.03 0.78+0.04
−0.05

〈|γ |2〉 (constant offset) 0.58 ± 0.03 0.80+0.03
−0.04

RE 0.56 ± 0.02 0.80+0.03
−0.04

COSEBIs (ϑmax = 100 arcmin) 0.60 ± 0.02 0.79+0.04
−0.06

COSEBIs (ϑmax = 250 arcmin) 0.64 ± 0.03 0.77+0.04
−0.05

2PCF, constant covariance 0.60 ± 0.03 0.78+0.03
−0.04

2PCF (ϑ ≥ 17 arcmin) 0.65 ± 0.02 0.78 ± 0.04

2PCF (ϑ ≥ 53 arcmin) 0.65 ± 0.03 0.79+0.07
−0.06
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(ii) We add a constant offset of 5.3 × 10−7 to the measured E-
mode points. This corresponds to the theoretical leakage for the
WMAP7 best-fitting �CDM model with σ 8 = 0.8. On scales θ <

5 arcmin, the assumption of a constant offset is clearly wrong;
however, the constant is two orders of magnitudes smaller than the
measured signal and does not influence the result much.

The difference between both cases is about half of the statistical
uncertainty (Table 2). More sophisticated ways to deal with this
leakage, e.g. going beyond a constant offset, or marginalizing over
a parametrized offset, are expected to yield similar results. Since
they all have the disadvantage of depending on prior information
about a theoretical model which might bias the result towards that
model, we do not consider this second-order estimator further.

The function RE on scales between ϑmax = 7.5 and 140 ar-
cmin, for η = ϑmin/ϑmax = 1/50 (implying ϑmin = 9 arcsec, . . . ,
2.8 arcmin) yields consistent results to the 2PCFs. The results for
COSEBIs are consistent with the 2PCFs for both cases of ϑmax.
For ϑmax = 250 arcmin we find that the modes which are consis-
tent with zero do contain information about cosmology. When only
using the first two modes, we obtain σ8(�m/0.27)0.7 = 0.78+0.06

−0.07,
corresponding to a larger uncertainty of 30 per cent.

6.2 Robustness and consistency tests

In this section, we test the robustness of our results, by considering
various potential systematic effects, and by varying the angular
scales and estimators.

6.2.1 Shear calibration covariance

We add the shear calibration Cm (Section 3.4) covariance to the total
shear covariance. The correlation coefficient of Cm between angular
bins is nearly unity, implying that the shear calibration varies very
little with angular separation. Since the magnitude of the covariance
is much smaller than the statistical uncertainties, the cosmological
results are virtually unchanged.

6.2.2 Large scales only

The largest S/N for cosmic shear is on small, non-linear scales.
Unfortunately, those scales are the most difficult to model, because
of uncertainties in the dark-matter clustering, and baryonic effects
on the total power spectrum. To obtain more robust cosmological
constraints, we exclude small scales from the 2PCFs in two cases,
as follows. First, we use the cut-off ϑc = 17 arcmin. At this scale,
the non-linear halofit prediction of ξ+ is within 5 per cent of the
linear model. Baryonic effects, following Semboloni et al. (2011),
are reduced to sub per cent level. The component ξ−, being more
sensitive to small scales, is still highly non-linear at this scale.
However, since most of the constraining power is contained in ξ+,
the resulting cosmological constraints will not be very sensitive to
non-linearities. Nevertheless, we use a second, more conservative,
cut-off of ϑc = 53 arcmin, where the non-linear models of ξ− is
within a factor of 2 of the linear one. On these scales, ξ− is affected
by baryonic physics by less than 5 per cent (Semboloni et al. 2011).
In both cases, we obtain a mean parameter value for σ 8(�m/0.27)0.7

which is consistent with the result from all angular scales down to an
arcmin. In comparison, the error bars on this combined parameter
are larger by 30 per cent for ϑc = 17 arcmin, and 100 per cent for
ϑc = 53 arcmin (see Table 2).

6.2.3 Reduced shear

Since the weak-lensing observable is not the shear γ , but the re-
duced shear g = γ /(1 − κ), the relation between the shear correla-
tion function and the convergence power spectrum ignores higher-
order terms (see for an overview, Krause & Hirata 2010). The full
calculation of only the third-order terms, involving the convergence
bispectrum, is very time-consuming and unfeasible for Monte Carlo
sampling, requiring the calculation of tens of thousands of different
models.

Instead, we explore the fitting formulae from Kilbinger (2010)
as a good approximation of reduced-shear effects. For a WMAP7
�CDM cosmology, the ratio between the 2PCFs with and without
taking into account reduced shear is 1 per cent for ξ+ and 4 per cent
for ξ− at the smallest scale considered, ϑ = 0.8 arcmin. Since the
fitting formulae are valid within a small range around the WMAP7
cosmology, we use them for the combined Lensing+CMB param-
eter constraints. The changes in �m and σ 8 for a �CDM model are
less than a per cent.

6.2.4 Number of simulated lines of sight

Following Huff et al. (2011), we examine the influence of the num-
ber of simulated lines of sight on the parameter constraints. We
calculate the covariance of 〈M2

ap〉 from 110 instead of 184 lines of
sight (Section 3.3.4). Using the corresponding Anderson–Hartlap
factor α, we find identical results as before and conclude that the
number of simulations is easily sufficient for this work.

6.2.5 Non-Gaussian covariance fitting formulae

We replace the non-Gaussian covariance of ξ+ calculated from the
Clone with the fitting formulae from S07 and Sato et al. (2011,
hereafter S11), respectively. These works provide prescriptions of
the non-Gaussian covariance by rescaling the Gaussian cosmic-
variance term by fitting to N-body simulations. Since no recipe for
ξ− is given, we use the Gaussian covariance for ξ− and for the
cross-covariance between ξ+ and ξ−. We find for σ 8(�m/0.27)α

the results 0.79+0.03
−0.04 for the S07 case, and 0.78+0.03

−0.04 for S11, re-
covering the mean value with slightly larger error bars. This shows
that our results are not sensitive to the choice of the non-Gaussian
covariance.

6.2.6 Cosmology-independent covariance

We compare the two cases of cosmology-dependent covariance
(Section 3.3.2), and a constant covariance, fixed to the fiducial
model. Contrary to Jee et al. (2012), we find only small differences
in the cosmological results. The main effect is a slight increase in the
error bars for the constant covariance (see Table 2). In particular,
around the region of the fiducial model, the results are basically
the same, and therefore, the joint constraints with other probes are
virtually unaffected by the choice of the covariance.

7 D I S C U S S I O N A N D C O N C L U S I O N

In this paper we present measurements of various second-order
shear correlations from weak gravitational lensing by CFHTLenS.
Using a single-redshift bin, 0.2 < zp < 1.3, we obtain cosmologi-
cal constraints on the matter density, �m, and the power-spectrum
amplitude, σ 8. Adding WMAP7, BOSS and R09 data, we obtain
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parameter constraints for flat and curved �CDM and dark-energy
models, and calculate the Bayesian evidence to compare the prob-
ability for each model given the data.

7.1 Second-order shear functions

Along with the 2PCFs ξ+ and ξ−, which are the fundamental shear
observables, we consider various derived second-order functions,
which are able to separate the shear correlation into its E and B
mode. The resulting B mode is consistent with zero on all scales. The
excess in the E- and B-mode signal that was seen in the CFHTLS-
T0003 data (F08) between 50 and 130 arcmin is no longer present.
This excess was most likely due to systematics in the earlier data,
and the removal of this feature has to be seen as a success of the
CFHTLenS analysis. In particular, hints for deviations from General
Relativity using the F08 data (Zhao et al. 2010) are not confirmed
with CFHTLenS (Simpson et al. 2013).

7.2 Cosmological parameters

The parameter combination which 2D weak lensing can constrain
best is σ8�

α
m with α ∼ 0.6. CFHTLenS alone, with the 2PCFs,

constrains the combination σ 8(�m/0.27)0.6 to 0.787 ± 0.032. To
facilitate a comparison with F08, we write our constraints as
σ 8(�m/0.25)α = 0.82 ± 0.03 (2PCFs), 0.84+0.03

−0.04 (top-hat shear
rms) and 0.83 ± 0.06 (aperture-mass dispersion). The exponent α

is around 0.6 in all three cases. F08 obtained results with uncertain-
ties between 0.042 and 0.049, although only smoothed second-order
quantities were used. The function closest to the 2PCFs is ξE, for
which F08 found σ 8(�m/0.25)0.46 = 0.784 ± 0.049, corresponding
to an uncertainty of 6.2 per cent, compared to 4 per cent in this work.
This increase in precision of 50 per cent is consistent with the naive
expectation of CFHTLenS to yield smaller error bars by a factor of
the square root of the area between CFHTLenS and T0003, which
is

√
129/57 = 1.4.

Our uncertainty for the top-hat shear rms is about the same as in
F08, whereas the aperture-mass dispersion is slightly more poorly
constrained in this work. Tighter constraints of 5.5 per cent were
found by F08 from 〈M2

ap〉, which was used for their combined
CFHTLS-T0003 + WMAP3 results. The fact that the increase in
precision for those smoothed quantities is smaller than expected is
most due to the limited parameter range of F08, who used tight
priors on the Hubble parameter, h ∈ [0.6; 0.8] and fixed �b and ns.
In particular the narrow range of h resulted in tighter constraints on
�m and σ 8 in F08.

Schrabback et al. (2010) obtained σ 8(�m/0.3)0.6 = 0.68 ± 0.11
from a 2D weak-lensing analysis of the Cosmological Evolution
Survey15 data. The relatively large error bars are dominated by
cosmic variance from the very small survey area of 1.64 deg2,
despite the great depth of the survey. A 3D lensing analysis with
a large number of redshift bins (five narrow bins up to z = 4 and
one broad bin with mean redshift of 1.5) decreases the error bar
by 20 per cent, σ 8(�m/0.3)0.5 = 0.79 ± 0.09. This uncertainty is
still larger by a factor of 3 than our CFHTLenS 2D constraints,
σ 8(�m/0.3)0.6 = 0.74 ± 0.03.

On 168 deg2 of SDSS16 data in the Stripe 82 equatorial region,
out to a median redshift of 0.52, Huff et al. (2011) recently ob-
tained σ8(�m/0.264)0.67 = 0.65+0.12

−0.15 using a combination of COSE-

15 http://cosmos.astro.caltech.edu
16 Sloan Digital Sky Survey; www.sdss.org

BIs with (ϑmin, ϑmax) = (1.3, 97.5) arcmin and an additional data
point of ξ+(38 arcmin). With CFHTLenS we get σ 8(�m/0.264)0.6 =
0.80 ± 0.03 for the 2PCFs and 0.80+0.04

−0.06 for COSEBIs with ϑmax =
100 arcmin.

Recent results from a 2D analysis of the Deep Lens Survey17

(DLS) yielded the very tight constraints �m = 0.26 ± 0.05 and
σ 8 = 0.87 ± 0.07 (Jee et al. 2012). Compared to CFHTLenS, DLS
has a greater depth with mean redshift of 1.1 and 17 galaxies per
arcmin2, but on the other hand covers with 20 deg2 a smaller area.
The parameter space sampled by DLS is similar to F08, with a
tight prior on the Hubble constant and fixed baryon density �b and
spectral index ns.

For all models of dark energy and curvature considered
here, the agreement of σ 8 and �m from CFHTLenS with
WMAP7 is very good. This remains true when BOSS data
on the BAO peak are added. However, we find values of w0

for CFHTLenS+WMAP+BOSS which are significantly smaller
than −1, both for flat and for curved wCDM models. The rea-
son for this is the near-degeneracy of the dark-energy parameter
with the Hubble constant. The latter takes the rather low value of
around 0.65 ± 0.1, which results in a high value of w0. Adding the
R09 result increases h and thus also increases w0, yielding values
which are consistent with �CDM.

For the flat �CDM model, adding CFHTLenS to WMAP7
strongly helps reducing error bars on �m and σ 8. The improve-
ment is larger than in the case where BOSS+R09 is joined with
WMAP7, in particular for σ 8. The curved �CDM case sees a slightly
different dependence on �K between WMAP7+CFHTLenS and
WMAP7+BOSS+R09, resulting in tight constraints when all four
probes are combined. Both cases are emphasized in Fig. 13. In the
wCDM case, both CFHTLenS and BOSS cannot improve signifi-
cantly the dark-energy constraint with respect to WMAP7. Only the
addition of R09, thereby lifting the w0–h degeneracy, decreases the
error on the dark-energy parameter.

Our results are in very good agreement with the measurement
presented in Hudson & Turnbull (2012), who find �m = 0.259 ±
0.045 and σ 8 = 0.748 ± 0.035 for a flat �CDM model. This method
uses low- and high-z peculiar velocity data only and is therefore
complementary and independent of our results.

Recent constraints by Mantz et al. (2010) from the X-ray
Röntgensatellit (ROSAT) All-Sky Survey using the cluster mass
function for a flat wCDM universe are �m = 0.23 ± 0.04, σ 8 =
0.82 ± 0.05 and w0 = −1.01 ± 0.20, in agreement with the results
presented here. Their relatively low �m is consistent with our result
of �m = 0.29 ± 0.02. When adding CMB (WMAP5), SNIa, BAO
and the cluster gas fraction to the cluster mass function, Mantz et al.
(2010) get �m = 0.27 ± 0.02. From the optical SDSS maxBCG
cluster catalogue, Rozo et al. (2010) obtain for a flat �CDM model
σ 8(�m/0.25)0.41 = 0.83 ± 0.03. In combination with WMAP5, they
get �m = 0.265 ± 0.016 and σ 8 = 0.807 ± 0.020, which is again
consistent with this work.

7.3 Model comparison

Using the Bayesian evidence, we computed the posterior odds
for various cosmological models. Starting from the basic �CDM
model, we tested extensions of this model which included curvature
�K and the dark-energy equation-of-state parameter w. We find no
evidence against the standard flat �CDM model.

17 http://dls.physics.ucdavis.edu
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Figure 13. Marginalized posterior density contours (68.3 per cent, 95.5 per
cent, 99.7 per cent) for WMAP7 (green), WMAP7+CFHTLenS (magenta),
WMAP7+BOSS+R09 (orange) and WMAP7+CFHTLenS+BOSS+R09
(black). The model is flat �CDM (upper panel) and curved �CDM (lower
panel), respectively.

The constraints for the larger models with free curvature are
consistent with �K = 0. It is therefore not surprising that those
more general models are not favoured over models with fixed flat
geometry. The larger parameter space from the additional degree
of freedom implies a lower predictive capability of those extended
models. A good model should not only predict (a priori) the correct
parameter range where the result is to be found (a posteriori), but
also make a specific and accurate prediction; in other words, it
should have a narrow prior range compared to the posterior. A lack
of predictive capability is penalized by the Bayesian evidence.

In contrast to the two non-flat models (curved �CDM and curved
wCDM), the flat wCDM universe is indistinguishable from a flat
model with cosmological constant. This can be understood by
looking at the respective additional parameter constraints beyond
�CDM, that is, �de for the curved and w0 for wCDM. Compared to

the corresponding prior, the allowed posterior range for �de is a lot
smaller than the one for w0 since the latter parameter is less tightly
constrained. Therefore, the curved models are less predictive, cor-
responding to a lower evidence. Both the very tight constraints on
�K, with error of about 0.005, and the moderate Bayesian evidence
in favour of a flat model strengthen the emerging picture that we
live indeed in a Universe with zero curvature.
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APPEN D IX A : FILTER FUNCTIONS

We give expressions of the filter functions F+, F−, needed to
calculate the derived second-order shear observables from the
shear correlation functions (equation 6). See Table 1 for the re-
lation between F± and the following functions and the integration
ranges.

A1 Aperture-mass dispersion

The filter functions for the aperture-mass dispersion, defined in
Schneider et al. (2002a), are for x < 2

T+(x) = 6(2 − 15x2)

5

[
1 − 2

π
arcsin(x/2)

]
+ x

√
4 − x2

100π

× (
120 + 2320x2 − 754x4 + 132x6 − 9x8

)
;

T−(x) = 192

35π
x3

(
1 − x2

4

)7/2

. (A1)

The functions have finite support, and are set to zero for x > 2.
The Fourier-space filter function for the aperture-mass dispersion
(equation 7) is

Û (�) = Ûθ (�) = 24J4(θ�)

(θ�)2
. (A2)

A2 Top-hat shear rms

For the top-hat shear rms, the real-space filter functions are

S+(x) = 1

π

[
4 arccos(x/2) − x

√
4 − x2

]
H(2 − x) ;

S−(x) = 1

πx4

×
[
x
√

4 − x2(6 − x2) − 8(3 − x2) arcsin(x/2)
]
, (A3)

where H is the Heaviside step function. Thus, S+ has support [0; 2]
whereas S− has infinite support. The Fourier transform of S+ is

Û (�) = Ûθ (�) = 2J1(θ�)

(θ�)2
. (A4)

A3 Optimized ring statistic

To obtain an E-/B-mode decomposition of the 2PCF on a finite
angular range [ϑmin; ϑmax] via the sum in equation (6), two integral
conditions for the filter function F+ need to be fulfilled (Schneider
& Kilbinger 2007):∫ ϑmax

ϑmin

dϑ ϑF+(ϑ) =
∫ ϑmax

ϑmin

dϑ ϑ3F+(ϑ) = 0. (A5)

The function F− can be obtained by an integral over F+, which
follows from the relation equation (7), see Schneider et al.
(2002a). Apart from these conditions, the functions F± can be
freely chosen.

For the optimized ring statistics, the filter functions corresponding
to RE,B are linear combinations of Chebyshev polynomials of the
second kind,

T+(ϑ) = T̃+

(
x = 2ϑ − ϑmax − ϑmin

ϑmax − ϑmin

)

=
N−1∑
n=0

anUn(x); (A6)

Un(x) = sin[(n + 1) arccos x]

sin(arccos x)
. (A7)

The coefficients an can be chosen freely, under the condition that
RE,B are pure E- and B-mode components, respectively. We take
the an from Fu & Kilbinger (2010), which minimized the �m-σ 8

1σ -area using the CFHTLS-T0003 survey setting, and for fixed η =
ϑmin/ϑmax = 1/50. For a fixed η, RE,B depends on only one angular
scale θ , which we take to be ϑmax.

A4 COSEBIs

The COSEBIs filter functions we use here are polynomials in the
logarithm of the angular scale θ ,

T
log
+,n(ϑ) = t

log
+,n

[
z = ln

(
ϑ

ϑmin

)]

= Nn

n+1∑
j=0

cnj z
j = Nn

n+1∏
j=1

(z − rnj ). (A8)

The polynomials t
log
+,n(z) have been constructed in Schneider et al.

(2010) using equation (A5) as an orthonormal and complete set of
functions. The coefficients cnj are fixed by integral conditions that
assure the E-/B-mode decomposition of the 2PCF on a finite angular
integral. They are given by a linear system of equations, which is
given in Schneider et al. (2010). To solve this system, a very high
numerical accuracy is needed. We use the MATHEMATICA program
given in Schneider et al. (2010) to obtain the coefficients for a given
ϑmin and ϑmax, and store the zeros rni, for which a lower accuracy is
sufficient. The function F− is then calculated using equations (38)
and (39) from Schneider et al. (2010).

Both for COSEBIs and for FK10, no closed expressions for the
Hankel transforms of T± have been found (yet); neither for the
Fourier-space counterparts, apart form the linear COSEBIs (Asgari
et al. 2012). To obtain the theoretical predictions for these functions,
we first calculate ξ± via equation (4), and use equation (6) to obtain
the COSEBIs prediction.

To calculate the numerical integration over the correlation func-
tion (equation 6) with high enough precision, we split up the interval
[0; zmax] into 10 pieces, and perform a Romberg-integration on each
piece with relative precision of 10−6. The resulting numerical B
mode is smaller than 10−15 for modes n ≤ 10, which is about three
orders of magnitudes smaller than the predicted E mode.

A P P E N D I X B : C F H T L E N S SE C O N D - O R D E R
W E A K - L E N S I N G DATA

The measured 2PCFs as shown in Fig. 6. We list the data
points and the total error in Table B1. The full covariance
is available on request or via the web page http://cfhtlens.org.
The derived second-order E- and B-mode functions are listed in
Tables B2 to B5.
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Table B1. The CFHTLenS 2PCFs ξ+ and ξ−, for different angular scales ϑ

(see Section 3.2). The values of σ indicate the error from the total covariance
diagonal (Section 3.3.1). The covariance is the one at the fiducial Clone
cosmology.

ϑ (arcmin) ξ+(ϑ) σ [(ξ+(ϑ)] ξ−(ϑ) σ [(ξ−(ϑ)]

0.9 1.411 × 10−4 2.686 × 10−5 1.610 × 10−5 2.621 × 10−5

1.2 6.619 × 10−5 1.586 × 10−5 −1.209 × 10−5 1.491 × 10−5

1.6 7.438 × 10−5 1.223 × 10−5 −7.580 × 10−6 1.123 × 10−5

2.2 4.162 × 10−5 9.507 × 10−6 2.600 × 10−5 8.486 × 10−6

2.9 5.298 × 10−5 7.438 × 10−6 1.067 × 10−5 6.426 × 10−6

3.9 2.923 × 10−5 5.864 × 10−6 1.738 × 10−5 4.892 × 10−6

5.2 2.287 × 10−5 4.669 × 10−6 4.607 × 10−6 3.755 × 10−6

7.0 1.583 × 10−5 3.745 × 10−6 1.306 × 10−5 2.892 × 10−6

9.4 1.351 × 10−5 3.045 × 10−6 7.760 × 10−6 2.255 × 10−6

12.5 8.737 × 10−6 2.494 × 10−6 9.643 × 10−6 1.770 × 10−6

16.8 7.487 × 10−6 2.088 × 10−6 4.652 × 10−6 1.402 × 10−6

22.4 5.536 × 10−6 1.791 × 10−6 5.241 × 10−6 1.126 × 10−6

30.0 4.656 × 10−6 1.605 × 10−6 2.959 × 10−6 8.791 × 10−7

40.2 2.072 × 10−6 1.457 × 10−6 2.901 × 10−6 7.040 × 10−7

53.7 2.104 × 10−6 1.310 × 10−6 1.332 × 10−6 6.072 × 10−7

71.7 9.524 × 10−8 1.153 × 10−6 7.075 × 10−7 5.260 × 10−7

95.5 2.149 × 10−7 9.903 × 10−7 2.048 × 10−6 4.496 × 10−7

125.3 2.660 × 10−7 8.990 × 10−7 1.240 × 10−6 4.552 × 10−7

160.3 5.207 × 10−7 8.782 × 10−7 6.247 × 10−7 4.994 × 10−7

211.7 4.607 × 10−7 9.043 × 10−7 −4.670 × 10−7 5.690 × 10−7

296.5 7.331 × 10−8 9.729 × 10−7 7.811 × 10−7 6.959 × 10−7

Table B2. The CFHTLenS aperture-mass dispersion. The E mode, 〈M2
ap〉,

and B mode 〈M×〉, are given for different angular smoothing scales θ (see
Section 3.5). The values of σ indicate the error from the scaled Clone
covariance diagonal (Section 3.3.4). Note that for cosmological results, we
do not use scales below 5 arcmin.

θ 〈M2
ap〉(θ ) σ [〈M2

ap〉(θ )] 〈M2×〉(θ ) σ [〈M2×〉(θ )]
(arcmin)

0.9 4.640 × 10−6 3.997 × 10−6 5.970 × 10−6 3.962 × 10−6

1.1 2.615 × 10−6 3.266 × 10−6 5.444 × 10−6 3.202 × 10−6

1.4 4.631 × 10−6 2.709 × 10−6 2.436 × 10−6 2.541 × 10−6

1.7 6.978 × 10−6 2.178 × 10−6 3.884 × 10−7 2.065 × 10−6

2.2 7.939 × 10−6 1.794 × 10−6 1.274 × 10−7 1.718 × 10−6

2.7 7.842 × 10−6 1.460 × 10−6 −8.143 × 10−7 1.424 × 10−6

3.5 6.946 × 10−6 1.191 × 10−6 −4.514 × 10−7 1.147 × 10−6

4.4 6.747 × 10−6 9.810 × 10−7 2.530 × 10−8 8.793 × 10−7

5.5 6.861 × 10−6 8.139 × 10−7 2.168 × 10−7 7.060 × 10−7

6.9 6.023 × 10−6 6.835 × 10−7 3.835 × 10−7 5.902 × 10−7

8.7 5.409 × 10−6 5.809 × 10−7 2.212 × 10−7 4.846 × 10−7

11.0 4.793 × 10−6 5.157 × 10−7 8.553 × 10−8 3.813 × 10−7

13.9 3.851 × 10−6 4.448 × 10−7 1.480 × 10−7 3.138 × 10−7

17.5 3.187 × 10−6 3.809 × 10−7 1.037 × 10−7 2.439 × 10−7

22.0 2.612 × 10−6 3.350 × 10−7 5.001 × 10−8 1.950 × 10−7

27.7 2.113 × 10−6 3.015 × 10−7 −9.627 × 10−8 1.619 × 10−7

35.0 1.718 × 10−6 2.656 × 10−7 −7.630 × 10−10 1.374 × 10−7

44.1 1.269 × 10−6 2.410 × 10−7 1.976 × 10−7 1.160 × 10−7

55.5 1.002 × 10−6 2.279 × 10−7 1.783 × 10−7 1.040 × 10−7

70.0 9.834 × 10−7 2.109 × 10−7 1.116 × 10−7 9.397 × 10−8

88.2 9.004 × 10−7 1.920 × 10−7 8.229 × 10−8 9.364 × 10−8

111.1 7.437 × 10−7 1.985 × 10−7 8.539 × 10−8 1.028 × 10−7

140.0 4.320 × 10−7 2.181 × 10−7 1.412 × 10−7 1.540 × 10−7

Table B3. The CFHTLenS optimized ring statistic. The E mode, RE, and
B mode, RB, are given for different angular smoothing scales θ (see Section
3.5). The values of σ indicate the error from the scaled Clone covariance
diagonal (Section 3.3.4).

θ RE σ [RE] RB σ [RE]
(arcmin)

8.7 2.405 × 10−6 2.768 × 10−7 2.457 × 10−8 1.555 × 10−7

11.1 2.012 × 10−6 2.281 × 10−7 7.390 × 10−9 1.222 × 10−7

14.2 1.919 × 10−6 1.994 × 10−7 3.053 × 10−8 9.983 × 10−8

18.2 1.662 × 10−6 1.678 × 10−7 1.144 × 10−8 7.849 × 10−8

23.3 1.449 × 10−6 1.455 × 10−7 3.317 × 10−8 6.319 × 10−8

29.9 1.174 × 10−6 1.259 × 10−7 4.464 × 10−8 4.946 × 10−8

38.2 9.886 × 10−7 1.070 × 10−7 2.264 × 10−8 4.004 × 10−8

49.0 7.827 × 10−7 9.446 × 10−8 1.451 × 10−9 3.092 × 10−8

62.7 6.077 × 10−7 8.263 × 10−8 3.772 × 10−8 2.559 × 10−8

80.3 4.535 × 10−7 7.421 × 10−8 3.821 × 10−8 2.175 × 10−8

102.8 3.844 × 10−7 6.813 × 10−8 4.051 × 10−8 1.840 × 10−8

131.6 3.154 × 10−7 6.107 × 10−8 4.130 × 10−8 1.663 × 10−8

168.6 2.728 × 10−7 5.770 × 10−8 2.486 × 10−8 1.701 × 10−8

215.8 1.906 × 10−7 5.751 × 10−8 3.809 × 10−8 2.142 × 10−8

276.4 1.338 × 10−7 8.237 × 10−8 3.853 × 10−8 6.264 × 10−8

Table B4. The COSEBIs for ϑmin = 10 arcsec and ϑmax = 100 arcmin. The
E mode, En, and B mode Bn are given for the first five modes n (see Section
3.5). The values of σ indicate the error from the scaled Clone covariance
diagonal (Section 3.3.4).

n En σ [En] Bn σ [Bn]

1 2.151 × 10−10 2.748 × 10−11 1.242 × 10−11 1.166 × 10−11

2 2.288 × 10−10 4.814 × 10−11 1.706 × 10−11 2.195 × 10−11

3 1.573 × 10−10 6.157 × 10−11 1.689 × 10−11 3.129 × 10−11

4 1.368 × 10−10 6.765 × 10−11 −8.415 × 10−12 3.779 × 10−11

5 1.557 × 10−10 6.736 × 10−11 −3.866 × 10−11 3.971 × 10−11

Table B5. The COSEBIs for ϑmin = 10 arcsec and ϑmax = 250 arcmin (see
Table B4 for details).

n En σ [En] Bn σ [Bn]

1 4.841 × 10−10 1.469 × 10−10 9.532 × 10−11 1.156 × 10−10

2 3.568 × 10−10 3.318 × 10−10 1.729 × 10−10 2.839 × 10−10

3 −7.270 × 10−11 5.712 × 10−10 2.531 × 10−10 5.085 × 10−10

4 −5.526 × 10−10 8.092 × 10−10 2.990 × 10−10 7.240 × 10−10

5 −1.062 × 10−9 9.913 × 10−10 3.302 × 10−10 8.724 × 10−10

This paper has been typeset from a TEX/LATEX file prepared by the author.
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