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GRB 120521C AT z~ 6 AND THE PROPERTIES OF HIGH-REDSHIFT GRBS
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ABSTRACT

We present optical, near-infrared, and radio observatbtize afterglow of GRB
120521C. By modeling the multi-wavelength dataset, wevdexiphotometric redshift
of za 6.0, which we confirm with a low signal-to-noise ratio spectroifithe afterglow.
We find that a model with a constant-density environment iples/a good fit to the
afterglow data, with an inferred density of< 0.05 cn®. The radio observations
reveal the presence of a jet breakijat~ 7 d, corresponding to a jet opening angle
of Ot = 3°. The beaming-correctegkray and kinetic energies ate, ~ Ex ~ 3 x
10°° erg. We quantify the uncertainties in our results using aitket Markov Chain
Monte Carlo analysis, which allows us to uncover degenesaogtween the physical
parameters of the explosion. To compare GRB 120521C to bigarredshift bursts
in a uniform manner we re-fit all available afterglow data fioe two other bursts
at z > 6 with radio detections (GRBs 050904 and 090423). We find &neak at
tier = 15 d for GRB 090423, in contrast to previous work. Based oséltkree events,
we find that GRBs ar = 6 appear to explode in constant-density environments, and
exhibit a wide range of energies and densities that sparatigerinferred for lower
redshift bursts. On the other hand, we find a hint for narrgetsrin thez => 6 bursts,
potentially indicating a larger true event rate at theseshdts. Overall, our results
indicate that long GRBs share a common progenitor populatideast ta ~ 8.
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1. Introduction

Long durationy-ray bursts (GRBs) are known to be associated with the Vialeaths of
massive stars (e@/oosley & Bloom 200%. In conjunction with the large luminosities of their
afterglows, they can therefore serve as powerful probelseohigh-redshift Universdr{oue et al.
2007, providing clues to the formation environments of the fgtrs, the ionization and metal
enrichment history of the Universe, and the properties tdges that are otherwise too faint to
study through direct imaging and spectroscopgténi et al. 2006 Tanvir et al. 2012Chornock
et al. 2013. Furthermore, modeling of multi-wavelength afterglowadallows us to constrain the
densities and structure of massive star environments @epacales, as well as the energies of the
explosions and the degree of ejecta collimation.

To use GRBs as effective probes of star-formation in thengzation eraZ > 6; Fan et al.
2002 2006, it is important to understand whether there is any evofuin the properties of their
progenitors with redshift. This is best achieved by stugythire afterglows of the highest-redshift
events to determine their explosion energy, circumburssitie and degree of collimation, and
by comparing these properties with those of their loweshétl counterparts. In the long term,
such studies have the potential to uncover the contribwtiéopulation Il stars, which have been
speculated to be highly energetigf, ~ 10°>—~1(’ erg) with relatively long durationd§, ~ 1000 s;
e.g.Fryer et al. 2001Bromm et al. 2003Heger et al. 2003Mészaros & Rees 201Guwa & loka
2011, Toma et al. 2011Wang et al. 201

At present, there are only three GRBs with spectroscopicahfirmed redshifts ok >
6: GRB 050904 atz = 6.29 (Tagliaferri et al. 2005 Haislip et al. 2006 Kawai et al. 200§,
GRB 080913 atz= 6.70 (Greiner et al. 2009 and GRB 090423 at = 8.23 (Salvaterra et al.
2009 Tanvir et al. 2009 In addition, GRB 090429B has an inferred photometric h&tl®f
Z~ 9.4 (Cucchiara et al. 2021 To fully determine the physical properties of a GRB anckits
vironment requires multi-wavelength observations spagnitie radio through to the X-rays; only
two of thez > 6 events have radio detections: GRB 05090¢(] et al. 2006 Gou et al. 200yand
GRB 090423 Tanvir et al. 2009Chandra et al. 2030

Previous studies of GRB 050904 have found a high circumlolenssity 6 ~ 10°—1Gcm3;
Frail et al. 2006 Gou et al. 200y, a high isotropic-equivalent-ray energy E, iso ~ 10°*erg;
Cusumano et al. 20Q6a large isotropic-equivalent kinetic enerdsi (s, ~ few x 10> erg; Frail
et al. 2006 Gou et al. 200y, and no evidence for host extinctioA/( < 0.1 mag;Gou et al. 2007
Zafar et al. 2010although see alsBtratta et al. 20072011). A jet break atije; ~ 3 d (Tagliaferri
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et al. 200% indicates a beaming-correcteeray energy of 8< 10°*erg and and kinetic energy of
Ex ~ 2 x 10°*erg, the latter being one of the largest knowdo( et al. 200Y. GRB 090423 has
an inferred density ofl < 1cnm® (Chandra et al. 2090large isotropic-equivalent-ray energy
(E, = 10°2erg) and kinetic energyE iso = 3 x 10°3erg), and no host extinctiod( < 0.1 mag;
Tanvir et al. 2009 No jet break was seen for this event, resulting in a claifff 7 x 10°* erg,
even larger than for GRB 050904.

Whereas individual studies of these two GRBs have been takdgr, they employed different
implementations of afterglow synchrotron models and thesults cannot be compared directly.
Here we report multi-wavelength observations of GRB 12@2hd deduce a photometric red-
shift of za 6, making this the third high-redshift GRB with multi-waeelgth data from radio to
X-rays. The availability of well-sampled light curves sparg several orders of magnitude in fre-
guency and time allow us to perform broad-band aftergloweling, and thereby to determine the
energetics of the explosion, the density profile of the eirburst environment, the microphysical
parameters of the relativistic shocks, and the collimatibiine ejecta. We additionally re-analyze
all available afterglow data for GRBs 050904 and 090423bkmg us to compare the three high-
redshift GRBs in a uniform manner. Finally, we compare thapprties of the high-redshift GRBs
to those of bursts &~ 1 to investigate whether high-redshift GRBs exhibit eviceefor an evo-
lution in the progenitor population or favor different eronments than their lower-redshift coun-
terparts. We present our observations and analysis for GRB21C in Sectio2 and determine a
photometric redshift for this event in SectiBnWe describe the theoretical model employed and
our multi-wavelength modeling software in Sectiband present our broadband afterglow model
for GRB 120521C in Sectioh. We apply our modeling code to re-derive the properties 0B&R
050904 and 090423 in SectiGand compare the results to those obtained for GRB 120521C and
to lower-redshift events in Sectiah We present our conclusions in Secti&n/Ne use the standard
cosmological parameter€,,, = 0.27,Q, = 0.73 andHy = 71Lkms*Mpc™. All magnitudes are in
the AB system, unless stated otherwise.

2. GRB Propertiesand Observations

GRB 120521C was discovered with tBeift Burst Alert Telescope (BATBarthelmy et al.
2005 on 2012 May 21 at 23:22:07 UBaumgartner et al. 20)2 The burst duration wa$y =
(26.7+£0.4)s, with a fluence of, = (1.1+0.1) x 10°erg cm? (15-150 keV;Markwardt et al.
2012. TheSwift X-ray Telescope (XRTBurrows et al. 200pbegan observing the field 69 s after
the BAT trigger, leading to the detection of an X-ray aftemglat coordinates RA(J2000) = 14
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17™ 08.73, Dec(J2000) = +420841.0', with an uncertainty radius of /0% containment).
XRT continued observing the afterglow for 1.5 days in phatoanting (PC) mode, with the last
detection at about 0.5 days.

21. X-rays

We analyzed the XRT data using the latest version of the HEHAS@ackage (v6.11) and
corresponding calibration files. We utilized standardriiftg and screening criteria, and generated
a count-rate light curve following the prescriptions lhargutti et al.(2010. The data were re-
binned with the requirement of a minimum signal-to-noigeraf 4 in each temporal bin.

We used Xspec (v12.6) to fit the PC-mode spectrum betweeh(®® and 0.35d, assuming a
photoelectrically absorbed power law modebébs x zt babs x pow) and a Galactic neu-
tral hydrogen column density &f; yw = 1.1 x 10?°cm (Kalberla et al. 2005 fixing the source
redshift atz= 6.0 (see Section8 and5). Our best-fit model has a photon indexIof 1.86:91%
(68% confidence intervals, C-stat = 151 for 180 degrees eflfye1). We found no evidence for
additional absorption with ac8upper limit of Ny iy < 6.6 x 10?2 cm2, assuming solar metallicity.

To assess the impact of the uncertain intrinsic absorpti@nfit a PC-mode spectrum with
the intrinsicNy fixed to this 3 upper limit and found™ = 2.034+0.26. Next, we fixed the intrinsic
absorption to zero and fourdd=1.77+0.21. The two light curves differ by less than 5%. In the
following analysis, we assunmé, j; = 0 and use the corresponding computed 0.3 — 10keV light
curve, together with' = 1.77 to compute the 1 keV flux density (Talle

2.2. Optical and Near-IR

We obtainediz-band imaging of the XRT error circle beginning about 40 nfierethe BAT
trigger using ACAM on the William Herschel Telescope (WHTRHaMOSCA on the Nordic Opti-
cal Telescope (NOT). We analyzed the data using standaceguoes within IRAFand astromet-
rically aligned and photometrically calibrated the imagesg SDSS stars in the field. We found
a brightening point source in the WH#Fband images within the revised XRT error circle at the

http://ww swift.ac. uk/xrt_positions/ 522656

2|RAF is distributed by the National Optical Astronomy Obssipry, which is operated by the Association of
Universities for Research in Astronomy (AURA) under co@tige agreement with the National Science Foundation.
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position RA(J2000) = 1417 08.82, Dec(J2000) = +420841.6', with z= 235+ 0.3mag (at
At~ 0.04d),i 2 23.8mag (¥), andr = 24.3 mag (¥; Table?2).

Given the red color of the afterglow;-z > 0.8 mag, we considered this to be a possible high
redshift source, and thus triggered a sequence of optichlrdrared imaging with the Gemini-
North Multi-Object Spectrograph (GMOS) on Gemini-Noril)( the Low Resolution Imaging
Spectrometer (LRIS) on the W.M. Keck telescopgp) @nd the Wide-Field Camera (WFCAM) on
the United Kingdom Infrared Telescope (UKIRIHK). We reduced the data in the standard man-
ner, using the instrument pipelines for GMOS and WFCAM. Wd@ened aperture photometry
using the Graphical Astronomy and Image Analysis tool (GAMe placed the aperture with ref-
erence to the GMO&band image with the highest signal-to-noise detectiomefafterglow, and
used an aperture size appropriate to the seeing FWHM. Wendeted the level and variance of
the sky background from a large number of same-sized apsriaced on sky regions proximate
to the burst location. We calibrated the optical photometi$DSS and th8HK photometry using
2MASS stars in the field.

We detected the afterglow in all filters redwardzaband, and obtained non-detections with
deep limits in the optical filtersg(i) at the level ofF, < 0.45,Jdy (37; Figurel and Table2).
On the other hand, the infrared colors were relatively bliieH = 0.13+0.21 mag andl -K =
0.124+0.21 mag. This suggested that reddening due to dust was r®gligind that the red-z
color was due to the Ly break falling within thez-band, implying a photometric redshift of- 6.
We perform a full analysis to determine a photometric reftighiSection3.

The Swift UV/Optical Telescope (UVOT) began observing the field 77srahe burst. No
optical counterpart was detected at the location of the YXaferglow QOates & Baumgartner
2012. We performed photometry using the HEASOFT tasloTSOURCE at the location of the
NIR afterglow, and report our derived upper limits in TaBle

We obtained spectroscopic observations of the afterglaiv Gemini-North/GMOS begin-
ning 1.03 d post-burst for a total exposure of 3600 s, by whink the source had fadedze: 23.2
mag. We used the R400 grism and a slit width 6f @groviding a wavelength coverage of 5850—
10140 A and a resolution & ~ 1900. The data were reduced using the GMOS pipeline. A faint
trace of the afterglow was visible at the red end of the spattrThe trace disappears around
8700A, which unfortunately coincides with the gap betwess GMOS CCDs. Assuming this
break is due to Ly, we deduce = 6.15, consistent with the red-z color. We plot the extracted
spectrum in Figur@, adaptively re-binned to produce approximately the sanmerno each bin.

3All magnitudes are in the AB system and not corrected for Gal@xtinction, unless otherwise mentioned.
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2.3. Radio

We observed GRB 120521C with the Karl G. Jansky Very LargaA(VLA) beginning on
2012 May 22.12 UT at mean frequencies of 5.8 GHz (lower ancupjgeband frequencies set
at 4.9 and 6.7 GHz, respectively) and 21.8 GHz (lower and uppkeband frequencies of 19.1
and 24.4 GHz, respectively). We employed 3C286 as a flux andfdzess calibrator and inter-
leaved observations of J1419+3821 repeatedly for calogléime-dependent antenna gains. All
observations utilized the VLA WIDAR correlatoPérley et al. 2011 We excised radio frequency
interference from the data, resulting in final effective daidths of~1.5 GHz at 5.8 GHz and
~1.75 GHz at 21.8 GHz. We performed all data calibration aralyans with the Astronomical
Image Processing System (AIPSreisen 200Busing standard procedures for VLA data reduc-
tion.

In our first epoch at 21.8 GHz (0.15d after the burst), we diddebect any significant radio
emission within the refine@wift XRT error circle to a 3 limit of 50 Jy (Table4). However, we
detected a radio source in the second epoch at 1.15d aftbutbe(Figure3). This source sub-
sequently faded, confirming it as the radio afterglow. We alstected the afterglow at 6.7 GHz
in our observations taken betweer2d and 2925d after the burst; however, we did not find sig-
nificant radio emission at 4.9 GHz (Figu#¢. We treat these two side-bands separately in our
analysis.

We used the AIPS task JMFIT to determine the positional cahtaind integrated flux of the
radio afterglow in each epoch by fitting a Gaussian at thetiposof the source and fixing the
source size to the restoring beam shape. The weighted me#iop®f the source, determined
by combining all 21.8 GHz detections is RA(J2000) =" 14™ 08.803 + 0.002, Dec(J2000)
=+42 08 41.21"+ 0.03" (Ir). We summarize the results of the radio observations inefébl
GRB 120521C was also observed by the Arcminute Microkelviader Large Array at 15.75 GHz
(AMI-LA; Staley et al. 2018and we include the reported upper limits in our analysis.

3. Photometric Redshift

To determine a photometric redshift, we interpolate thecapand NIR observations to a
common time. To minimize this interpolation, we select aetiof 8.1 hr after the burst when we
obtained near-simultaneoa3H K photometry. We perform a weighted sum of the GMBi&and
observations at.7 hr< At < 8.5 hr and findr, = 6.22+0.05,Jy atAt ~ 8.1 h. Since the NIR light
curves are not well-sampled before 1 d, we usezthand light curve to extrapolate the NIR fluxes.

yooas( )z |

We first fit thez-band light curve with a broken power-law of the foFyn=F, t/t 5 ,
wherety, is the break timek, is the flux at the break timey; anda, are the temporal decay rates
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before and after the break, respectively, arig the sharpness of the bréakiVe use the Python
functioncurve_fit to estimate these model parameters and the associatedacmeamatrix.
Our best-fit parameters arg:= (0.34+ 0.07)d,R, = 6.89Jy,; =0.83+0.31,, = -1.38+ 0.43,
ands= 17+ 1.6 (Figure5). Using this model to extrapolate tli#K photometry, we obtain
F,=111+11xdy, 128+ 1.4y, and 124+ 1.3udy, atd, H, andK band, respectively, at the
common time of 8 hr. The uncertainties are statistical only and do not ihelthe systematic
uncertainties introduced by the interpolation, which asslthan 2%.

After obtaining NIR fluxes at a common time, we build a composeiodel for the afterglow
SED. We use a sight-line-averaged model for the opticalldepthe intergalactic medium (IGM)
as described biladau(1995, accounting for Ly absorption by neutral hydrogen along the line
of sight and photoelectric absorption by intervening systeWe also include Ly absorption by
the host galaxy, for which we assume a column of Mg/cm™2) = 21.1, the mean value for GRBs
atz~ 1 (Fynbo et al. 200P The free parameters in our model are the redshift of the GR®8
extinction along the line of sight within the host galax,§, and the spectral indexg) of the
afterglow SED,F, & . In order to not bias our results, we assume a flat prior fordashift
and the extinction. We further use the distribution of eatiion-corrected spectral slopegg, from
Greiner et al(2011) as a prior ong. We use a Markov Chain Monte Carlo (MCMC) algorithm
to explore the parameter space, integrating the model bedilter bandpasses and computing the
likelihood of the model by comparing the resulting fluxeshwthie observed values. Details of our
MCMC implementation are described in Sectbi.

We findz=5.93%11 3 =-0.1693¢, andAy = 0.117322 mag, where the uncertainties corre-
spond to 68% credible intervals about the medidine parameters of the highest-likelihood model
arez=6.03, 5 =-0.34, andAy, = 0 mag, consistent with the 68% credible intervals derivechf
the posterior density functions (Taki¢ We note that the median values differ from the highest-
likelihood values. This is a standard feature of Monte Caralyses whenever the likelihood
function is asymmetric about the highest-likelihood poitrt this case, this occurs because the
extinction is constrained to be positive, resulting in antration of parameter space. The best-fit
model and a model with the median parameters are plottedguwr&6, while the full posterior
density function for the redshift is shown in Figure We can rule out a redshift & < 5.6 at
99.7% confidence. The corresponding 99.7% confidence uppdrnfmi 6.2.

4We impose a floor of 5% on the uncertainty of each data poirdxpkined in Sectio#.

SCredible intervals are summary statistics for posteriarsity functions and are Bayesian analogues to the ‘con-
fidence intervals’ used in frequentist statistics. In thiscke, we use credible intervals based on percentiles ®f th
posterior density, defined such that the probability of taeameter lying below and above the interval are equal. Such
an interval includes the median of the posterior densitydmnstruction.
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We note that this constraint on the redshift relies on therassl prior for3. Using broad-
band modeling we can locate the synchrotron break freqasiiekplained in the next section) and
thereby constraims independent of the redshift. Therefore, in the subsequentti-mavelength
modeling we leave the redshift as a free parameter and fit &dong with the parameters of the
explosion. For the optical and NIR frequencies, we integthé model over the filter bandpasses
to take into account absorption by the intervening IGM aredI8M of the host galaxy.

4. Multi-wavelength Modeling
4.1. Synchrotron Model

In the standard synchrotron model of GRB afterglows, thetspkenergy distribution consists
of multiple power-law segments delineated by ‘break-fesgies’, namely the synchrotron cooling
frequency {.), the typical synchrotron frequency,(), and the self-absorption frequeney) The
location and evolution of these break frequencies, and ¥ieeati normalization of the spectrum
depend upon the physical parameters of the explosion: #geiEx iso), the circumburst density
(no, or the normalized mass-loss rate in a wind environmAnpy, the power-law index of the
electron energy distributionpf, the fraction of the blastwave energy transferred to inetdic
electrons ¢¢) and to the magnetic fieldsg), and the half-angle of the collimated outfloi().
For further details of the synchrotron model, S=ei et al.(1998.

We have developed Python software for broad-band modefi@RB afterglows. Our soft-
ware implements the full afterglow model with smoothly-nented power law segments presented
in Granot & Sari(2002 henceforth GS02). The model includes synchrotron codding self-
absorption for both ISM and wind-like environments. The ftdatment of the synchrotron model
including local electron cooling results in five differemestral regimes with 11 definitions of the
break frequencies, corresponding to different orderirffgh® synchrotron frequencies. Depend-
ing on the circumburst density profile and the combinatioplofsical parameters, the spectrum
evolves from fast coolingt < vm) to slow cooling ¢ > vm), transitioning through the various
spectral regimes (Figure 2 in GS02).

Given a set of explosion parameters, we compute the locafi@ach of the 11 break fre-
guencies using the expressions in GS02. Owing to slightfgréint normalizations of the break
frequencies between the five spectral regimes, a sharptioanBom one spectrum to another
sometimes introduces discontinuities in the light curvesis is exacerbated by the fact that the
transition times between spectra are not uniquely definee (able 3 in GS02). To overcome
this and to establish a consistent framework, we add a lioe@abination of all spectra through
which the spectrum evolves for a given set of physical pataregwith time-dependent weights.
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These weights are chosen such that each spectrum dominateswn regime of validity, while
allowing for the light curves to remain smooth when breakjfiencies cross each other at spectral
transitions. A detailed description of our weighting scleamprovided in appendix.

The hydrodynamics presented in GS02 assume spherical @®gpanwhile this is a good
approximation in the early phase of the afterglow evolutidren the Lorentz factor of the ejecta
isT" > 6,e: and only a small fraction of the jet is visible to an observerEarth, deceleration of
the jet tol" < 6 results in a steep decline in the observed flux density atedjuencies at later
times. We account for this ‘jet break’ by changing the evioluf the break frequencies after the
break time te;, using the prescription i®ari et al.(1999, smoothing over the transition with a
smoothing parametér(for further discussion of the jet break based on numericaligtions, see
van Eerten & MacFadyen 20EhdLeventis et al. 2013

Our software also accounts for possible contributions endptical and NIR from the host
galaxy, as well as absorption and reddening of the afterdjighnt by dust in the host. For the
former, we add the contribution of the host to the model gftav light curve and fit for the flux
density of the host in each waveband separatelifor the latter, we use the Small Magellanic
Cloud (SMC) extinction curve frorPei (1992 and fit for theB-band extinction in the rest frame
of the host galaxy. We use the opti@&band rather thax-band to normalize our model, since the
extinction curves oPei (1992 are normalized iB-band. We find that using a Large Magellanic
Cloud extinction model does not significantly affect theiwkt value ofAg and we therefore use
the SMC model throughout for consistency. We conggrto A, usingAy = 0.83Ag (Pei 1992.

Radio observations can be strongly affected by scintifgtparticularly at low frequencies
(below ~ 15 GHz). We account for scintillation in our modeling by editing the modulation
index (the expectation value of the rms fractional changiux density) in the direction of the
source and adding the expected flux variation in quadratutbeé measured uncertainty. The
details of our method are described in Appen#ix

We note that several observations, particularly those engjptical/NIR, have high signal-
to-noise ratios approaching 50, implying photometry precise to the 2% level. However, the
relative calibration of different instruments is generalbt expected to be better than about 5%. In
addition, the synchrotron model is by its nature a simplifczaof a complex physical process and
we therefore cannot expect the model to accurately représedata at the 5% level. To account
for this source of systematic uncertainty, we enforce a fadd@% on the reported uncertainties

5We arbitrarily ses=5 for the jet break, the precise value having negligibledotn derived physical parameters.

"Wherever light curves do not show any signature of flatteainigte times, or when the last data point in a light
curve is a deep non-detection, we assume the host flux igyitdgland set it to zero to avoid biasing the model.
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prior to fitting.

To determine the best-fit model, we compute the likelihoattfion using a Gaussian error
model. The likelihood function for a data set comprised ahhlaetections and non-detections is
given by (e.gLawless 2002Helsel 200%

L=]]pe)"F(e)"” 1)

whereeg are the residuals (the difference between the measuremedat opper limit and the
predicted flux from the model; is an indicator variable (equal to O for an upper limit and 4 fo
a detection) p(e) is the probability density function of the residuals, &@) is the cumulative
distribution function of the residuals, equal to Prgh( t) for a limitt. For a Gaussian error model,

p(e) = e/t )

2no

whereo; are the measurement uncertainties, while

F(a):% [1+erf (%H 3)

whereer f(X) is the error function. We determine the best-fit paramdigmnaximizing the like-
lihood function using sequential least squares programrtonls available in the Python SciPy
packageJones et al. 2001

4.2. Markov Chain Monte Carlo

To fully characterize the likelihood function over a broahge of parameter space and to
obtain a Bayesian estimate for the posterior density fonctif the free parameters (leading to
estimates for uncertainties in and correlations betweendt#rived parameters), we carry out a
Markov Chain Monte Carlo (MCMC) analysis using the Pyth@séd codeemCEE (Foreman-
Mackey et al. 2012 By implementing an affine-invariant MCMC ensemble sampte1CEE
works well for both highly-anisotropic distributions, addstributions with localized regions of
high likelihood Goodman & Weare 2030This is especially useful in high-dimensional problems
such as the one presented here, where traditional MCMC miethiwend large amounts of time
exploring regions of parameter space with low likelihooddCMC analyses also allow us to
uncover degeneracies in the model parameters, which asemirehenever some of the properties
of the synchrotron spectrum (e.g,) are not well-constrained.

We note that the parametetsandeg are generally not expected to be larger than their equipar-
tition values oft/3. Accordingly, we truncate the priors for these parametesnaipper bound of
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/3. In addition, we sometimes find degeneracies in the modelsrésult in large probability
mass being placed at extremely high enerdigsos. > 10° and low densitiesyy, < 10°cm™.
To keep the solutions bounded, we restrict the prior on tb&apic-equivalent kinetic energy to
EK7iso,52 < 500.

For our MCMC analysis, we set up between 100 and 10,000 Mackains (depending on
the complexity of the problem) with parameters tightly ¢dwed around the best-fit parameters
determined using least squares minimization. We run therehke sampler until the average like-
lihood across the chains reaches a stable value and diseanditial period as ‘burn-in’. We plot
the marginalized posterior density for all parameters dretk for convergence by verifying that
the distributions remain stable over the length of the chalowing burn-iné. Since the distribu-
tions frequently exhibit long tails, we employ quantilesstead of the mean or mode) to compute
summary statistics and quote 68% credible regions arownhédian. We also provide the values
of the parameters corresponding to the highest likelihdbest-fit”) solution for completeness.
However, the parameter values comprising the “best-fitittmh need not (and frequently do not)
individually correspond to the modes of their respectivegimal probability density functions.

5. Broad-band model for GRB 120521C

We employ the model and fitting algorithm described in Seciito determine the properties
of GRB 120521C. The X-ray light curve displays a steep dechefore~ 0.01d, followed by
a plateau phase extending to 0.25d, neither of which can $&iled by the standard paradigm
of the Blandford-McKee modeBlandford & McKee 197%. Such behavior is ubiquitous in the
X-ray light curves of GRBs (e.dNousek et al. 200@Viargutti et al. 2013and is usually attributed
to the high-latitude component of the prompt emissiarfar & Panaitescu 200QVillingale
et al. 2010 and energy injectionNousek et al. 2006&Zhang et al. 2006Dall’'Osso et al. 201},
respectively. The models we employ only account for the simisfrom the afterglow blastwave
shock, and we therefore only utilize X-ray data after 0.25 the broad-band fit.

In addition, thez-band light curve exhibits a peak at8 hr. with a flux density ot 7 uJy.
If we interpret this peak as the passage/gfthrough thez-band, then, should pass through
21.8 GHz atx= 200 d (evolving as™%/?, before a jet break) or at the very earliest around 40 days
(evolving ast™?, if we assume that a jet break occurred at 8 hours). In adylitiee peak flux in
the radio must be less than (in the wind model) or equal toh@l$M model) the peak flux in
optical/NIR. However, the 22 GHz radio light curve peaksioeflO d and all the radio observations

8When plotting histograms of the logarithm of a quantity, wansform the width of the bins appropriately such
that the height of the bin is equal to the value of the postelémsity.
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are at a higher flux level than all of the optical and NIR deters. Thus, the optical/NIR and radio
light curves are not compatible under the assumptionithgiasses througkband at 8 hr. We
therefore do not include theband data before 0.25d in our broad-band fit. We return tqdiet
of the X-ray andz-band light curves before 0.25d in Sectiori.

We find that an ISM model adequately explains all observatafter~ 0.25d (Figure8).
The spectrum remains in the slow cooling phase throughatit thhe standard ordering of the syn-
chrotron frequencies/ < vy, < 1) and with a peak flux density &, ,, ~ 132, Jy. AtAt=1d, the
synchrotron break frequencies are located,at 5.5 x 10'*Hz andv, ~ 1.2 x 10'**Hz. The self-
absorption frequency lies below the frequencies covereduryadio observations;, < 5GHz
and is therefore not fully constrained. Correspondindig physical parametees, eg, ng, and
Ex iso €xhibit degeneracies, with the unknown location/gbeing the dominant source of uncer-
tainty (Figure9). Using the values ofy,, v andF, nax from our best-fit model and the functional
dependence of the microphysical parameteyssg, np, andEx iso ON the measured quantitieg
Vm, Ve, aNdF, max, We derive the following constraints:e ~ 0.150207%, eg ~ 4.0 x 1031972,

N ~ 0.441,9°7° cm™®, andEy jso52 ~ 6. 7159 7%, Wherev, is the self-absorption frequency in units
of 10° Hz. Imposing the restriction that be less than its equipartition valuegf, we can further
restrict the self-absorption frequencyito< 2.7 x 10° Hz. This allows us to place ampper bound
on the circumburst densityy, < 27cn1®, andlower bounds on the isotropic equivalent energy,
Exisos2 = 2.9 andeg = 3.5x 10™. Similarly, imposings < /3, we can placéower bounds on the
self-absorption frequency, > 1.7 x 10°Hz, the circumburst densityy, > 2.8 x 104cm™3, and

e = 3.4 x 1072, and anupper bound on the isotropic equivalent energii isos2 < 29. The pa-
rameters corresponding to the highest likelihood modepersented in Tableand the complete
results of the Monte Carlo analysis are summarized in Table

Our MCMC analysis allows us to constrain the redshift @1655 (the full posterior density
function is shown in Figuré as the blue histogram). This is consistent with the photametd-
shift of z=5.93"311, which was based solely on the optical/NIR data and a priatherspectral
index (SectiorB). At this redshift, theSwift/BAT ~-ray fluenceF, = (1.14+0.1) x 10°°erg cm?,
corresponds to an isotropic energy releasé gf, = (6.6 +0.6) x 10°?erg (104-1040 keV observer
frame). Since this burst was not observed by any wide-bharay satellite, we do not have informa-
tion about itsy-ray spectrum outside tHawift 15-150 keV band. We therefore use an average K-
correction based on the obsen@uft/BAT fluence and computed 1-4KeV rest-frame isotropic-
equivalenty-ray energies of the other> 6 GRBs: 050904, 080913, and 0904 &akamoto et al.
2005 Stamatikos et al. 2008al’'Shin et al. 2008Palmer et al. 2009von Kienlin 2009 Amati
et al. 2008. We find that this K-correction ranges from a factor of alih8t(for GRBs 080913 and
090423) to 3.6 (for GRB 050904). We infer an approximate @@fE., s, = (1.9+ 0.8) x 10°3erg
for GRB 120521C, where the range accounts for the unceytaithe K-correction. Our best esti-
mate of the kinetic energy from the Monte Carlo analysBdg, = (2.2'3]) x 10°erg, indicating
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that the radiative efficiencyyaq = E, iso/ (E+,iso + Ex iso) ~ 0.5.

The 218 GHz radio light curve displays a plateau around 6d at a fluellef f, ,, ~ 70.Jy
(Figure8). If we interpret this plateau as the passage.pthrough the 21.8 GHz band, then we
would expect, to pass through.8 GHz at around 12 d with a comparable flux density and for
the 21.8 GHz flux density to decline only modestly to aboutB0 (evolving ag“ ™2 ~ t™95). In
addition, this would predict a flux density of 43y at 6.7 GHz at the next epoch At = 29.3d.
However, the 6/ GHz light curve does not rise as expected, while the 21.8fikAzlensity plum-
mets to about 2f6Jy at At = 13.3d. In addition, the & GHz observation af\t = 29.3 yields
a detection at barely 8 of 301:.Jy. This behavior indicates a departure from isotropic @vh
and we find that a jet break att ~ 7d adequately accounts for the radio observations after
10 days. The presence of a jet break means that the peak flexydehthe broad-band spec-
trum declines with time, while the break frequencies evdhgter; this explains why the BGHz
flux density does not rise to the level observed at 21.8 GHd, vainy the 218 GHz flux den-

. : . : . : L ¥
sity rapidly declines following the plateau. Using the tiea 6,; = 0.1 (EK;;Z"‘SZ) <t“*g£1r:'rz) for

the jet opening angleSari et al. 1999 and the distributions Ok jso52, No, Z, andte; from our
MCMC simulations (FigureL0), we find fj; = 3.0'%3 degrees. Applying the beaming correction,
E, =E, iso(1-C0oHjer), We findE, = (2.633) x 10°°erg. Similarly, the beaming-corrected kinetic
energy isEx = (3.1733) x 10°°erg.

The first radio detection in the 2GHz band atAt = 1.2d (122+0.02 mJy) is a factor of
2.7 times brighter than predicted by the model@&@+ 0.1 mJy, Ir deviation from scintillation).
Early-time excess radio emission in GRB afterglows hasuieetly been attributed to the presence
of a reverse shock component (ekglkarni et al. 1999 Sari & Piran 1999 Berger et al. 2003
Soderberg & Ramirez-Ruiz 200®handra et al. 203@askar et al. 2013 We investigate the
potential contribution of a reverse shock and derive amedé for the Lorentz factor of the ejecta
in AppendixC.

We also perform the Monte Carlo analysis detailed4r?8or a wind-like environment. The
redshift distribution from the wind model is shown in Figiras the green histogram. Our best-
fit wind model is plotted in Figurdl. We find that the model matches the radio observations
(including the first radio detection, which is missed by tB&Imodel), but under-predicts all X-
ray data included as part of the fit. In this modeljs constrained to lie between 7 and 22 GHz at
At=1.15d, breaking the degeneracy encountered in the ISM modelist¥he derived parameters
in Tables6 and7. However, since the X-ray data are not fit well, we do not cdesihe wind model
as an adequate representation of the dataset.
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5.1. Potential Explanationsfor the z-band peak at ~ 8hr

We now return to the peak in tlzeband light curve at\t ~ 8 hr, which cannot be explained by
the passage of the synchrotron peak frequency (see Sé&gti@ne possible explanation for this
peak is that the blastwave encounters a density jump, apadong-lasting optical flardNakar &
Granot(2007) showed that the greatest change expected in an opticalklighe due to a density
jump is bounded at\« < 1 (see als@at et al. 2013 whereas the temporal behavior of thkand
flux density indicates a change gfo ~ 2.2. Hence, the-band light curve is unlikely to be the
result of an inhomogeneous external medium.

Another way to suppress tladband flux before 8 hr is through absorption by neutral hydrog
in the vicinity of the progenitor. This is an attractive expation in this case because thband
straddles the Lyman break and the flux density in this bandegefore highly sensitive to small
variations in the neutral hydrogen column along the lineights In particular, if the neutral
hydrogen column were to decline with time due to destruchgrnthe blastwave or by photo-
ionization, it would lead to the observed behavior of thengz-band flux density. Our first-band
detection is atv 8 min in the rest-frame of the burst, corresponding to a distaof~ 1 AU from
the progenitor, while the-band peak occurs at 1.2 hr in the rest frame, corresponding to a
distance of~8 AU. We find that an additional neutral hydrogen colummgf~ 2 x 10?2cm™
at z= 6 would be sufficient to suppress the fisshand point to the observed flux level and the
ionization of this column would therefore lead to the obsérincrease in flux. For a path length
of ~ 7 AU, this column corresponds to a density~ef2 x 108cm™ or a mass of about I0M,
(assuming a spherical cloud). Although the requisite magagfi very large, the inferred density is
four orders of magnitude higher than a typical moleculaudl the Milky Way Schaye 2001
McKee & Ostriker 200). Thus ionization of a large neutral hydrogen column aldmgline of
sight is a feasible explanation for the risiedpand light curve only if the densities of molecular
clouds atz ~ 6 can be much greater than observed locally.

Another possible explanation for the initial risezband is the injection of energy into the
blastwave shock by slower-moving relativistic ejecta katg up with the decelerating blastwave.
If the injection is rapid enough it could create a rising tighrve atz-band, which would then be
expected to break into a fading power-law/f is located belove-band at the end of the injection
phase. Energy injection has been frequently invoked toa@xphe plateau phase of GRB X-ray
afterglows (e.g.Nousek et al. 2006Zhang et al. 2006Dall’Osso et al. 2011 The X-ray light
curve of GRB 120521C indeed shows such a plateau at 0.016:0.25

To test whether the X-ray and NIR light curves can result fremergy injection, we use
our ISM model as an anchor At = t,,q ~ 8 hr, after which it is the best-fit model to the multi-
wavelength data set (including tlzeband and XRT observations). We then assume a period of
energy injection between the start of the X-ray plateatyat~ few x 102 d andte,q and use a
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simple power-law prescription for the energy as a functibtinoe,

tstart

q
EK.iso,O (te_nd> = COﬂSt., t< tstart

— ¢
EK,iSO(t) - EK,iqu (L> XX tC, tstart < t < tend

tstart

EK,iso70 =const., t > teng,

whereEx iso0 IS the total isotropic-equivalent blastwave kinetic eyeadter energy injection is
complete. We note that the XRT light curve displays a steefirdebefore the plateau withy =
-3.5+ 0.2 at 90-345 s (Figur8), which cannot be explained by the afterglow forward shawi a
is likely related to the prompt emission (see also SedijoiVe therefore add an additional power-
law component with a fixed slope af, = —3.5 to the model X-ray light curve.

We setEx iso0 = 2.85 x 10°3erg using our highest-likelihood model (values in paresdisen
Table 6) and vary(, tsar, andteng to obtain a good match to the X-ray amdand light curves.
We find that in general we are able to model either the X-rajeplaor thez-band rise, but not
both. Our best simultaneous match to both light curves isvsho Figure12 with the parameters,
tsart~ 2.6 X 10° S, teng~ 1.9x 10¢ s, and, ~ 1.25, corresponding to an increase in blastwave kinetic

energy by a factor o(tt:t—wc ~ 12 over this period. Although the resulting light curves dbmatch
perfectly, energy injection provides the most plausiblgl@ration for the-band peak. Finally, we
note that there is some evidence for ‘flickering’ in the forhst@tistically-significant scatter about
the overallz-band rise (Figuré), but the observations do not sample these rapid time-ficale
variations well enough to allow us to comment on the natuisarce of the variability.

6. Other GRBsat z2> 6 with Radio to X-ray Detections

To place the physical properties of GRB 120521C derived althe context of other high-
redshift events, and to compare them in a uniform manner, wpéydhe above analysis to the
other two GRBs ar = 6 with radio to X-ray detections reported in the literatuBRB 050904 at
z=6.29 and GRB 090423 at= 8.23.

6.1. GRB 050904

GRB 050904 was discovered wiBiwift/BAT on 2005 September 4 at 1:51:44 UTYmmings
et al. 2003. The burst duration wa$y, = 225+ 10s Sakamoto et al. 20Q05with a fluence of
F, = (5.4+0.2) x 10°erg cm? (15-150 keV). A photometric redshift was reportedTagliaferri
et al. (2005 andHaislip et al.(2006, and spectroscopically confirmed Bawai et al.(2006),
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making GRB 050904 the highest redshift GRB observed at the.ti

We analyzed the XRT data for this burst in the same mannersasided in sectio2.1. In our
spectral modeling, we assurig wy = 4.53x 107°cm (Kalberla et al. 2005 The best-fit neutral
hydrogen column density intrinsic to the hostNg i = 5.61598 x 10?2 cm (68% confidence
intervals). In our temporally-resolved spectral analysie find that the X-ray photon index is
consistent with' = 2.03+0.10 (68% confidence interval) for all XRT data following 490ftea
the GRB trigger. We use this value of the photon index to cdrihe observed @-10keV light
curve to a flux density at 1 keV. The X-ray data beforé 110°s and at 3< 10° — 5x 10*s are
dominated by multiple flares. We ignore XRT data in this tiraege in our analysis.

We compiled NIR observations of GRB 050904 in #hel, H, andK bands from the literature
(Haislip et al. 2006Gou et al. 200y, and corrected for Galactic extinction along the line ghsi
assuminde(B-V) = 0.061 mag Schlafly & Finkbeiner 2011 Sincez-band is located blueward of
Lyman- in the rest-frame of the GRB, flux within and blueward of thésd is heavily suppressed
by absorption by neutral hydrogen in the IGM and we do notudelthese bands in our multi-
wavelength fit. This burst was observed over multiple epactise 846 GHz radio band with the
VLA (Fralil et al. 2009 and we use the individual observations and limits in outyais We list
all photometry we use in our model in Talile

As in previous studies of this burder@il et al. 2006 Gou et al. 200y, we find that an ISM
model provides an adequate fit to the data. Our best-fit med#lown in Figuréd .3 and the corre-
sponding physical parameters are listed in Téabl€he 85 GHz flux is severely suppressed by self
absorption, with the self absorption frequency locatediado280 GHz, above the characteristic
synchrotron frequency, i.evy, < v,. This requires a high-density circumburst environmenthwi
no ~ 10°cm, while a jet break at- 2d is required to explain the sharp drop in the NIR light
curves.

Using MCMC analysis, we confirm the high density of the cirtwmst environment, logx) =
2.8%1 with g iso= (1.713) x 10°* erg,ee= (1.2732) x 1072, eg=(1.3'22) x 1072, andp=2.07+0.02.
The values of all the parameters are consistent with thqsertesd byGou et al.(2007) within
~ 20. We find a jet break time dfe; = 1.5:3% d which is earlier thame; ~ 3 d reported previously
(Tagliaferri et al. 2005Gou et al. 2007Kann et al. 200), however, our derived value of the jet
opening anglefie = 6.2'33 deg is consistent with the value reported®yu et al (2007, who also
performed a full multi-wavelength analysis. We compare aenived posterior density functions
for p, €, es, No, Exiso, and Ay directly with those reported bgou et al.(2007) in Figure 14.
Our distributions are similar, except that we find slightigadler values forp. We note that we
use different prescriptions for the synchrotron self-apson frequency and evolution in the fast
cooling regime. In additiorGou et al(2007) include the effects of inverse Compton losses, which
we ignore in our model.
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We find strong correlations between all four physical patenset., ¢g, N, andE jso; Figure
15). Detailed investigation using the analytical expressitor the spectra in terms of the spec-
tral break frequencies given in GS02 reveals the cause toudpta levels of degeneracy. For
instance, the characteristic synchrotron frequency iswatitconstrained, since it is located below
the frequencies covered by our radio observations at alidini\t the same time, and the flux
density at this frequency, 5, are not independently constrained, since this frequeiesyblelow
both the NIR and the X-rays. Itis possible to change the twetioer in a way that leaves the NIR
and X-ray light curves unchanged, without violating thelodohits. This latter degeneracy is the
primary source of the observed correlations. We note thatiggeneracy could have been broken
with simultaneous detections in the radio and NIR.

6.2. GRB 090423

GRB 090423 was discovered wigwift/BAT on 2009 April 23 at 7:55:19 UTKrimm et al.
2009. The burst duration wa3y = 10.3+1.1s Palmer et al. 2009 with a fluence ofF, =
(5.94+0.4) x 107 erg cm? (15-150keV). The afterglow was detected ®ift/XRT and ground-
based near-infrared (NIR) follow-up observations, andrdushift,z= 8.26, was confirmed by
NIR spectroscopyJalvaterra et al. 20Q9anvir et al. 2009 The burst was also observed with the
Spitzer Space Telescop€lfary et al. 2000 the Combined Array for Research in Millimeter-wave
Astronomy (CARMA,; Chandra et al. 20)0the Plateau de Bure Interferometer (PdBhstro-
Tirado et al. 2009de Ugarte Postigo et al. 20)LZhe IRAM 30m telescopeRiechers et al. 2009
the Westerbrock Synthesis Radio Telescope (WS&H;der Horst 2009 and the VLA Chandra
et al. 2010.

We analyzed XRT data for this burst using methods similarRB®G50904 and GRB 120521C.
We assumé\y yw = 2.89x 10?°cm (Kalberla et al. 200p The best-fit neutral hydrogen column
density intrinsic to the host il = (8.1'8%) x 10?2cm2. In our temporally-resolved spectral
analysis, we find that the X-ray photon index is consisteri Wi= 2.03+ 0.09 (68% confidence
interval) for all XRT data following 260 s after the GRB trigg We use this value of the photon
index to convert the observed33-10 keV light curve to a flux density at 1.5 keV (to facilitatam-
parison withChandra et al. 2090 We compile all available photometry, together with ourTXR
analysis, in Tabl®.

There are 134 ks of unpublished X-ray data in@nandraarchive for this GRB (PI: Garmire),
taken between 16 and 42 d after the burst and distributedséixe epochs. We downloaded and
analyzed all available data from tléandra archive. The GRB is marginally detected in three of
the five epochs. We stacked observations taken close in gpeclis 1 and 2; epochs 3, 4, and
5) and restricted the energy range t8-42 keV to increase the signal-to-noise ratio. The GRB is
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marginally detected in both stacks. We report the resulfshotometry using L5 apertures in
Table10. We convert the measured count rates into flux densitie®&el. using the XRT photon
index of " = 2.03.

The 8.46 GHz radio light curve peaks at a similar flux dens#tyaes the NIR light curve,
which strongly argues against a wind-like medium and suggesonstant-density environment.
We also note that the millimeter observations reporteddargarte Postigo et 2012 are in-
consistent with the forward-shock synchrotron model, sithe flux densities at 97 GHz are much
higher than in any other waveband, whereas the ISM model RB &fterglows predicts that light
curves at each frequency would reach the same peak flux demit to the jet break. The mil-
limeter data are shown in Figufigs for completeness, but have not been included in the analysis
This was also noted bZhandra et al(2010, who suggested that the millimeter data and the
first radio detection at 2.2 d possibly included emissiomfi@reverse shock. We investigate this
possibility further in AppendidD.

Our best-fit model requires that the afterglow be in the slosliog phase with the spectral
orderingr, < vm < v and a peak flux density d¥, max =~ 1421.Jy. At 1 day, the characteristic
synchrotron frequency is,, ~ 7.7 x 102Hz, while the cooling break is in the X-rays, ab4«
10'"Hz (1.8 keV). However, the data do not constrain In the ISM model, remains fixed before
the jet break and falls 43°2 after the jet break. Hence the only observational congtoain, is that
it is located below the radio band at all times. The model shimFigure16is therefore only one
of a family of models that match the data and hay€ 8 GHz. Using the values of,, v andF, max
from our best-fit model and the functional dependence of tiveaphysical parameters,, g, No,
andEg iso On the measured quantitieg vy, v, andF, max, We derive the following constraints:
e~ 0.130,87°, g & 4.0 x 10%0,8™72, Ng = 7.5 x 1021,8”7° ™3, andEx jsos2 ~ 72048 7°, Where
vag is the self-absorption frequency in units of Hr. Imposing the theoretical restriction,< /3,
we can further restrict the self-absorption frequency.tg 3.1 x 108 Hz. This allows us to place
an upper bound on the circumburst densityyy < 8.3cnT?3, andlower bounds on the isotropic
equivalent energyEx isos2 = 28 andeg > 2.4 x 107°. Similarly, imposinges < /3, we can place
lower bounds on the self-absorption frequenay, > 6.8 x 10°Hz and the circumburst density,
Ny > 1.0 x 10°cm™, andupper bounds on the isotropic equivalent energiy isos2 < 6.8 x 107
ande. > 1.4 x 1072,

To further explore the degeneracies in the physical parenmsef the explosion, we carried out
an MCMC analysis wittp fixed at our best-fit value of.86 (Figuresl7 and18). Our measured
correlations betweeB jso, No, €6, aNdeg are consistent with the expected analytic relations. We
find a small amount of extinction within the host galaRy & 0.15+0.02 mag), which is consistent
with the low value of extinction4y < 0.1 mag) inferred by other authors based on the X-ray and
NIR observations alondanvir et al. 2009Zafar et al. 201
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A previous analysis of GRB 090423 claimed no jet breakstd5 d (Chandra et al. 2000
However, our model requires a jet breaktgt~ 15 d, driven by the late-tim&pitzer 3.6 ym
detection, as well as the radio non-detection at 62 d. Inqudat, v, passes through the radio
band at 58 days while the radio light curve peaks at about 2Bedsignature of a jet break. In
our model, the afterglow is optically thin at 8.46 GHz at afi¢s. Following the jet break, the/3
part of the synchrotron spectrum transitions frofhto t ™2, followed by a transition to™ when
Um Crosses the radio band at 58 d, matching the observationise Wa late-timeChandra data do
not show an obvious break, the model with~ 15d is consistent with the full X-ray light curve
including theChandra photometry and is required by the full model. From our MCM@lgais,
we find 6; = 1.5:35 degrees (68% credible region). We list the best-fit pararaéteTable6 and
the results of the MCMC analysis in Tabie

Using the distribution of jet opening angles from our MCMCabysis and the isotropic-
equivalenty-ray energyE, iso = (1.03+0.3) x 10°3erg (son Kienlin 2009, we compute a beaming-
correctedy-ray energy of, = (3.2*27) x 10* erg. The deduced value of the afterglow kinetic en-
ergy from the MCMC analysis i iso = (3.4711) x 10°*erg, corresponding to a beaming-corrected
energy ofEx = (1.1'33) x 10°*erg. Together, these results imply a low radiative efficjenc=
EKEJEW ~ 0.03. However, we note that the valuegf is sensitive to the upper cutoff of the prior
on theEk jso and is affected by the strong correlation betwé&gn,, and the other parameters due
to the weak constraint om,. In particular, lower values of the kinetic energy are akoW(with
the constraintEx iso52 2 30, corresponding téx 2 3 10°° andn ~ 0.4 for our best-fit value of

biet = 2.5°). Hence our estimate of~ 0.03 should be considered a lower bound.

7. ThePhysical Properties of High-Redshift GRBs

Having performed afterglow modeling of the three existirigB3 atz = 6 with radio through
X-ray data to determine the properties of the explosion andr@enment, we now turn to the
guestion of how these events compare with each other, atd@RBs at lower redshifts. We
compile measurements &, i;, Ex, andn, (or A,) for lower-redshift ¢ < 1) events from the
literature Panaitescu & Kumar 20Q0Xost et al. 2003Friedman & Bloom 2005Ghirlanda et al.
2007 Cenko et al. 201,®2011). Where only a lower limit (or no information) is availablerthe jet
opening angle, we ude, js, as an upper bound df,. This combined comparison sample includes
GRBs from the preSwift era, as well aSwift andFermi events.

All threez > 6 GRBs presented here are well-fit by a constant density ISkleidn the case
of GRBs 090423 and 120521C, the synchrotron self-absarfrguency is not directly observed
and hence the best-fit model is only representative of a Jamhgolutions. Despite this uncertainty,
we are able to bound, using constraints on the microphysical parametgrsg < /3. We find
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1.7 x 10°Hz < v, < 2.7 x 10°Hz for GRB 120521C, and.9 x 10°Hz < v, < 3.2 x 108Hz for
GRB 090423. The corresponding constraints on the physaralnpeters for these two GRBs are
28x10% < ng < 27¢cm?®, 29 < Exisosz <29, 34 x 102 S e < Y3, and 35x 107% S ey < Y3
for GRB 120521C, and.T x 10° < ng < 8.2, 24 < Exsos2 S 5.1 x 107, L5 x 1072 < e < V3,
and 33 x 10° < ez < /3 for GRB 090423. Together with the high densityrgf~ 600cm? for
GRB 050904, these three high-redshift GRBs span the lowéisethighest densities inferred from
GRB afterglow modeling (Figur20).

The light curves of all three high-redshift events displlag signature of a jet break. Using
the jet break time, we constrain the opening angle of thenjetich case and firfik; ~ 1.5°—6°.
The mediaf jet opening angle of the low-redshift sampleis = 7.42% (95% confidence interval,
Figure19). Whereas this interval formally includes the measuresefic; for the high-redshift
sample, we note that the observed valueg,gffor the high-redshift sample are all below the
best estimate for the median of the comparison sample, stigge¢hat higher-redshift events may
be more strongly collimated than their lower-redshift ceuparts. If this difference is verified
with future events, it would indicate that previous studiegy have underestimated the beaming
correction and therefore the ratent 6 GRBSs.

We use the calculated values&f; to compute the beaming-correcteday and kinetic en-
ergies of the high-redshift GRBs and find that b&handEx span the range of 8 10*erg to
~ 10°2erg. We confirm previous reports that GRB 050904 is one of thetranergetic GRBs
ever observedGou et al. 200y. GRB 120521C falls in the lower half of the distribution Bf
andEg, whereas GRB 090423 lies at the lower end of the distributfd&, and near the median
of the distribution ofEx. The median values of these parameters for the low-redsdnifiple are
E, = (8.113%) x 10°%rg andEx = (3.83%) x 10°%erg. The values dE, andEx for the three high-
redshift GRBs span the observed distributions and preseetidence for a substantial difference
from the low-redshift sample. The inferredray efficiencies #{ ~ 0.5) are also similar to the
efficiencies of lower-redshift events.

From this comparison, we conclude that the existing samplep 6 GRBs displays the
same wide range of circumburst densities and beamingatedenergies as their lower redshift
counterparts (Figuré9). On the other hand, the=> 6 events seem to have smaller jet opening
angles than the median of the distribution at lower redsh#ftiggesting that there might be some
evolution in jet collimation with redshift.

9The uncertainty on the median is computed using Greenwdodisula for the variance of the Kaplan-Meier
estimate of the cumulative distribution function. This e accounts for both upper and lower limits, which exist in
the data.
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8. Conclusions

We present X-ray, optical/NIR, and radio observations oBAR0521C and use broad-band
modeling to deduce a redshift af= 6.01'303, consistent withz ~ 5.93'311 derived from opti-
cal/NIR SED-fitting andz ~ 6.15 estimated from a low signal-to-noise spectrum. This iy on
the third GRB atz = 6 for which detailed multi-wavelength observations allow to extract
the properties of the explosion. The data suggest a cordéasity circumburst environment
with log (no) = —2.7:13, a jet-opening angle dfe; = 3.0'%3 deg, beaming-corrected kinetic and
ray energies ofx = (3.1'33) x 10°erg andE, = (2.6'33) x 10°°erg, and negligible extinction,
Ay < 0.05mag. We also re-fit the other two GRBszat 6 with radio detections and compare
the properties of the high-redshift sample with those oirtlogver-redshift counterparts. We find
that GRBs atz 2> 6 exhibit a wide range of explosion energies, circumburssdies, and shock
microphysical parameters. The energies and circumburstities of these high-redshift events
are comparable to those of their counterparts-atl, and overall, they display no evidence for an
evolution in the progenitor population comparedte 1 events.

We note that GRBs &~ 6 may have systematically smaller jet opening angles, wittean
of fe: = 3.6 £ 0.7 deg, which would increase the inferred GRB rate at thessghiftd by a factor
of ~ 4. We caution that our results are based on a small samplee# #vents at > 6. The
primary reason for the small sample size is the historidallydetection rate of GRB afterglows
at radio frequencies. Like previous authors, we note thatabk of early-time radio data makes
it difficult to determine the synchrotron self-absorptioequency, which in turn results in param-
eter degeneracies, giving rise to uncertainties in thessnpeters of several orders of magnitude.
Rapid-response radio observations are therefore edstmtistudying the properties of GRBs,
both at low and high redshifts. The recent refurbishmenteminsion of the Very Large Array
has resulted in an improvement in sensitivity by an order afnitude, while the Atacama Large
Millimeter Array promises to be an excellent facility foretlstudy of GRBs owing to its excellent
sensitivity. Detailed studies of high-redshift candidateerglows with these facilities (e.g. the
recentz=5.913 GRB 130606ALaskar et al. 201Bwill augment this sample and help bring the
study of GRBs in the reionization era into the mainstream.

The National Radio Astronomy Observatory is a facility oé tNational Science Founda-
tion operated under cooperative agreement by Associatecttdities, Inc. Radio data for GRB
120521C were obtained under VLA project codes 12A-394 ardt4@0. Some of the data pre-
sented here were obtained at the Gemini-North Observatiigh is operated by the Association
of Universities for Research in Astronomy (AURA) under a perative agreement with the NSF
on behalf of the Gemini-North partnership. The William Hdrsl Telescope is operated on the is-
land of La Palma by the Isaac Newton Group in the Spanish @at®ro del Roque de los Mucha-
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chos of the Instituto de Astrofisica de Canarias. This workienase of data supplied by the UK
Swift Science Data Centre at the University of Leicester.tiéak Ofer Yaron and S. R. Kulkarni
for the Keck observations. The Berger GRB group at Harvasdjgorted by the National Science
Foundation under Grant AST-1107973. TL acknowledges suifpyoNRAO. KW acknowledges
support by STFC.

A. Weighting

The behavior of the various spectral power law segments phesotron source as outlined
in GSO02 is strictly valid only when the various spectral Bré@quencies are located far apart.
However, the break frequencies evolve as a function of tinteaan cross, leading to transitions
from one spectral shape to another. Since the normalizatbrihe light curves in GS02 was
calculated in the asymptotic limit, spectral transitiot&( occur when break frequencies approach
each other and cross) lead to artificial discontinuitiehimodel light curves. We smooth over
these glitches by adding together weighted combinatiodl spectra that are accessible with the
specified physical parameters (see §5 of GS02). For instarite ISM model witmoEy i, s,¢5°7
< 18, we expect the afterglow to evolve in the order spectrum b — 2. Consequently in this
example, we add together a combination of spectra 5, 1, andh2time-varying weights such
that the appropriate spectrum presents the dominant batiom in the corresponding asymptotic
limit, whereas at a spectral transition (defined next), Wespectra on either side of the transition
contribute equally.

For a transition from spectrum A to spectrum B, we define thedition time,tyg as the
geometric mean of the time when spectrum A ceases to be vadidhee time when spectrum B
first becomes valid. In the above example with the spectrb/iedpin the order 5 1 — 2, there
are two transition times, denotedtgsandt;,, respectively.

Next, we construct weighting functions for each spectrurfodlsws. If a spectrum is valid
in the range €oo,tag] (such as spectrum 5 in the example above), the weightincfifum (w, for
‘left’) is unity at early times, and falls as a power law négy, being equal td/2 attag:

Wi (t,tag) = l+( 1 (A1)

t/tag)”’
wheren is an ad-hoc parameter that controls the smoothness ofahsition.

Similarly, if a spectrum is valid in the rangé§,oc) (such as spectrum 2 in the example
above), the weighting functiom for 'right’) rises as a power law at early times, is equal/toat
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tas, and asymptotes to unity s oc:

WR(t,tag) = 1+ ( ! (A2)

t/to) "
Finally, for a spectrum that is bracketed by two transitiomes, [;,t,] (such as spectrum 1
above; note that this can be true of more that one spectrueniefine a weighting functionyy,
(for ‘mid’):
Wi (t, ta, t2) = Wr(t, tr) +wi (t,t2) - 1. (A3)

The compound spectrum at any instd®{(y,t) is then computed by adding together weighted
contributions from all spectra allowed under the given $gthysical parameters. For instance, in
the above example,

WL (t,t51)|:,/(5)(1/, t) + Wy (t,t51, tlz)Fy(l)(V, t) +WR(t,t12)FV(2)(V, t)

F(v,t)=
v.0) W (T, ts1) + Wi (t, ts1,t12) +Wr(t, t12)

(A4)

Since these weighting functions are designed to evaluatmity far away from a spectral
transition and fall as a power law near transitions, the alpression evaluates to the correct
spectral shapes in all asymptotic limits. The weightingctions for two adjoining spectra at
the transition time are both equal to one half, so both neighf spectra contribute equally at
a spectral transition; this results in smooth light curveslhfrequencies even across spectral
transitions. Finally, we note that the indeis an arbitrary choice; we find that= 2 (corresponding
to weighting by hyperbolic tangent functions in log-spas@yrks well and yields smooth light
curves near transitions, without significantly disturbihg spectrum away from transitions.

B. Scintillation

Radio emission from a GRB afterglow traversing the Milky Waysusceptible to scintilla-
tion — scattering by inhomogeneities in the electron dgrdigtribution of the interstellar medium
(ISM) along the line of sight. The phenomenon is often madlakebeing produced at a scattering
screen located between the source and the observer. Tlem goauces a speckle pattern on the
detection plane, resulting in a modulation of the flux as theeover moves through the speck-
les. The effect of scintillation decreases above a trawsftequency, characteristic of the general
direction of the line of sight through the Galaxy (typicadisound 10 GHz).

The spectrum of the electron density inhomogeneities inShis well-characterized by the
Kolmogorov spectrumArmstrong et al. 1995

O (@) = CRa ™3, (B1)
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where( is the wave-vector an@? is a normalization constant that varies from place to place
with the Galaxy. The scattering measure is defined as thgraitef C3 from the observer to the
scattering screen,

dscr
M = / Ca(X) d(x). (B2)
0

Cordes & Lazio(2002 used pulsar observations to build a model of the electrarsitdedistri-
bution in the Galaxy. We use their model, NE2001to determine the scattering measure and
transition frequency along the line of sight to the GRB. Wentikompute the distance to the scat-
tering screen using the formul@¢rdes & Lazio 2008,

_ No 34 \1-12
Ooer = 2 <3180GHZ) M (B3)
The strength of the scattering can be quantified by a parajhktdefined as
5/3_ ¢ — 064 05(_ YV N\
US/3= ¢ =7.9% 10°SM8d,, (1 GHZ) , (B4)

wherev is the observing frequency, with < 1 andU > 1 corresponding to the weak and strong
scattering regimes, respectivelggodman & Narayan 20Q&Valker 19982007).

Having calculatedJ, we follow the prescription oGoodman & Naraya2006 to compute
the modulation indexn, computing the source size from the formula in Appendix ASoénot &
Sari(2002. The expected scatter in the observed flux density due mbilkiion is then given by

AFscint = MFmodel, (B5)

where Fodel IS the predicted flux density from the afterglow synchrotroadel. We add this
uncertainty in quadrature to the flux density uncertaintgach data point prior to performing
likelihood analyses.

C. A Possible Reverse Shock in GRB 120521C

GRB 120521C exhibits excess radio emission at 21.8 GHz &tdlcbmpared to the best-fit
forward shock (FS) model (Figui®. In Section5 we suggested that this may be due to contri-
bution from a reverse shock (RS). Here we discuss a selfistens RS + FS model that accounts
for this excess emission. We do not search all possible R®lmedhaustively, since the excess
emission is observed in only a single data point, but listaugible model that accounts for the
observations.

©htt p: // ww. astro. cornel | . edu/ ~cor des/ NE2001/
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We begin with a general discussion of the radio light curveeotrse shocks in an ISM en-
vironment. In the standard afterglow model, the reverselsippoduces a synchrotron spectrum
with a characteristic synchrotron frequeney, ks), cooling frequencyi: rs), self-absorption fre-
quency fars), and overall flux normalizationH, ,rs). At the time the reverse shock traverses
the ejecta, the deceleration ting.f), these parameters are linked to those of the forward shock
by the relationsymrs(taed = Vmrs(taed /T2 Vers(taed = vers(taed, @aNdF, mrs(taed = I'Fy mrs(tded,
wherel is the initial Lorentz factor of the ejecta. We use the simmpiteodel to explain the data for
GRB 120521C and assume that the ejecta are in the slow caeljme (/crs > vmRrs) aftertyes
although it is possible that the opposite is true in the ahiifterglow phase. At low frequencies
and early times the reverse shock emission is expected tlbabsorbed (e.gsari & Piran 1999
Berger et al. 2003Melandri et al. 201Pand the light curve therefore depends upon the relative
ordering ofvyrs, Vars, and the observing frequency.

We note that the 21.8 GHz radio detection for GRB 120521C Hi d, with an excess flux
density of 8Q.Jy compared to the FS model, is preceded by a deeper nortidetatthe same
frequency at 0.15d. Subtracting the FS contribution to th8 &Hz flux density at 0.15d, we find
an upper limit to the RS contribution at 0.15d $f34..Jy. The light curve at 21.8 GHz is thus
clearly rising between 0.15 and 1.15d and falling thereaifteplying that it reached a peak some
time between 0.15 and 1.15d and indicating that the put&&eomponent is self-absorbed at
this frequency at 0.15d. Regardless of the ordering,g§ andv, rs, @ peak in the 21.8 GHz light
curve must correspond to the passage,@kthrough this frequency, since this is the only way to
explain a late-timet(> tyeg turn-over in a RS light curve. If we assume thalrs > vars, then
vmprs Must pass through 21.8 GHz even later than the apparent péak 1.8 GHz light curve at
~ 1d. Our ISM model indicateg, rs = 5.5 x 10" Hz at 1 d, implyingl['(tge)) = \/¥mFs/Vmrs < 5,
which is too low.

We therefore look for a self-consistent RS solution witfkrs < vars at 0.15d. In this sce-
nario, the light curve rises a&* prior to the passage ofrs, and then declines ass ~tLes
(usingp = 2.17, the median value estimated for the FS). From the uppét ditr0.15d we can
determine the earliest time at whichrs can pass through 2dGHz. We findv,rs = 218 GHz
at 2 0.66d andF, srs < 0.21Jy. This method does not allow us to precisely locatgs, with
the only constraint that it passes through 21.8 GHZ &.66d. If we additionally assume that
taec~ Too ~ 27 s, we find a solution that satisfies the relations at theleetesn time withl” ~ 70
andvmgs ~ 2 x 108 Hz at 066 d. We show this combined RS+FS model in Figitend note that
this model obeys the NIR limits at 0.21 d.

To summarize, there exists a combined RS + FS model thatiagglze excess flux density
at 21.8 GHz at 1.15d. Assuming that the deceleration timé ieeoorder ofTyg, We arrive at an
initial Lorentz factor of~ 70 for this GRB, of the correct order of magnitude for GRBar| &
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Piran 1999Berger et al. 2003Soderberg & Ramirez-Ruiz 20P3

D. A Possible Reverse Shock in GRB 090423

The millimeter detections at a flux level of 240y at~ 0.4 and 13d for GRB 090423 are
much brighter than expected from the forward shock aloneseBan our best-fit ISM model
(Section6.2 and Figurel6), the expected contribution of the FS to the millimeter flenslity is
201Jy and 35:.Jy respectively, corresponding to an excess flux density26f:.2y and 20%.Jy.
We now consider the hypothesis that this excess is due toseegbock emission and perform an
analysis similar to that for GRB 120521C (Appendix

As in the case of GRB 120521C, we find that we must haye < vmrs to avoid a low value
of I' ~ 5. Given the millimeter data, a similar analysis to that ofB5R20521C indicates that the
light curve must have peaked=at0.8 d with a flux density otz 0.5mJy (we use = 2.56 derived
from the forward shock). The data do not directly constrgirs. If we assume thétec ~ Too ~
10 s we find a solution that satisfies the relations betweeR&and FS at the deceleration time
(see AppendixC) with I' ~ 500 andvy,rs = 3.5 x 10" Hz at 0.80d. In this case, the combined
RS+FS model (Figurg2) over-predicts the NIK-band observations around@ d. However, we
note that these observations take place at the same time)asagnplateau, which could result
from energy injection. This would reduce the contributiéthe FS to the NIRK-band light curve.

In summary, a combined RS + FS model with- 500 can explain the significant excess flux
density in the millimeter. The model over-predicts the NdFband observations at 0.01 to 0.05d,
which could potentially be explained by a lower contribatipom the FS than expected, due to
energy injection over this period.
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Table 1:Swift XRT Observations of GRB 120521C

At Flux density Uncertainty Detection?
(days) (mJy) (mJy) (1=Yes)
205x 10t 137x10% 5.19x10° 1

3.12x 101 573x10° 221x10°
5.81x 101 208x10° 6.94%x10°
1.25 299x 10° 9.98x10°

o r R
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Table 2:: Optical and Near-Infrared Observations of GRBSPA®

At Telescope Instrument Band Frequency Flux defsli)ncertainty Detection?
(days) (Hz) (mJy) (mJy) (1=Yes)
3.16x102 WHT ACAM R 481x10% 585x10* 1.95x10* 0
3.72x 102 WHT ACAM [ 3.93x 10" 1.09x10° 3.62x10* 0
3.79%x 102 NOT R 481x10"% 7.02x10% 234x10* 0
4.05%x 102 WHT ACAM z 3.46x 10" 146x10° 4.08x10* 1
4.33x 102 NOT [ 3.93x10"* 1.35x10° 8.00x10° 0
1.06x 101 WHT ACAM z 3.46x 10" 4.44x10° 555x10* 1
1.08x 101 WHT ACAM Z 3.46x 10" 3.69x10° 6.69x10* 1
1.09x 101 WHT ACAM z 3.46x 10" 4.76x10° 6.15x10* 1
1.11x 10t WHT ACAM z 3.46x 10" 3.60x10° 6.25x10* 1
1.12x 101 WHT ACAM z 3.46x 10" 4.02x10° 6.51x10* 1
1.15x 101 WHT ACAM z 3.46x 10" 3.13x10°% 7.17x10* 1
1.17x 101 WHT ACAM z 3.46x 10" 398x10° 6.53x10* 1
1.19x 101 WHT ACAM z 3.46x 10" 253x10° 7.48x10* 1
1.20x 101 WHT ACAM z 3.46x 10" 4.08x10° 6.35x10* 1
1.22x 101 WHT ACAM z 3.46x 10" 3.10x10°% 7.25x10* 1
1.24x 101 WHT ACAM z 3.46x 10" 3.01x10° 6.49x10* 1
1.26x 101 WHT ACAM Z 3.46x 10" 3.00x10° 6.80x10* 1
2.08x 10! PAIRITEL K 1.37x 10 255%x10! 848x107? 0
2.08x 10! PAIRITEL H 1.84x 10" 932x102 3.10x1072 0
2.08x 10! PAIRITEL J 2.38x 10" 6.33x102 211x10? 0
2.82x 10t UKIRT WFCAM K 1.37x 10" 125x102 1.34x10°3 1
3.18x 10! UKIRT WFCAM J 2.38x 10" 1.12x102 1.08x 1073 1
3.21x 10! Gemini-North GMOS Z 3.46x 10" 6.32x10° 3.16x10* 1
3.24x 10t Gemini-North GMOS z 3.46x 10" 6.64x10° 3.32x10* 1
3.26x 10!t Gemini-North GMOS z 3.46x 10" 6.59x10° 3.29x10* 1
3.29%x 10! Gemini-North GMOS Z 3.46x10% 6.01x10° 3.01x10* 1
3.32x 10! Gemini-North GMOS Z 3.46x 10" 6.86x10° 3.43x10* 1
3.34x 10t Gemini-North GMOS z 3.46x 10" 6.27x10° 3.13x10* 1
3.36x 10! Gemini-North GMOS z 3.46x 10" 6.23x10° 3.11x10* 1
3.39x 10! Gemini-North GMOS z 3.46x 10" 553x10°% 277x10* 1
3.41x 10! Gemini-North GMOS Z 3.46x 10" 6.47x10° 3.23x10* 1

Continued on Next Page. ..
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Table 2 — Continued

At Telescope Instrument Band Frequency Flux defsli)ncertainty Detection?
(days) (Hz) (mJy) (2o, mJy) (1 =Yes)
3.44x 10! Gemini-North GMOS z 3.46x 10" 6.04x10° 3.02x10* 1
3.47x 101 Gemini-North GMOS Z 3.46x 10" 5.93x10° 296x10* 1
3.49%x 101 Gemini-North GMOS Z 3.46x 10" 594x10° 297x10* 1
352x 10t Gemini-North GMOS z 3.46x 10" 6.19x10° 3.10x10* 1
3.54%x 10! Gemini-North GMOS z 3.46x 10" 5.69x10° 284x10* 1
3.56x 10! UKIRT WFCAM H 1.84x 10" 1.26x102 1.35x1073 1
5.14x 101 WHT ACAM g 6.29x 10 1.14x10* 3.80x10° 0
5.16x 101 Keck LRIS | 3.93x 10" 453x10* 151x10* 0
5.79%x 10! Gemini-North GMOS [ 3.93x 10" 495x10* 1.65x10* 0
5.86x 10 Gemini-North GMOS z 3.46x 10" 4.33x10° 3.74x10* 1
1.05 WHT ACAM z 346x 10" 1.91x10° 1.08x10* 1

a8 Not corrected for Galactic extinction
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Table 3:9wift UVOT Observations of GRB 120521C

At Filter ~ Frequency & Flux Upper Limit?

(days) (Hz) (mJy)
1.59x 1072 B 6.93x 104 2.84x 1072
1.61x 102 UVM2 1.35x10% 1.31x 107
1.43x 1072 U 8.56 x 104 9.55x 107
1.68x 1072 V 5.55x 10* 5.46x 107
1.73x102% UVW1 1.16x10% 9.59x 1073
1.65x 102 UVW2 1.48x10% 8.71x 103
1.33x102% WHITE 8.64x 10" 3.71x 103
1.03x 10* B 6.93x 104 1.35x 1072
747%x10% UVM2 1.35x10% 1.03x 1072
1.45x%x 10t U 8.56x 10 8.69x 1073
2.07x 101 \Y; 5.55x 10* 4.67x 1072
1.43x 10 UVW1 1.16x10% 3.82x10°
2.05x 101 UVW2 1.48x10% 1.97x 1073
1.08x 10 WHITE 8.64x 10" 2.91x10°
578x 10! WHITE 8.64x 10" 8.92x10™*

153 UVM2 1.35x10% 1.57x 1073

a8 Not corrected for Galactic extinction
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Table 4: VLA Observations of GRB 120521C

At VLA Frequency Integration time Integrated Flux UncertgintDetection?
(days) Configuration (GH2) (min) densitydy) (1dy) (1 =Yes)
0.15 CnB 4.9 15.28 47 13.9 0
6.7 15.28 48 16.0 0
21.8 15.07 50 16.9 0
1.15 CnB 4.9 10.12 50 17.0 0
6.7 10.12 5733 19.1 0
21.8 15.07 112 18.5 1
4.25 B 4.9 15.27 41 13.7 0
6.7 15.27 546 14.3 1
21.8 14.52 66 18.6 1
7.25 B 4.9 15.12 39 13.3 0
6.7 15.12 418 14.2 1
21.8 12.97 63 18.3 1
12.27 B 21.8 32.95 36 10.2 0
14.27 B 21.8 32.68 38 12.8 0
13.27 B 21.8 - 262 9.2 1
29.25 B 4.9 24.87 35 11.9 0
6.7 24.87 291 9.7 1
174.66 A 4.9 46.43 28 9.5 0
A 6.7 46.43 23 7.8 0

aWeighted sum of data at 12.27 and 14.27 d.
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Table 5: Parameters from optical/NIR SED modeling of GRBSZ2ZC
Parameter Best-fit 68% Credible Regions

6.03 5.93%1%
B -0.34 -0.16:33¢
A, 0 0.11:3%3

N




Table 6: Best fit forward shock parameters

Parameter 120521C 090423 050904
ISM wind

z 6.04 5.70 8.23 (fixed) 6.29 (fixed)
2.12 2.03 2.56 (fixed) 2.07

o 1.5x 1077, (3.4 x 1072) 0.26 13x 1075 (1.6 x 10?) 9.1x 103

€ 40x10%,0 (32x 100 27x10°  4.0x10%4 (2.7 x 107 2.0 x 102

No 4.4x 10 (3.1x 10 75x 10720,y (2.4 % 10°9) 3.2 x 10

A, 0.81

Ex isos2 (€17) 67050 (2.9 x 10Y 1.8 72 x 1003 (4.8 x 10) 2.4 x 107

tieq () 7.4 >g* 16.7 1.5

biet (deg) 2.3 210 2.5 54

Ay (mag) <0.05 <0.05 0.17 <0.05

E. iso (€1Q) (1940.8) x 10 (1L.0£0.3) x 10°31 (1.24-0.13) x 1054

E, (erg) (154 0.6) x 10°° >2.9x 10° (9.5+2.9) x 10 (5.5+0.6) x 10°*

Ex (erg) 54x 103" > 2.7 x 10°° 6.9 x 10°%7° 1.1 x 10°2

Eot (€rQ) 18 x 10°01t >3.2x 10° 5.3 x 10PL i 1.7 x 10%

Thrad = £ 0.83 0.91 0.02 0.32

$The best-fit values of the physical parametesseg, No, Ex iso for GRBs 120521C and 090423 have been scaled to
vag =va/10PHz. The values of these parameters corresponding to thestikelihood model are given in parentheses

and correspond to, = 1.75 x 10° Hz andv, = 8.6 x 10° Hz for GRB 120521C and GRB 090423, respectively.

*The lower end of the 90% credible interval from MCMC simuais (see Tabl&). The jet break time is not well

constrained in the wind model for GRB 120521C.
fvon Kienlin (2009
fAmati et al.(2008
T Assumingr,= 1.75 x 10®Hz, the best-fit value
# Assumingr,= 8.6 x 1(PHz, the best-fit value
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Table 7: Summary statistics from MCMC analyses

Parameter 120521C 090423 050904
ISM wind

z 6.01:332 5.71:3% 8.23 (fixed) 6.29 (fixed)
2177989 2.05:5%% 2.56 (fixed) 2074+0.02

€e 45%7x 102  0.20°9%° 2.7'29 % 1072 1.2733x 1072

€p 0.732x 102 24%9%x10°  4.835x1072 1.3"22 % 1072

logng -2.7+%4 -4.6'%1 28131

A, 079%%

Ex isos2 (€1Q) 22837 x 10t 1.9%4 3.45% x 107 1,732 x 10

tiet (d) 6.8'38 >6* 14.6'2% 1.5192

Ojet (deg) 30747 29 1533 6.2:33

A, (mag) <0.05 <0.05 015+0.02 <0.05

E, iso(€rg) (19+0.8) x 10°° (1.04£0.3) x 10T (1.24+0.13)x 1074}

E, (erg) 26%44x 1070 >21x 10t 3.2727x 10 7.4748 x 10°*

Ex (erg) 31 x 1070 >52x 100  1.1794x 10°* 1.1%92 % 10°2

Eot=E,+Ex (erg)  6x10°° 2x 10° 1x 10t 2 x 10°

Trad = £ 0.5 0.1t 0.03 0.4

*The lower end of the 90% credible interval. The jet break tim@ot well constrained in the wind model for

GRB 120521C.
fvon Kienlin (2009
fAmati et al.(2008
tTUsing isotropic-equivalent energies
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Table 8:: Multi-wavelength Observations of GRB 050904

At Telescope Instrument Band  Frequency Flux defAsltihcertainty Detection
(days) (GH2) (mJy) (I, mJy) (1=Yes)
2.02x 1072 Swift XRT lkeV 242x 10 1.48x10°% 4.85x10* 1
1.28x 101 SOAR J 243x 10" 184x10' 6.89x10°3 1
1.35x 10 SOAR J 2.43x 10" 1.85x10! 6.95x10°3 1
1.42x10% SOAR J 243x 10" 146x10' 547x103 1
3.12x10! SOAR J 2.43x 10 555x102 822x10° 1
3.24x10! SOAR Ks 1.37x10% 132x10! 8.82x103 1
4.08x 10! UKIRT WFCAM H 1.82x 10" 566x10° 3.22x10°3 1
411x10t UKIRT WFCAM J 2.43x 10" 398x10% 226x10°3 1
424x 101 UKIRT WFCAM K 1.37x 10" 755x102% 4.29x10°3 1
4.40x 101 IRTF K 1.37x 10" 6.46x102 1.81x103 1
487x10 UKIRT WFCAM J 243x 10" 3.22x102 214x10°% 1
5.05x 10* VLA X 8.46x10° 1.74x10' 580x107? 0
6.09x 101 Swift XRT 1keV 242x10Y 6.09x10° 237x10° 1
1.03 TNG NICS J 243x 10" 234x102 322x10°% 1
1.09 VLT-UT1  ISAAC J 243x 10" 1.71x102? 6.42x10* 1
1.10 VLT-UT1 ISAAC H 1.82x10% 236x10?% 157x10°3 1
112 SOAR Y 291x10* 1.40x10% 3.79x103 1
112 VLT-UT1 ISAAC Ks 1.37x10% 3.24x10% 216x10°3 1
1.17 SOAR J 243x 10 1.39x102 236x10° 1
1.39 VLA X 8.46x10° 7.50x102 250x 102 0
191 Swift XRT 1keV 242x10Y 537x10°% 233x10° 1
2.09 VLT-UT1 ISAAC J 2.43x 10" 797x10°% 530x10* 1
2.12 VLT-UT1 ISAAC H 1.82x 10 1.06x10? 7.06x10* 1
2.15 VLT-UT1  ISAAC Ks 137x 10" 1.44x102 9.58x10* 1
2.22 SOAR J 243x 10" 9.29x10° 219x10°% 1
2.27 SOAR Y 291x10* 835x10°% 3.07x10°3 1
3.10 VLT-UT1 ISAAC J 2.43x 10" 345x10°% 263x10* 1
4.16 VLT-UT1  ISAAC J 2.43x 10" 266x10° 204x10* 1
5.32 VLT-UT1  ISAAC J 243x 10 166x10° 3.18x10% 1
541 VLA X 8.46x10° 7.50x102 250x 102 0
6.22 VLA X 8.46x10° 7.20x102 240x107? 0
6.54 Swift XRT 1keV 242x10Y 190x10° 859x 107 0

Continued on Next Page. ..
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Table 8 — Continued

At Telescope Instrument Band  Frequency Flux defAsltihcertainty Detection

(days) (H2) (mJy) (b, mJy) (1 =Yes)
7.18 VLT-UT1 ISAAC J 243x10* 834x10*% 1.67x103 0
2.01x 10 VLA X 8.46x10° 1.11x10! 3.70x107? 0
2.32x 10 HST NICMOS F160W 182x10* 1.30x10% 250x10° 1
2.91x 10 VLA X 8.46x 10° 9x107? 3x107? 0
3.34x 10 VLA X 8.46x10° 1.05x10!' 3.50x107? 0
3.42x 10 VLA X 8.46x10° 6.90x102 2.30x107? 0
3.50x 10" VLA X 8.46x10° 1.16x10' 1.80x107? 1
3.75x 10 VLA X 8.46x10° 6.70x102 1.70x107? 1
4.40x 10 VLA X 8.46x10° 8.10x102 270x107? 0

a Not corrected for Galactic extinction
NIR observations are frormlaislip et al.(2006, Gou et al.(2007), andBerger et al.(2007. Radio
observations are frorArail et al.(20069. We report theSwift photometry included in our model (Figure
13). We do not use th&iz photometry in our model fitting (see Sectiérl) and do not list them here.
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Table 9:: Multi-wavelength Observations of GRB 090423

At Telescope Instrument Band Frequency Flux defsliyncertainty Detection
(days) (GHz) (mJy) (I, mJy) (1=Yes)
1.73x 1072 UKIRT WFCAM K 1.37x 10" 4.19x102 2.09x 103 1
2.27x 107 UKIRT WFCAM K 1.37x10% 4.27x102 213x10° 1
2.81x 107 UKIRT WFCAM K 1.37x10* 4.00x102 200x10° 1
4.63x 107 Swift XRT 1.5kev 363x10Y 1.26x10° 555x10% 1
4.75x% 1072 Swift XRT 1.5kev 363x 10 6.24x10% 262x10* 1
4.87x 1072 Swift XRT 1.5kev 363x 10" 1.21x10°% 542x10* 1
4.98x 107 Swift XRT 1.5kev 363x10Y 1.03x10° 4.52x10% 1
5.10x 1072 Swift XRT 1.5kev 363x 10 837x10*% 3.63x10* 1
5.23x 1072 Swift XRT 1.5kev 363x 10 886x10* 3.89x10* 1
5.36x 1072 Swift XRT 1.5kev 363x 107 7.97x10% 3.51x10* 1
5.52x 1072 Swift XRT 1.5kev 363x 10 7.02x10% 3.08x10* 1
5.66x 1072 Swift XRT 1.5kev 363x10Y 854x10*% 3.75x10% 1
5.79x 107 Swift XRT 1.5kev 363x 107 9.82x10% 4.32x10* 1
5.93x 1072 Swift XRT 1.5kev 363x 10 8.02x10% 3.50x10* 1
6.08 x 1072 Swift XRT 1.5kev 363x 10 1.04x10° 453x10* 1
6.22x 1072 Swift XRT 1.5kev 363x 107 7.96x10*% 3.46x10* 1
6.37x 1072 Swift XRT 1.5kev 363x 10 7.65x10% 3.32x10* 1
6.44x 102 Gemini-North NIRI J 2.38x 10" 3.20x10% 1.60x103 1
6.49x 1072 Swift XRT 1.5kev 363x 10 1.37x10° 6.08x10* 1
6.61x 1072 Swift XRT 1.5kev 363x 107 6.49x10% 280x10* 1
6.78x 1072 Swift XRT 1.5kev 363x10Y 515x10* 214x10% 1
6.95x 1072 Swift XRT 1.5kev 363x 10 7.04x10% 3.02x10* 1
7.09x 107 Swift XRT 1.5kev 363x 10 8.83x10*% 3.83x10* 1
7.27x 1072 Swift XRT 1.5kev 363x 10 5.08x10% 217x10* 1
7.50x 1072 Swift XRT 1.5kev 363x 107 6.59x10*% 248x10* 1
7.55%x 102 Gemini-North NIRI H 1.84x 10 3.81x102 191x10° 1
1.15x 10 Swift XRT 1.5kev 363x10Y 3.42x10*% 1.41x10% 1
1.18x 101 Swift XRT 1.5kev 363x 10 395x10*% 1.65x10* 1
1.21x 101 Swift XRT 1.5kev 363x 10 3.28x10% 1.32x10* 1
1.24x 101 Swift XRT 1.5kev 363x 10 247x10% 1.03x10* 1
1.28x 10 Swift XRT 1.5kev 363x10Y 3.70x10* 151x10% 1
1.31x10% Swift XRT 1.5kev 363x10Y 272x10* 1.08x10% 1

Continued on Next Page. ..
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Table 9 — Continued

At Telescope Instrument Band Frequency Flux dedsliyncertainty Detection
(days) (Hz) (mJy) (b, mJy) (1 =Yes)
1.34x 10% Swift XRT 1.5kev 363x10Y 277x10% 1.14x10* 1
1.40x 107 Swift XRT 1.5kev 363x10Y 184x10* 6.41x10° 1
1.85x 10* Swift XRT 1.5kev 363x10Y 1.71x10* 6.67x10° 1
1.90x 101 Swift XRT 1.5kev 363x10Y 1.84x10* 7.02x10° 1
1.95x 10 Swift XRT 1.5kev 363x10Y 1.28x10% 4.91x10° 1
2.02x 101 Swift XRT 1.5kev 363x10' 1.40x10% 5.30x10° 1
2.09x 101 Swift XRT 1.5kev 363x10Y 154x10* 5.71x10° 1
3.63x 101 Swift XRT 1.5kev 363x10Y 6.28x10° 2.60x10° 1
3.84x 101 PdBI 970x 10 240x10' 8.00x107? 1
5.67x 101 Swift XRT 1.5kev 363x10Y 286x10° 1.12x10° 1
6.70x 10 VLT-UT4 HAWKI K 1.37x 10" 1.36x102 6.81x10* 1
6.96x 101 ESO2.2m GROND 1.37x10%* 1.15x102% 1.35x103 1
6.96x 101 ESO2.2m GROND H 1.84x 10" 108x102 8.25x10% 1
6.96x 101 ESO2.2m GROND J 2.38x10* 865x10°% 6.62x10* 1
7.02x 10% VLT-UT4 HAWKI J 2.38x10* 9.84x10°% 492x10* 1
7.81x 10% ESO2.2m GROND K 1.37x 10" 7.69x10° 256x10° 0
7.81x10% ESO2.2m GROND H 1.84x 10" 102x102 6.80x10% 1
7.81x 101 ESO2.2m GROND J 2.38x 10" 7.89x10°% 526x10* 1
9.22x 101 UKIRT WFCAM K 1.37x 10" 6.70x10° 9.22x10* 1
9.34x 101 Swift XRT 1.5kev 363x10Y7 1.80x10° 7.21x10° 1
1.29 PdBI 970x 10*° 2.40x10! 7.00x 1072 1
1.67 VLT-UT1 ISAAC J 2.38x 10" 3.03x10° 546x10* 1
1.87 CARMA 0.70x 109 540x10' 1.80x10* 0
221 VLA X 8.46x10° 9.27x102 3.09x107? 0
2.30 Swift XRT 1.5kev 363x10Y7 4.09x10°% 1.72x10° 1
2.44 IRAM30m 250x 10t 2.30x10! 3.20x10% 0
3.69 VLT-UT4 HAWKI K 1.37x10% 3.75x10°% 213x10* 1
3.72 VLT-UT4 HAWKI J 2.38x10% 211x10° 225x10* 1
5.66 Swift XRT 1.5kev 363x10Y7 1.33x10°% 6.04x107 1
7.65 VLT-UT4 HAWKI J 2.38x10* 1.10x10° 366x10* 0
8.29 PdBI Q70x 10 2.40x 10! 8.00x 1072 0
9.34 VLA X 8.46x10° 6.64x10?% 1.14x107? 1
1.43x 10t VLA X 8.46x10° 4.37x10° 890x10° 1

Continued on Next Page. ..



Table 9 — Continued

At Telescope Instrument Frequency Flux dedsliincertainty Detection
(days) (mJy) (I, mJy)
1.57x 10t VLT-UT4 1.37x 10" 1.22x10° 4.06x10* 0
2.07x 10t VLA 8.46x10° 4.22x102 1.06x107? 1
2.94x 10 VLA 4.90x10° 4.40x102 250x107? 0
3.31x 10 VLA 8.46x10° 4.96x102 1.10x107? 1
4.63x 10 Spitzer 840x 108 4.79x10° 1.30x10° 1
6.20x 10t VLA X 8.46x10° 3.42x10% 1.16x107? 0
2.79x 1C? Spitzer IRAC 36um 840x 10 575x10° 1.92x10° 0

@ Not corrected for Galactic extinction
All observations except th8wift and Spitzer data are collected frorBalvaterra et al(2009; Tanvir
et al.(2009; Chandra et ali2010; Riechers et al(2009; van der Hors{2009, andde Ugarte Postigo
et al.(2012.
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Table 10:Chandra Observations of GRB 090423

Epoch At® Exposuretime Countrate 1.5keV Flux

(days) (ks) (10°sh) density (mJy)
1-2 16.8° 31.9 11+06 (1.5+0.8)x107
3-5 37.& 102.2 056+0.26 (7.7+3.6)x 108

time to mid-exposure
20.3-2keV, 15" (radius) aperture
3mean time since GRB, weighted by exposure time of indivigpaichs
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WHT/ACAM Keck/LRIS Gemini/GMOS

XRT- % ~XRT

UKIRT/WFCAM UKIRT/WFCAM UKIRT/WFCAM

XRT XRT

O BN S

Fig. 1.— Optical and near-infrared observations of GRB A@% The refined XRT position is
marked by the white circle (&” radius). The afterglow is detectedzband with Gemini/GMOS
and WHT/ACAM and inJHK imaging with UKIRT/WFCAM (Table2), but is undetected at both
R- andl-band.
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Fig. 2.— 1D (top) and 2D (bottom) Gemini-North/GMOS spentraf GRB 120521C obtained
1.03d. after the burst. The blue box indicates the extragggion in the 2D spectrum, located
using the trace of a reference star. The flux from the afterglisappears blueward 8700 A, coin-
cident with a chip gap, and is weakly detected at redder eagths. Assuming this break is due
to Lya, we find a redshift oz ~ 6.15.
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VLA 22 GHz VLA 22 GHz

VLA 22 GHz

&

VLA 22 GHz

13.3d

Fig. 3.— VLA observations of GRB 120521C at a mean frequedi@18B GHz. The refined XRT
position is indicated by the white circle (I.6adius). The arrow marks the radio afterglow when
detected. The last image is a stack of the data at 12.3 andl i4tB a marginal detection at 30

(see Tablel for details).
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VLA

Fig. 4.— VLA observations of GRB 120521C at a mean frequerd&/®GHz. The refined XRT
position is marked by the white circle.@ radius). Crosses indicate the mean position of the GRB
from our 21.8 GHz observations (see Fig@je
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Fig. 5.—z-band light curve of GRB 120521C. The solid line is the bdsbffioken-power law
model described in Sectidnl
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Fig. 6.— The optical-to-NIR spectral energy distributidnGRB 120521C at & hr. Thez-band
data point is a weighted average of all Gemini-North/GMQGihfes taken at 7.7-8.5 hr. (see Figure
5). TheJHK photometry has been extrapolated from the nearest dateatiging the best-fit-
band light curve (Figuré), while theg andi upper limits are from Keck at 12.2 h, used without
extrapolation (Tabl®). The data points have been placed at the centroid of thelfdtedpass for
clarity. The lines are models for the afterglow SED, inchgdiGM and ISM absorption, using
the best-fit (highest-likelihood) model (solid), and thedia@ values of the parameter distributions
(dashed, Tabl®). We show the &, 20, and 3 contours for the correlation between extinction
(Av) and redshift %) in the inset. The black dot indicates the best-fit model witlextinction and
z~ 6.0.
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Fig. 7.— Posterior density function for the redshift of GRB0521C from fitting the SED at
8.1hr. (orange, see Figuf®, and from fitting all available afterglow data with the radsas a
free parameter, using ISM (blue) and wind (green) models. VHttical lines indicate the redshifts
of the best-fit models.
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Fig. 8.— Multi-wavelength modeling of GRB 120521C for a famd shock model with a ho-
mogeneous (ISM) environmenBfanot & Sari 200 Triangles indicate @ upper limits and the
dashed lines show the point-wise estimate of thesariation due to scintillation. Data excluded
from the fit are shown as open symbols. We do not fit observati@fiore 0.25d (see Section
5.1) and therefore the model before this time is shown as dotted.| Thez-band transmission
functions of WHT/ACAM and Gemini-North/GMOS are substaii{i different and result in an
expected suppression of the flux density of the WHT obsematby a factor of 1.25 compared to
Gemini-North (see 8for details). For display purposes, the Wi#Fband observations have been
multiplied by 1.25 to bring them to the same scale as the GMx®vations. The black line is a
light curve at the GMOS-band frequency of 36 x 10 Hz (887 nm). The physical parameters
of the burst derived from the best-fit solution are listed abl€6.
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Fig. 9.— 1r (red), & (green), and 3 (black) contours for correlations between the physical pa-
rametersEx iso, No, €e, aNdeg in the ISM model for GRB 120521C from Monte Carlo simulations
We have restricteB jso52 < 500,6. < /3, andeg < I/3. The dashed grey lines indicate the expected
relations between these parameters whgs not fully constrainedEx sos2 o Ny, Ex isos2 0¢ €2,

No o< €2, Exisos2 X eé/S, Ny o< 655/3, €e OX 651/3, normalized to pass through the highest-likelihood
point (blue dot). The contours lie parallel to these linadjgating that the primary source of un-
certainty in the physical parameters comes from the poogrebtional constraint on,. See the
on-line version of this Figure for additional plots of cdatons between these parameters and

Z, tjet, ejet, andAV.



10> 10*

102 102 10! 10°

5.0 x10*
4.0 x10*
3.0 x10*
2.0 x10*

1.0 x10*

L

0

7.0 ><1(:)l4
6.0 x10*
5.0 x10*
4.0 x10*
3.0 x10*
2.0 x10*
1.0 x10*

S 10* 107 102 10%

€B

4.0 x10*
3.5 x10*
3.0 x10*
2.5 x10*
2.0 x10*
1.5 x10*
1.0 x10*
5.0 x10°

10" 10°

0

je

Fig. 10.— Posterior probability density functions of theypital parameters for GRB 120521C
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Fig. 11.— Same as Figui& but for a wind environment. The model matches the firs8 AHz
radio observation, but under-predicts the X-ray data artiesefore disfavored. The physical
parameters of the burst derived from the best-fit solutierliated in Tables.
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Fig. 12.— Energy injection model for GRB 120521C (dasheedjn using the forward shock
model (solid lines) as fit to the observations after 0.25 {fisymbols). The dotted line is a power-
law fit (& = -3.540.2) to the XRT data between 90s and 345s. WdT z-band observations

have been scaled by a factor of 1.25 as in Fig@rasd11.
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Fig. 13.— Multi-wavelength modeling of GRB 050904 for a famd shock model with a ho-
mogeneous (ISM) environmenB(anot & Sari 200 Triangles indicate @ upper limits and the
dashed lines show the point-wise estimate of thevdriation due to scintillationY-band data are
included in the fit but are not shown in the plot for clarity.eTK-ray data between 0.03 and 0.6d
are dominated by large flares, while the steeply-decliniR Xight curve before 0.02d is likely
associated with the prompt emission. We ignore these sdgritethe afterglow model fit (open
symbols). The physical parameters of the burst derived franbest-fit solution are listed in Table
6.
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Fig. 14.— T (red), 2r (green), and @ (black) contours for correlations between the physical pa-
rametersEx iso, No, €e, andeg for GRB 050904 from Monte Carlo simulations. We have retgdc
Ex.isos2 < 500, ¢e < 1/3, andeg < /3. See the on line version of this Figure for additional pldts o
correlations between these parameters@addie;.
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et al. (2007 (red curves). The extinctiord(, not shown), is essentially unconstrained by the
data, with the posterior density being very similar to theun(Jeffreys) prior. Note that these

are density functions, normalized such that the integgféj)lz f(X)dx = 1. Therefore the mode of

one of these distributions may be different from the med&ne of the parameter, as the latter is
computed using the corresponding probabitiigss function. We have assumed that the ‘posterior
distributions’ presented iGou et al.(2007) also refer to density functions, and have normalized

them to integrate to 1.



—-61—

10"
107
>
é 1073
>
4
@ 4
10- 3
Q \V&
'2 € Xrays R ]
3105+ * IRJband .
H- © IR H band :
100 | B IRKband |
@ Spitzer 3.6 um 5
, ® Sub-mm (CARMA, PdBI, IRAM)
10°F m VLA 8.5 GHz
10t 100 100 1

Time (days)

Fig. 16.— Multi-wavelength modeling of GRB 090423 for a famd shock model with a homo-
geneous (ISM) environmenGfanot & Sari 2002 Triangles indicate upper limits and the dashed
lines show the point wise estimate of thevariation due to scintillation. The X-ray points after 10
days are two separate stacks of fitleandra/ACIS observations. The millimeter data (CARMA,
PdBI, IRAM) are shown here for completeness, but are notigwdl in the fit since the high flux
levels reported in these observations are not consistenttixeé peak flux density observed in the
NIR and radio bands. This model corresponds to the paragiéttd in Tables and represents a
family of models with identical light curves ang < 8.46 GHz. The full range of model parame-
ters allowed by the data are explored in Figlive
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Fig. 17.— T (red), 2 (green), and 3 (black) contours for correlations between the physical
parametersEx jso, No, €6, andeg for GRB 0904023, forp = 2.56 from Monte Carlo simulations.
We have restricteB jso52 < 500,€. < /3, andeg < I/3. The dashed grey lines indicate the expected
relations between these parameters whgsa not fully constrainedEg jsos2 n(_)l/ ® Ex isos2 X €21,

No o< €3, Ex jsas2 X eé/S, Ny o< 655/3, €e OX e;/S, normalized to pass through the highest-likelihood
point (blue dot). The contours lie parallel to these lineslicating that the primary source of
uncertainty in the physical parameters comes from the poggmational constraint an. See the
on line version of this Figure for additional plots of coatbns between these parameters tgnad

andAy.
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Fig. 18.— Posterior probability density functions for thieypical parameters for GRB 0904023
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Fig. 19.— Beaming-correctegray energy (left) and jet opening angle (right) for the 6 GRBs
050904 (blue), 090423 (red), and 120521C (green), togettiera comparison sample of lower-
redshift long GRBs (greytriedman & Bloom 2005Ghirlanda et al. 2007Cenko et al. 2010
2017). The isotropic-equivaleni-ray energy for GRB 050904 is taken frofmati et al.(2008,
and for GRB 090423 frorbalvaterra et al2009. The three GRBs &> 6 do not appear distinct
from the comparison sample i, but appear to all reside at lower valuesdpf than the median
for lower-redshift GRBs.
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Fig. 20.— Beaming-corrected kinetic energy (left) and wmburst density (right) for both ISM
(black circles) and wind-like environments (grey squaré&sie threez > 6 GRBs, 050904 (blue),
090423 (red), and 120521C (green), do not appear distioct fhe low redshift comparison sam-
ple (grey and blackPanaitescu & Kumar 200Xost et al. 2003Chandra et al. 200&enko et al.
201Q 2011).
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Fig. 21.— Same as Figui with an additional reverse shock component to accounti@iigh
flux density of the first 21.8 GHz detection at 1.15d. See Agpe@ for details.
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Fig. 22.— Same as Figurg6, with an additional reverse shock component to accounther t
mm detections at 0.4 and 1.3d. The combined RS+FS modelppediets the NIRK-band data
between 0.01 and 0.05d. See Apperidifor details.
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