Abstract—Large-scale storage will play an increasingly important role in future power grids. As a result, how to optimally place storage in such networks, is an important investment problem. Furthermore, since the allocation of storage resources is static, i.e., it is not feasible to move storage around in a dynamic fashion, it is important to derive optimal such allocations that are robust to the values of the load profiles and other network parameters, such as the line flow constraints. For a single generator single load network, and for a cost of generation that is quadratic in the generation power, we show that, for any given amount of storage resources, placing storage at the demand node is always optimal. This result is true regardless of the demand profile and flow constraints, and therefore is robust. As a byproduct of this result, for a fixed demand profile, we characterize the dependence of the optimal production cost on the flow constraints and on the available storage resources.

Index Terms—Electricity storage, load shifting, storage placement.

I. INTRODUCTION

Energy storage can potentially be used for various services to enhance sustainability, reliability, efficiency, and better asset utilization of the power grid, e.g., [1]–[5]. Recent advances in large scale storage technologies coupled with the advent of intermittent renewable generation has spurred a lot of research interest in this area [4], [6]–[8]. Applications of energy storage can be classified according to the time scale of operation [3], [9]. At fast-time scales (seconds to minutes), storage is mainly used to mitigate variability of renewable generation and demand and reduce the role of ancillary services to balance demand and supply, e.g., [10]–[12]. On a slower time scale (over hours), bulk storage devices aims at load shifting, i.e., generate only when it is cheap and supply the variation in load by charging and discharging storage devices accordingly [4], [9].

Several authors have investigated the optimal control policy for the storage unit. Koutsopoulos et al. [13] and Su et al. [12] examine the operation of a single storage device, thus neglecting the network constraints. On the other hand, Kanoria et al. in [14], Gayme et al. in [15] and Chandy et al. in [16] explicitly model the role of the networks in the operation of distributed storage resources. The engineering constraints are designed based on one of the two popular optimal power flow (OPF) models, namely, AC-OPF [17] and DC-OPF [18], [19]. Storage resources are assumed to be known a priori in these settings.

As storage technologies are improving, the optimal sizing of these resources in a grid is gaining importance. In [20] and [21], the authors consider this question from a purely economic point of view. Capacity provisioning of energy resources with network constraints of the physical system has been addressed, e.g., [12], [14]. Optimal placement and sizing storage units have been studied in [22], [23] using simulations. While [14], [22] rely on the DC-OPF model, [23] uses a convex relaxation of AC-OPF based on [24], [25].

In this paper, we address the optimal storage placement problem for slow time scales to reduce the cost of generation on a single generator single load system with a finite line capacity. With any available storage budget, we prove that it is always optimal to place all the capacity at the demand node, regardless of the line capacity or demand profile when minimizing a quadratic generation cost. This is an investment decision problem but we also solve the optimal control of the storage devices as a by-product of our analysis. To the best of our knowledge, our work is the first to derive analytic results for the placement problem. Furthermore, we characterize the dependence of the optimal production cost on the line flow capacity and the available storage budget.

The paper is organized as follows. We formulate the optimal storage placement problem in Section II and derive the analytic results in Section III. The results are illustrated through examples in Section IV. We conclude in Section V with directions for future work.

II. PROBLEM FORMULATION

![Single generator single load network with storage at each node](image_url)

Fig. 1: Single generator single load network with storage at each node. The total available storage budget is $h = b_1 + b_2$. 
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Consider a single generator single load network as shown in Figure 1. Generator at bus 1 is connected to a load (or demand) at bus 2 using a single line. We adopt the DC power flow model [18] for our network and thus reactive power flows and power losses on the line are neglected.

In our model, time is discrete and is indexed by $t$. We use the following notation.

- $d(t)$ is the real power demand at the load bus, at time $t$, which is assumed to be known.
- $g(t)$ is the real power generation at the generator bus at time $t$ and it satisfies
  \[ 0 \leq g(t) \leq \overline{g}, \tag{1} \]
  where $\overline{g}$ is the generation capacity.
- $c(g(t))$ is the cost of generating $g(t)$ at time $t$. Note that the production cost is independent of time. Also, we use a quadratic cost function [17]:
  \[ c(g(t)) = \frac{1}{2} |g(t)|^2. \tag{2} \]
- $p_{12}(t)$ is the real power flow from the generator bus to the load bus at time $t$. This is limited by the line-flow capacity $f$ due to thermal and stability considerations as follows:
  \[ |p_{12}(t)| \leq f. \tag{3} \]
- $r_k(t)$ is the average power pumped into the storage unit at buses $k = 1, 2$ at time $t$. The energy transacted over a time-step is converted to power units by dividing it by the length of the time-step [23]. This transformation conveniently allows us to formulate the problem in units of power. Notice that $r_k(t)$ can be positive or negative depending on whether power flows in or out of the storage device. For practical storage devices, the round-trip efficiency is typically less than one. For the purposes of this paper, however, we neglect these inefficiencies.
- $b_k \geq 0$ is the storage capacity at bus $k$ and $b_k^0$ is the storage level at node $k$ at time $t = 0$. Thus $r_k(t)$ for all $t$ satisfies
  \[ 0 \leq b_k^0 + \sum_{\tau=1}^{t} r_k(\tau) \leq b_k. \tag{4} \]
- $h$ is the total available storage budget that can be installed on the network. The algorithm solves for how much of this available capacity to install at each node. Thus we have
  \[ b_1 + b_2 \leq h. \tag{5} \]

To maintain appropriate power balance at each bus of the network we require, for all $t$,
\[ g(t) - r_1(t) = p_{12}(t) = d(t) + r_2(t). \tag{6} \]
Demand profiles often show diurnal variations, i.e., they exhibit cyclic behavior. Let $T$ time steps be the common cycle length of this variation. In particular, for all $t \geq 0$, assume
\[ d(t + T) = d(t). \]

Optimally placing storage over an infinite horizon is then equivalent to solving this problem over a single cycle, provided the state of the system at the end of a cycle is the same as its initial condition, i.e., the levels of storage at the beginning and end of each cycle are equal [23]. Thus for $k = 1, 2$, we have
\[ \sum_{t=1}^{T} r_k(t) = 0. \tag{7} \]
We also assume $b_1^0 = b_2^0 = 0$, so that the storage units are empty at the time of installation.

Using the above notation, we define the following optimization problems.

**Storage placement problem $P$:**
\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{T} c(g(t)) \\
\text{subject to} & \quad (1), (3), (4), (5), (6), (7).
\end{align*}
\]

**Restricted storage placement problem $\Pi$:**
\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{T} c(g(t)) \\
\text{subject to} & \quad (1), (3), (4), (5), (6), (7), b_1 = 0.
\end{align*}
\]

Problem $\Pi$ corresponds to placing no storage at the generator bus (bus 1 in Figure 1). We relate the problems $P$ and $\Pi$ in the next section.

### III. Results

Let $p^*$ and $\pi^*$ be the optimal cost for the problems $P$ and $\Pi$ respectively. Using this notation we present the main result of this paper.

**Theorem 1:** If $P$ is feasible, then $\Pi$ is feasible and $p^* = \pi^*$.

Theorem 1 states that, for any available storage budget, placing all the available storage at the load bus is always optimal, regardless of the demand pattern, the time-invariant capacity of generation and the line-flow capacity. In our model, the demand profile is deterministic, however, Theorem 1 holds for arbitrary demand profiles and hence applies to the stochastic case. Our proof technique generalizes to a network where the load bus (bus 2 in Figure 1) is replaced with a network of loads (see [26]), but, we only present the proofs for the simple 2-bus system shown in Figure 1. Thus, our result holds for most distribution networks [27] and isolated transmission networks, e.g., power network in Catalina island [28].

**Proof:** For any variable $z$ in problem $P$, let $z^*$ be the value of the corresponding variable at the optimum. We use the following result, which we prove in the appendix.

**Lemma 2:** If $P$ is feasible, then $g^*(t) \leq f$ for all $t = 1, 2, \ldots, T$.

Note that for each $1 \leq t \leq T$, $g(t) + r_1(t)$ is the amount of power that flows from bus 1 to bus 2 and hence $g(t) + r_1(t) \leq f$. From lemma 2 it follows that at the optimum, $g^*(t), t = 1, 2, \ldots, T$ itself defines a feasible flow over this line.
We use this to construct an optimum of \( \Pi \) using an optimum of \( P \). In particular, define

\[
g'(t) = g^*(t), \quad r'_1(t) = 0, \quad b'_1 = 0, \quad r'_2(t) = r^*_1(t) + r^*_2(t), \quad b'_2 = b'_1 + b'_2.
\]

Using lemma 2, it can be checked that \((g'(t), r'_1(t), r'_2(t), b'_1, b'_2)\) is a feasible point of \( \Pi \) with cost \( p^* \). Since \( \pi^* \geq p^* \), it follows that \((g'(t), r'_1(t), r'_2(t), b'_1, b'_2)\) is optimal for \( \Pi \). This completes the proof of Theorem 1. \( \blacksquare \)

In the problems \( P \) and \( \Pi \), we solve for the optimal placement and control of storage in a power-network, given the demand profile \( d(t), t = 1, 2, \ldots, T \), generation capacity \( \varpi \), storage budget \( h \) and the flow limit \( f \) on the line joining buses 1 and 2. Now we analyze the placement problem by suitably changing \( f \) and \( h \). To explicitly state this parameterization, we use the following notation. Let \( P(f, h) \) denote the storage placement problem and \( p^*(f, h) \) be its optimal cost respectively. Using this notation we present the following observations. For the proofs, see [26]. For the purpose of the ensuing analysis, assume henceforth that there is no limit on the available generation capacity, i.e., \( \varpi = +\infty \). See [26] for the general case.

**Proposition 3:** For any \( h \), problem \( P(f, h) \) is feasible iff \( f \geq f_{\min} \), and, \( p^*(f, h) = p^*(f_{\min}, h) \) for all \( f \geq f_{\min} \), where

\[
f_{\min} = \max \left\{ \max_{1 \leq i \leq T} \left( \frac{\sum_{i=1}^T d(i)}{t} \right), \quad \max_{1 \leq t_1 < t_2 \leq T} \left( \frac{\sum_{i=t_1+1}^{t_2} (d(i) - h)}{t_2 - t_1} \right) \right\}.
\]

We interpret this result as follows. Suppose demand profile \( d(t), t = 1, 2, \ldots, T \) and total storage budget \( h \) are fixed. Then \( f_{\min} \) can be calculated from \( d(t) \) and \( f \) from (8). For line flow limits \( f < f_{\min} \), the problem \( P(f, h) \) is infeasible, i.e., the loads cannot be satisfied by the network. Notice that \( f_{\min} \) for \( h > 0 \) is less than \( f_{\min} \) for \( h = 0 \). Thus, storage can be used to reduce the cost of operation avoiding transmission upgrades [21]. Interestingly, for \( f \geq f_{\min} \), the optimal cost of operation does not depend on \( f \). From transmission or distribution planning perspective, investment in line capacities over \( f_{\min} \) does not reduce the cost of operation.

We provide some intuition behind the two terms in equation (8). At each time \( t \), the net difference between generation and demand till time \( t \) equals the power stored in storage devices up to that time, which is non-negative. Using this, we can bound \( \max_{1 \leq s \leq T} g^*(t) \) from below by the first term in (8). This translates to a bound on \( f \) using lemma 2. For the second term, we derive a similar bound on \( \max_{1 \leq s \leq T} g^*(t) \) using the fact that the power extracted from storage devices over any interval cannot exceed the total storage budget \( h \).

Now, we characterize the behavior of \( P(f, h) \) and its optimal cost \( p^*(f, h) \) as a function of \( h \).

**Proposition 4:** Suppose \( f \geq \max_{1 \leq t \leq T} \left( \frac{\sum_{i=1}^t d(i)}{t} \right) \). Then \( P(f, h) \) is feasible iff \( h \geq h_{\min} \), and, \( p^*(f, h) \) is convex and non-increasing in \( h \), where

\[
h_{\min} = \max \left\{ \max_{1 \leq t_1 < t_2 \leq T} \left[ \frac{t_2}{t} \sum_{i=t_1}^{t_2} f - d(i) \right], 0 \right\}.
\]

The condition \( f \geq \max_{1 \leq t \leq T} \left( \frac{\sum_{i=1}^t d(i)}{t} \right) \) implies that there is some large \( h > 0 \) for which \( P(f, h) \) is feasible. If this condition is violated, the problem remains infeasible no matter how large the storage budget \( h \) is. Given the line flow limit \( f \) and the demand profile \( d(t), t = 1, 2, \ldots, T \), the minimum storage required to serve the demand is given by \( h_{\min} \) as in (9). Also, more the storage budget, lesser is the generation cost and hence \( p^*(f, h) \) is decreasing in \( h \). The convexity, however, implies that there is diminishing marginal returns on the investment on storage, i.e., the benefit of the first unit installed is more than that from the second unit.

It is easy to observe that as we allow larger storage budget, the generation cost does not reduce beyond a point, i.e., there exists \( h_{\text{sat}} \) such that \( p^*(f, h) = p^*(f, h_{\text{sat}}) \) for all \( h \geq h_{\text{sat}} \). We define some notation and then calculate \( h_{\text{sat}} \) in Proposition 5. Construct the sequence \( \{\tau_n\}_{n=0}^N \) as follows. Let \( \tau_0 = 0 \). Define \( \tau_n \) iteratively:

\[
\tau_n = \max_{\tau_{n-1} + 1 \leq t \leq T} \left( \frac{\sum_{i=\tau_{n-1}+1}^t d(i)}{t - \tau_{n-1}} \right),
\]

for \( 1 \leq n \leq N \), where \( N \) is the smallest integer for which \( \tau_N = T \). Note that the sequence depends only on the demand profile \( d(t), t = 1, 2, \ldots, T \).

**Proposition 5:** Suppose \( f \geq \max_{1 \leq t \leq T} \left( \frac{\sum_{i=1}^t d(i)}{t} \right) \). Then

\[
h_{\text{sat}} = \max_{1 \leq n \leq N} \left[ \max_{\tau_{n-1} + 1 \leq t \leq \tau_n} \left\{ \left( \frac{\sum_{i=\tau_{n-1}+1}^t d(i)}{\tau_n - \tau_{n-1}} - \left( \frac{\sum_{i=\tau_{n-1}+1}^t d(i)}{\tau_n - \tau_{n-1}} \right) \right) \right\} \right].
\]

Notice, that \( h_{\text{sat}} \) is a function of only the demand profile and is independent of the line flow capacity.

**IV. Examples**

We illustrate propositions 3, 4 and 5 through an example. All units are in per units (p.u.). Consider an hourly load profile as shown in Figure 2. The optimal generation profile \( g^*(t) \) for \( P \) (or equivalently \( \Pi \)) has been plotted for a storage budget \( h = 1 \) and line flow capacity \( f = 0.85 \). In figure 2, \( \max_t g^*(t) \leq f \) as in lemma 2 and hence from theorem 1, we have \( p^* = \pi^* \).

Consider the plots in figure 3. First we plot \( p^*(f = 0.85, h) \) for \( h \) in \([0, 3]\) in figure 3a. Notice that \( f \leq \max_t d(t) \), i.e., the problem is infeasible in the absence of storage. We calculate \( h_{\min} = 0.226 \) and \( h_{\text{sat}} = 2.598 \) from propositions 4 and 5 respectively. In figure 3b, we plot \( p^*(f, h = 1) \) for \( f \) in \([0, 2]\). As in proposition 3, the problem is infeasible for \( f < f_{\min} = 0.683 \) and the optimal cost does not change for \( f \geq f_{\min} \).
Fig. 2: Typical hourly load profile and optimal generation portfolio for line flow capacity $f = 0.85$ and storage budget $h = 1$.

Fig. 3: $p^*(f, h)$ and illustration of $h_{\text{min}}, h_{\text{sat}}$ and $f_{\text{min}}$

V. CONCLUSION

In this paper, we have considered the problem of optimal placement of storage in a single generator single load power network. The main result (theorem 1) states that for any available storage budget, it is always optimal to put all the storage at the load bus, irrespective of demand profile, generation capacity and line-flow limit. The result holds more generally and is a subject of future work [26]. With more grid-level storage options like compressed air energy storage [9] available, this problem is gaining importance for the transmission and distribution system planners.

In addition to the storage placement problem, we have obtained the minimum line-flow limit required under some available storage budget in proposition 3. Furthermore, we have analyzed the cost as a function of the available storage budget and derived closed-form expressions for the minimum and maximum storage budget required when line flow capacities are fixed in propositions 4 and 5 respectively.

A possible direction of future work is to incorporate intermittent sources of generation and stochastic demands and also make the storage model to incorporate losses. Application of such results to more networks and stochastic settings is part of our ongoing research [26].
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APPENDIX

We prove lemma 2 in this section. The result is restated. If $P$ is feasible, then $g^*(t) \leq f$ for all $t = 1, 2, \ldots, T$.

Proof: We start with some notation. For any vector or matrix $v$, let $v^\dagger$ denote the transpose of $v$. For any variable $z(t)$ that depends on time $t$, let $z$ denote the $T \times 1$ vector $(z(1), z(2), \ldots, z(T))^\dagger$. For any two vectors $v_1$ and $v_2$, we say $v_1 \geq v_2$ iff $v_1 - v_2$ is elementwise non-negative. Let $0$ and $1$ respectively denote vectors of all zeros and ones of appropriate size. Define the $T \times T$ matrix $J$ as the lower triangular part of $1 1^\dagger$. Using this notation, $P$ can be written as follows.

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} g^\dagger g \\
\text{subject to} & \quad p_{12} = g - r_1, \tag{12a} \\
& \quad p_{12} = d + r_2, \tag{12b} \\
& \quad -f \ 1 \leq p_{12} \leq f \ 1, \tag{12c} \\
& \quad 0 \leq J \ r_k \leq b_k \ 1, \quad \forall k = 1, 2, \tag{12d} \\
& \quad 1^\dagger r_k = 0, \quad \forall k = 1, 2, \tag{12e} \\
& \quad g \geq 0, \tag{12f} \\
& \quad g \leq \overline{g} \ 1, \tag{12g} \\
& \quad b_1 + b_2 \leq h. \tag{12h}
\end{align*}$$

Assume $P$ is feasible throughout. If $g = 0$ is feasible for $P$, then the result follows trivially. Assume henceforth $\max_{1 \leq t \leq T} g(t) > 0$, for all feasible solutions.

If $\overline{g} \leq f$, then lemma 2 clearly holds. If not, we first consider the case where $\overline{g} = +\infty$ and then use it to prove the claim for a finite $\overline{g} > f$.

Let the Lagrange multipliers for equations (12a) and (12f) be the $T \times 1$ vectors $\lambda$ and $\lambda$ respectively. For the upper and lower inequalities in (12d) let the Lagrange multipliers be $u_k$ and $\ell_k$ respectively for $k = 1, 2$. Also let $\nu_k$ be the Lagrange multipliers for (12e) for $k = 1, 2$.

$P$ is a quadratic program with linear constraints that is bounded below and Slater’s condition holds for $P$. Thus $P$ and its dual have a finite primal-dual optimal point that satisfies the Karush-Kuhn-Tucker (KKT) conditions and the duality gap is zero [29]. We analyze this optimal point in more detail. The KKT conditions include primal feasibility, dual feasibility and
complementary slackness. We only present a subset of these conditions:

\[ g^* - \mu^* - \lambda^* = 0, \]  

\[ \mu^* - J^T \ell_1^* + J^T u_1^* + \nu_1^* 1 = 0, \]  

\[ \ell_1^* \geq 0, \quad u_1^* \geq 0, \]  

\[ (\ell_1^*)^T J r_1^* = 0, \quad (u_1^*)^T J r_1^* = b_1^T(u_1^*)^T 1, \]  

\[ \lambda^* \geq 0, \quad (\lambda^*)^T g^* = 0. \]  

From (13a), (13e) and (12f), we have \( g^*(t) = \max \{ \mu^*(t), 0 \} \). Also, since \( g^* \neq 0 \), we have

\[ \max_{1 \leq t \leq T} g^*(t) = \max_{1 \leq t \leq T} \mu^*(t) > 0. \]  

Multiplying equation (13b) by \((J^T)^{-1}\), it follows that

\[ (J^T)^{-1} \mu^* = \ell_1^* - u_1^* - \nu_1^* e_T, \]

where the \( T \times 1 \) vector \( e_T \) is defined as \((0, 0, \ldots, 0, 1)^T\). This relation is well defined since \( J^T \) is invertible. Simplifying the above result, we get:

\[ \mu^*(t) - \mu^*(t + 1) = \ell_1^*(t) - u_1^*(t), \quad t = 1, 2, \ldots, T - 1, \]

and

\[ \mu^*(T) = \ell_1^*(T) - u_1^*(T) - \nu_1. \]

Define

\[ t_{\text{max}} := \max \{ t \mid \mu^*(t) = \max_{1 \leq t \leq T} \mu^*(t) \} \quad \text{and} \quad 1 \leq t \leq T. \]

We now show that \( \sum_{t=1}^{t_{\text{max}}} r_1^*(t) = 0 \). If \( t_{\text{max}} = T \), this follows from (12e). If \( t_{\text{max}} < T \), then from equations (15) and (16), we have

\[ \mu^*(t_{\text{max}}) - \mu^*(t_{\text{max}} + 1) = \ell_1^*(t_{\text{max}}) - u_1^*(t_{\text{max}}) > 0, \]

and hence \( \ell_1^*(t_{\text{max}}) > 0 \) and \( u_1^*(t_{\text{max}}) = 0 \). From complementary slackness condition in (13d), it follows that \( \sum_{t=1}^{t_{\text{max}}} r_1^*(t) = 0 \). Combining equations (14) and (16), we have

\[ \max_{1 \leq t \leq T} g^*(t) = \mu^*(t_{\text{max}}) = p_{12}(t_{\text{max}}) + \sum_{t=1}^{t_{\text{max}}} r_1^*(t) - \sum_{t=1}^{t_{\text{max}} - 1} r_1^*(t) \leq f. \]

Thus, \( g^* \leq f \), for the case \( f_{\text{max}} = +\infty \). For a finite \( f_{\text{max}} > f \), note that the above \( g^* \) is feasible and hence optimal for \( P \). This completes the proof.

**Remark** \( \mu^*(t) \) (and hence \( g^*(t) \)) is piecewise constant and the discontinuities occur at times where the storage level at bus 1 is either full or empty. See [26] for details.
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